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Abstract

This paper discusses how audit studies can be adapted to test the effectiveness of interventions
aimed at reducing discrimination. We conducted an adapted audit experiment to test whether
making officials aware of bias could reduce levels of racial bias. While the limitations of our
design make it difficult to assess where information alone can reduce bias, our study makes
two important contributions. First, we replicate prior studies by showing that white, local
elected officials are less responsive to black constituents. That local officials exhibit biased
behavior is particularly worrisome, as local government is often the level that most directly
affects citizens’ daily lives. Second, we provide several suggestions for future audit studies
that draw from the strengths and weaknesses of our own design. We hope that they will help
improve future work on identifying and reducing discrimination.
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This paper discusses how audit studies can be adapted to test the effectiveness of
interventions aimed at reducing discrimination. While the approach we describe
can be applied to studies of discrimination in many areas, we focus on racial
discrimination because it affects numerous facets of life including—but not limited
to—housing (Turner et al. 2002), employment (Bertrand and Mullainathan 2003;
Gaddis 2014; Pager 2007), health (Burgess et al. 2007; Schulman et al. 1999), and
civic life (Griffin and Newman 2008). Audit studies have become an increasingly
popular tool for measuring discrimination across the social sciences (Vuolo et al.
2015). Most audit studies, however, simply focus on measuring the extent to which
bias exists. We build on those works by showing how audit studies can be combined
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58 Moving Beyond Measurement

with randomly assigned interventions as a way of testing the effectiveness of those
interventions.

We implemented an adapted audit study to test whether information can be
used to reduce levels of racial discrimination that local officials exhibit toward
constituents seeking answers to basic questions. We focus on an informational
treatment because evidence suggests that many people do not realize that they are
acting in a biased manner (Dovidio et al. 2002). Consequently, some have advocated
using information to make people aware of their biases (Burgess et al. 2007; Devine
and Monteith 1999; Pope et al. 2013; Rudman et al. 2001). For our study, we
provided a random subset of the local officials in our sample with information
about previous evidence of racial bias in how elected officials respond to citizens’
requests. A few weeks later, we then conducted an audit study to measure levels
of racial bias among all the officials in our sample (Adida et al. 2010; Butler
and Broockman 2011; McClendon Forthcoming), both those who were sent the
information and those who were not sent the information. We did this by sending
an email to each public official in our sample, randomizing whether the request
for help came from a putatively black or putatively white constituent. We then
measured the level of racial bias by comparing the response rates to the white and
black constituents.

Our audit study successfully replicates prior work in this area by showing
that officials exhibit bias against black constituents. Indeed, the extent of bias
is comparable to levels found by previous studies of officials at other levels of
government. Because local officials often help constituents with the services that
they use most regularly, discrimination at this level of government raises concerns
about fairness in representation.

Our results regarding the effect of information on reducing bias are less
conclusive. In our study, the information treatment group and the control group
exhibited the same level of racial discrimination. While this is consistent with the
possibility that information alone is insufficient to reduce bias, there are limitations
with the design that may also be responsible for this null result. After presenting
the details and results of our adapted audit study, we discuss those limitations and
what may have been done differently.

We end our paper with a list of concrete recommendations for how to improve
future audit studies. Our points draw on the lessons learned from both the
limitations and strengths of our particular study. We provide these suggestions as a
way to improve future work on identifying and reducing discrimination.

TESTING THE EFFECT OF INFORMATION

We use an audit study to test whether information can reduce racial bias. In our
audit study, we sent elected, municipal officials (i.e., mayors and city councilors) in
the U. S. requests for assistance from putative constituents, randomizing whether
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the request came from someone with a distinctively black name or a distinctively
white name.

We chose our sample to learn about how white, elected officials at the municipal
level treat white and black constituents. We focus on local officials because they
are responsible for the provision of many important public services and oversee
the government employees with whom citizens most regularly interact. Because
we could not identify the race of all city officials, we restricted our sample to the
types of cities where, based on the racial make up of the city, the vast majority
of elected officials are likely to be non-Latino, whites. This is important from
a methodological perspective because if the sample represented a more racially
diverse population, the in-group bias exhibited by officials from different racial and
ethnic groups may have cancelled each other out (Butler and Broockman 2011).

We used the 2011 International City/County Management Association (ICMA)
city survey, which includes information on the racial demographics of the elected
officials, and data from the U.S. census to determine which cities to include in our
sample. Based on these data, we restricted our sample to cities where 75% or more
of the population is white and less than 15% of the population is Latino. On average,
96% of the officials serving in cities with these racial demographics are non-Latino,
whites (see Figure 1 in the SI) . We also restricted our sample to officials from cities
with at least 50 black individuals and a total population of 3,000 or more.1 We use
these cut points to increase the plausibility that municipal officials would receive an
email from a black constituent that they did not know. Our final sample included
11,801 city officials2 from 2,160 cities from across the United States.

The email addresses for the elected city officials were collected by research
assistants through web searches. Research assistants first searched for the website
of each town or city taken from the census. If the research assistants were able to
identify the city’s website, they then collected the name and email address of the
city’s mayor and council members (or the equivalent).

To measure levels of differential treatment by race, we emailed all of the 11,801
officials in the sample, randomizing whether the email was sent from either
a putatively black or a putatively white individual. We used information from
previous studies and the U.S. census to identify common first and last names for
black and white individuals (Butler 2014). In total, we used 76 different aliases: 35
black aliases and 41 white aliases (see Appendix E in the SI for list of aliases). For
each alias, we created a separate Gmail account. When the emails were sent, the
alias, which signaled the individual’s race, was included both in the field identifying
the sender and in the salutation in the body of the message. We carried out the study
during the Fall of 2014.

1The mean city in our sample has 23,949 residents, of whom 4.23% are black. Cities range in size from
3,011 to 583,776 people, and the black population within cities ranges from 50 to 42,188.
2This excludes the 338 officials with bad email addresses.
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We carried out the study so that no two officials from the same city received a
request from the same putative constituent. In particular, we first assigned officials
to receive either the black or white constituent email and then block randomized,
by city, aliases from the assigned racial treatment. Similarly, the request found in
each email was randomly drawn from a list of simple requests adapted from the
“frequently asked questions” sections of various city websites. We used 27 different
requests,because all of the cities in the sample had 27 or fewer elected officials, and
again block randomized so that no two officials from the same city received the
same request (see Appendix F in the SI for the full list of requests used). We also
randomized when we sent the emails so that they went out over a 5-day period. We
spread the emails out to help ensure that no city in the study received all of the
emails on the same day.

About two weeks earlier, we sent the elected officials assigned to the treatment
group (n = 4,004) a pair of emails with information about prior research on
racial bias exhibited by public officials.3 The information email we sent to the
treatment group was ostensibly an invitation to take a survey about recent research
on racial bias in how officials deal with constituent communications. We used this
approach because it provided a rationale for sharing information about previous
research, while minimizing the possibility that officials would assume that we were
monitoring their behavior. The email states that research has shown “that office
holders respond more often and provide better advice to individuals like them.
White legislators, for instance, respond at higher rates to inquiries from white
constituents than from black constituents.” We underlined this sentence and placed
it in bold to draw attention to it. Within the main body of the email, we also
provided links to (a) an NPR report on research showing racial bias among public
officials and (b) a website we created to further highlight the findings from the
racial bias literature (see http://n.pr/1SRr6VA for the NPR report and Appendix
C in the SI for screenshots of the website). The sites that we linked to focused
on the empirical finding that white legislators respond at higher rates to inquiries
from white constituents than from black constituents, reinforcing the information
provided in the email. Below the valediction of the email, we also included a one-
paragraph summary of findings from the racial bias literature (see Appendix B in
the SI for full email text).

Finally, we designed the study so that we could test both the direct effect of
receiving the information on the recipient’s behavior, and also assess whether there
was any spillover effect that changed the behavior of the other officials in the same
city. We are able to test for this type of contagion effect because we used a multilevel
design (Sinclair et al. 2012) where we first randomly assigned the cities into two
groups: in one-third of the cities no officials received information; half of the
officials in the remaining cities were randomly chosen to receive the information.
After excluding the bad email addresses, we had three randomly chosen groups of

3The only difference between the waves was that the second email began with “Thanks to those who
have already read this email and taken the survey. If you have not, please continue reading.”
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officials: (a) 4,004 officials who received the information, (b) 3,963 officials who
did not receive the information, but who serve with officials that did, and (c) 3,834
officials who did not receive the information and whose colleagues also did not
receive the information. If the information had a direct effect on reducing bias, but
no spillover effect, than the officials in group (a) should exhibit less bias than those
in (b) and (c) and there should be no difference between (b) and (c). If there is a
spillover effect, then the people in (a) and (b) should both exhibit less bias that
officials in group (c). And if there is no effect at all, then all three groups should
exhibit similar levels of bias.

RESULTS

Of the 11,801 contacted elected officials, 7,135 sent at least one email within
two weeks of receiving our requests, for a response rate of approximately 60%.4

However, in line with previous research, not all putative constituents were treated
equally. Elected municipal officials responded to emails from white constituents
about 63% of the time (3,732/5,908) but only responded to emails from black
constituents about 58% of the time (3,407/5,893). The five percentage point
difference [3.6–7.1, 95% confident interval] between response rates is statistically
significant5 and in line with other findings on racial bias among elected officials
(Butler 2014; Costa 2016). A treatment effect of this size suggests that blacks and
whites receive quite different treatment by local elected officials. All discrimination
by elected officials harms the individuals discriminated against as well as the
broader society, but discrimination by local elected officials can be particularly
harmful. This is because the actions of local officials influence the lives of their
constituents in fundamental ways: they administer many of the public services that
constituents use, they oversee many of the street-level bureaucrats that constituents
interact with, and they are often the first to be contacted by constituents who
need assistance. It should then cause considerable concern that local officials treat
constituents differently on the basis of race.

Unfortunately, providing information about racial bias to public officials did not
appear to change their behavior. Table 1 gives the mean response rates by treatment,
as well as the differences between how they treated black and white aliases. All three
groups in our sample were about five percentage points more likely to respond to
an email from a white alias than they were to respond to an email from a black
alias. Because there does not seem to be evidence of a contagion effect, Table 2
directly compares the level of bias among those who were assigned to be made
aware of the research and those who were not sent any information. Individuals
assigned to receive the information treatment exhibited racial bias that was about
0.7 percentage points greater than those exhibited by the control group. Regardless

4We do not count autoresponses as replies.
5t = 5.96, p < 0.01.
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Table 1
Email Replies from Elected Municipal Officials

Directly
informed

Colleagues
informed

No one in city
informed

Response rate to black names 57.0% 58.6% 57.8%
[N = 2,017] [N = 1,949] [N = 1,927]

Response rate to white names 62.8% 63.3% 63.4%
[N = 1,987] [N = 2,014] [N = 1,907]

Racial bias −5.8* −4.7* −5.6*
(1.5) (1.6) (1.6)

Bias difference: Directly—no one −0.2
(Std. error) (2.2)

Bias difference: Colleagues—no one 0.9
(Std. error) (2.2)

Note: Standard errors are shown in parentheses. *p < 0.05, two-tailed. The dependent variable, Email Reply, is coded as 1 if an elected
municipal official sends a non-automated response to an information request within two weeks of receiving our email and 0 otherwise.
While it appears that the directly treated group responded at a lower rate than the spillover or control groups, this difference is not
statistically significant at any meaningful level.

Table 2
Email Replies from Elected Municipal Officials

Directly informed Not directly informed

Response rate to black names 57.0% 58.2%
[N = 2,017] [N = 3,876]

Response rate to white names 62.8% 63.4%
[N = 1,987] [N = 3,921]

Racial bias −5.8∗ −5.1∗
(1.5) (1.1)

Bias difference: Directly informed—not informed −0.7
(Std. error) (1.9)

Note: Standard errors are shown in parentheses. *p < 0.05, two-tailed. The dependent variable, Email Reply, is coded as 1 if an elected
municipal official sends a non-automated response to an information request within two weeks of receiving our email and 0 otherwise.

of which way the control group is defined, the level of racial discrimination is
comparable across the different groups. There are small differences in the level of
bias (ranging from 4.7 to 5.8 percentage points), but the differences between these
groups are statistically insignificant and point in the wrong direction: the largest
difference was observed among those who were sent information. Being made aware
of previous research on bias did not decrease the level of racial bias and did not
appear to have much of a spillover effect.

LIMITATIONS

Our treatment, however, might have been too weak to cause a noticeable effect.
First, not every official assigned to receive the information about previous results
was actually exposed to that information. Some individuals simply did not open
either of the two emails we sent. We know this because we sent the emails with
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information on previous research through an email service that tracks whether
recipients open their email. In our sample, 53% of the group assigned to receive
the information treatment opened one or more of the emails with this treatment.

Second, even those who opened our treatment emails might not have read far
enough to see the treatment. The key piece of our informational treatment appears
in the third sentence of the email. Although we bolded and underlined the treatment
text, we cannot know if people read past the first two sentences.

Third, even if officials did read our informational treatment, they might not have
paid attention to it. The email referred to scholarly research and officials might be
uninterested in academic research. Also, officials might not believe that the findings
discussed in the email apply to them personally. While we cannot know for certain
whether individuals carefully read our treatment emails, or thought that the content
applied to them, we have anecdotal evidence that this might not be the case. We
know that only 18% of the treatment group visited the survey link that was in
the email, that only 15% of the treatment group completed the survey, and that
only 4% of the treatment group clicked on the link to the research summary. Taken
together, these statistics suggest that officials were not particularly interested in the
information that we provided them.

The timing between our treatment and audit emails is another potential limiting
factor. We sent the informational email to the treatment group a couple of weeks
before conducting the audit because we wanted to assess whether our informational
treatment had a meaningful long-term effect. Because our treatment was weak, it
might have been unreasonable to expect that it had such a lasting effect. Perhaps, if
we would have sent the audit emails shortly after our treatment emails, we would
have found an effect.

Further, when conducting audit studies with elites’ email addresses, researchers
can rarely be certain that the individual they email is the one that reads and
responds to their email. Elites often employ staffers to handle their correspondence.
It is possible that one staffer read the informational, treatment email, and
that another dealt the audit email. This might occur if staffers rotate email
correspondence duties, there is turnover in staff, or staffers go on vacation.

SUGGESTIONS FOR FUTURE AUDIT STUDIES

Below is a list of suggestions for future audit studies. These suggestions are drawn
from both what worked in our study and from what could have been improved. We
discuss our suggestions in relation to our study to provide concrete examples of
how these points can be implemented.

1. Put the treatment at the forefront. The information treatment may simply have
been missed. If we were to do this again, we would place the treatment language
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as close to the top of the email as possible. If it could not be placed in the first
couple of sentences, we would put the message in color or highlight it.

2. Increase the relevance of the treatment. Individuals might not have thought
that the information in the treatment applied to them. One could address this
issue by increasing the perceived importance or influence of the sender. Our
treatment may have been more powerful if the sender had been an individual
or representative of a group from the same general geographic area, or from
the local officials own constituency. It also might have been more powerful if it
was sent from someone who could credibly sanction the officials if their future
behavior was deemed inappropriate.

3. Carefully consider how long to wait between the treatment intervention and the
audit study. Researchers are more likely to find treatment effects if the interval
between treatment and the outcome is short, but in many cases, scholars might
care more about the long-term effects of treatment. It is not always clear, unfor-
tunately, how long treatment effects should last to be substantively meaningful.
The proper length of time should be carefully considered at the design stage.

4. Consider automatically coding the outcome measure. We created our dependent
variable by reading approximately 8,000 email responses, identifying the sender,
and then coding whether they had replied to our email.6 As researchers who
conduct email audit studies know, this can be a time-consuming procedure. If
we were to do this again, we would use software to automatically process email
responses and construct a response indicator. Our replication files contain an
annotated R script and example data file that researchers can adapt for this
purpose.

5. Have a sufficiently large pool of email texts. If officials think they are being
studied, they are less likely to exhibit socially undesirable behavior (Findley and
Nielson 2015). This can be a problem for audit studies that send the exact same
text to all officials. This is because officials might share the communications they
receive (or share staff who respond to emails). If this is the case, individuals
might know that they are being studied and may simply respond differently
to those communications. Having a sufficiently large number of different email
texts helps minimize this threat to validity. Ideally, one would have enough dif-
ferent texts so that the officials who talk with each other do not receive the exact
same email message. In our case, we had enough different email texts so that
no one serving in the same city received the same message. In developing these
questions, we looked for city pages that included answers to “frequently asked
questions.” Those questions then helped us to write questions that would be rel-
evant to our target population, thereby increasing the believability of the emails.

6. Have a sufficiently large number of aliases and email accounts. This will also
minimize the possibility that officials respond to the emails differently than they
normally would.

6Some officials sent more than one reply.
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7. Consider spillover at the design stage. One of the advantages of studying public
officials is that they have publicly observed social networks. Researchers can
use the design proposed by Sinclair et al. (2012) to test for spillover in those
networks.

8. If the treatment designed to lower bias is delivered via email, track who opens
the email. Because we tracked who opened the emails, we were in a position
to discuss what the bounds of the effect might be. If we were to do it over
again, we would have also sent a placebo email (which included an invitation
to participate in a survey on a different topic) to the control group and tracked
who opened those emails. This would have given us a placebo design that
would have increased the power of our analysis (Nickerson 2005; Gerber et al.
2010).

CONCLUSION

We conducted an adapted audit experiment to test whether making officials aware
of bias could reduce levels of racial bias. Although limitations in our design
make it difficult to assess whether information alone can reduce bias, our study
makes two important contributions. First, we find that white, local, elected officials
in the United States are less responsive to black constituents. The extent of
this bias is in line with prior studies (Butler 2014; Butler & Broockman 2011;
Costa 2016), suggesting that blacks face a similar degree of discrimination across
governmental contexts. The fact that we find such bias among local government
officials is worrying, however, as local government is often the level that most
directly affects citizens’ daily lives. Reducing this bias should be an important
goal.

Second, we have described how audit studies can be adapted to help
learn what measures help reduce bias. We draw these lessons from what
worked in our experience and from what did not work. We offer these
suggestions as a way to help improve future work on identifying and reducing
discrimination.

SUPPLEMENTARY MATERIALS

To view supplementary material for this article, please visit Cambridge Journals
Online: https://doi.org/10.1017/XPS.2017.11.
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