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Abstract

We derive the large-sample distribution of the number of species in a version of
Kingman’s Poisson—Dirichlet model constructed from an «-stable subordinator but with
an underlying negative binomial process instead of a Poisson process. Thus it depends on
parameters « € (0, 1) from the subordinator and r > 0 from the negative binomial pro-
cess. The large-sample distribution of the number of species is derived as sample size
n — 00. An important component in the derivation is the introduction of a two-parameter
version of the Dickman distribution, generalising the existing one-parameter version.
Our analysis adds to the range of Poisson—Dirichlet-related distributions available for
modeling purposes.
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1. Introduction

Kingman in [18] suggested a way of constructing random distributions on the unit simplex
by ranking the jumps of a subordinator up to a specified (possibly random) time, then nor-
malising them by the value of the subordinator at that time. Taking the subordinator to be a
driftless gamma subordinator generates his well known Poisson—Dirichlet distribution PD(6),
which was later shown to be intimately connected with the famous Ewens sampling formula
in genetics [6]. Another of Kingman’s distributions, denoted by PDy, arises when a driftless
a-stable subordinator with parameter « € (0, 1) is used instead of the gamma subordinator.
These distributions and the methodologies associated with them have subsequently had an
enormous impact in many areas of application, ranging from the excursion theory of stochas-
tic processes to the theory of random partitions, random graphs and networks, probabilistic
number theory, machine learning, Bayesian statistics, and a variety of others.
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Generalised Dickman distribution and a negative binomial process model 371

Ipsen and Maller [12] generalised Kingman’s PD, class in another direction, namely, to
the two-parameter PDg ) class, defined for o € (0, 1), and r > 0. Like PD,, the class PDf{) is
based on an «-stable subordinator, but the extra parameter r arises from a connection with
the negative binomial point process introduced by Gregoire [9] (whereas PD,, is associated
with a Poisson point process). Ipsen, Maller and Shemehsavar [14] developed connections
between various Poisson—Dirichlet models by letting ¥ — oo and « |, 0 in PD(({ ), while Ipsen,
Shemehsavar and Maller [16] fitted PDg) to gene and species sampling data, demonstrating
the utility of allowing the extra parameter r in a data analysis.

An aspect of particular interest in practice is the distribution of K, («, r), the number of
distinct species observed in a sample of size n from the PDg) distribution. Herein we derive the
asymptotic distribution (as n — 00) of K,(«, r) for fixed « and r, and discuss how it depends
on the parameters « and r.

The relevance of the Dickman function [5] and the corresponding distribution to the the-
ory of the Poisson—Dirichlet distribution has been observed before (see, e.g., Arratia, Barbour
and Tavaré [1] (pp. xi, 14, 76), Watterson [28] (Equation (27) and the material above it), and
Watterson and Guess [29] (Equation (3.2.4)), but in our development a generalised version of
it plays a particularly significant role. More details are in Section 5.

2. Asymptotic distribution of the number of species

In a sample of size n from PDg), the blocks count vector is

M, =M, (o, r)=M(a, r), Mr(a, r), ..., My(a, r)),

where Mj(a, r) counts the number of allele types or species having j representatives in the
sample. The number of distinct species observed in the sample is K,(«, r) := M(a, )+ - - - +
M, (, r). In the Poisson—Dirichlet model PD(0), the probability of any particular realisation of
the blocks count vector is given by the Ewens sampling formula in [6].

For the PD,({) model, a formula is obtained in [14] for the distribution of the (n+1)-vector
M, (, r), Ky(a, 1)), where M, («, r) takes values among all n-vectors of nonnegative integers
m=(my, ..., m,) satisfying Z}Lﬂmj =n, while K,(«, r) takes values k = ZJ'-LI m; €N, 1=
{1,2, ..., n}. Equation (5.11) of [14] gives the formula

o0 r(k))\otkfl n

I1 L(F-(A))’”f dx (2.1)
i ’ '

PM, (o, )=m, K,(a,r)=k)=n /0 W 1l -

where r® =r(r+1)--- (r4+k—1),

1
Y =1+« f (1—e )77 g, (2.2)
0
and
a [*
Fi(A) = .—'/ 7 ez, jeN,, A>0. (2.3)
J:Jo

Both M, («, r) and K,(«, r) depend on the two parameters « € (0, 1) and r > 0. These are kept
fixed in the large-sample analysis (as n — oo) which follows. Equation (2.1) can be compared
with an analogous formula, Equation (4.14) on page 81 of [23], which is based on a Poisson
rather than negative binomial construction.
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Defining
n n
App = {m:(ml,...,mn):mjzo, ijjzn,ijzk 2.4)

for k € N, n € N, and summing over the m;, we can reduce (2.1) to the following formula for
the distribution of K,,(c, r) in a sample of size n from PDg) :
00 (k) y k-1 n

1 m
P(K,(a, 1) =k)=n /0 TR > ]_[m—j!(ﬂ-(,\)) da,  keN,. (2.5)

meA,y j=1

Our aim herein is to derive the limiting large-sample distribution of K, (¢, r) in the PD(({ ) model,
working from (2.5).

To state the result, we need to introduce for each A > 0 a subordinator (Y;(1));~¢ having
Laplace transform

1
Ee ™"™) —exp (—r / (1- e—W)m(dy)>, t>0, >0, (2.6)
0
with Lévy measure
ay~*~ldy
[T(dy) := m(1{0<y<x51} + 1{0<y<]<A})- 2.7

Theorem 2.1. Each Y,(X), t > 0, A > 0, has a continuous bounded density which we denote by
fr.on), y> 0. The asymptotic distribution of n~*K,(«, r) as n — oo can be written in terms
of it as

K, 1
fim Plo< @D )1
n—00 nv rerel —aw)

/ / XU (1)exp< i aw)) A~ ) dx y>0
im0 imo” T I —a) ’ '
(2.8)

Formula (2.8) looks rather forbidding, but as we will see in Section 6, it can be simplified and
written in a form amenable to numerical computation.
The proof of Theorem 2.1 proceeds by a number of steps as set out next.

2.1. Outline of the proof of Theorem 2.1

Deriving (2.8) from (2.5) requires an extensive analysis whose basic ingredients are as
follows:

e The formula (2.5) appears far from transparent but in fact possesses a lot of structure.
(It’s not even clear that (2.5) defines a proper probability mass function, i.e., sums to 1
over k € N,,. That this is so is demonstrated in [14].) A first step is to notice a Poissonian
component in (2.5) and observe that the term summed over m € A, can be interpreted
as giving rise to a joint Poisson probability (see (3.1) below). Conditioning on one of
the Poisson components then produces a multinomial probability ((3.2) below) and a
marginal Poisson probability.
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e The unpromising-looking first factor under the integral sign in (2.5) combines with the
marginal Poisson to produce a negative binomial probability, modulo a correction factor
((3.7) below).

e A useful trick, used also in [27], is to write the multinomial probability as a probabil-
ity involving a sum of independent and identically distributed (i.i.d.) random variables
Xin(A)i=1 ((3.9) below), resulting in the representation (3.26) for the distribution of
K,(a, r) as a product of this probability, the negative binomial probability, and the
correction factor, all functions of A > 0, and integrated over A > 0.

e The next step is to rescale K,(«, r) and find the limits of the probabilities under the
integral sign in (3.26). None of the representations from (2.5)—(3.26) give much clue as
to an appropriate scaling for K, («, r), but we recall that for the corresponding quantity
(the number of species observed) in Kingman’s PD, model, the correct scaling is by
n®, and this results in a limiting Mittag-Leffler distribution for that quantity; see [23,
Theorem 3.8, p. 68]. So we are tempted to try this scaling for K, («, r) here. Less obvious
however is that to make this work, it’s necessary to change variable from A to An in the
integral in (3.26), thereby giving the integral in (3.27).

e Following these manipulations, we need to find the limits as n — oo of the functions in
the integrand in (3.27). This is done in Proposition 3.2. The limit of the correction factor
is easily obtained in the form of an exponential, and the negative binomial probability
can be handled using Stirling’s formula (the limit in fact is a gamma distribution). For
the probability involving the i.i.d. random variables (X;,(1)) we apply a classical limit
theorem for sums of a triangular array (the distribution of the X;,, depends on n) and then
require a local version of this for i.i.d. discrete lattice random variables, which we derive
directly.

e Having found the limits of the functions in the integrand in (3.27), we formally take the
limit as n — oo under the integral sign, obtaining the right-hand side of (2.8). But rather
than try to justify this interchange of limit and integral, the approach we adopt is to
show that the limiting function is in fact a probability density function, i.e., integrates to
1. This suffices to give convergence in distribution in (2.8). Our route to showing it goes
by way of developing a kind of generalised Dickman distribution which is of interest in
itself. This is done in Section 5 and is used to complete the proof of Theorem 2.1.

e Finally we derive expressions for the moments of the distribution in (2.8), and some
computation-friendly formulae for it, and give some concluding comments, in Section 6.
Some tables of moments and plots of distributions are in an appendix.

3. Ingredients for the proof of Theorem 2.1

To initiate the programme outlined in the previous section, write the right-hand side of
(2.5) as

00 r(k))»(xkfl n
n/ ——— > P(NO)=mj. jeN)exp [ Y Fi(n) ) da, (3.1)
0

r+k
\II(A) meA, j=1
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where, for each A > 0, the N;(A) are independent Poisson(F;(A)) random variables, j € N,,. In
An we add over integers m; > 0 such that 377 jmj=n and 37| m; = k. For brevity, write
en(A):= exp (', Fj(1)). Then from (3.1) we have

k) 5 ak— 1 n
P(Kn(a,r)zk)znfo xp(,\)r+k Zﬂv,(,\)_n ZN(A)_ en(1) di

o0 r(k))\dk—l n . n
—n /0 W]P’( ,; JMoi(0) = n)[P’( J; N;i() = k) en(M)dr. (3.2)

Here, foreach A > 0,n € N, k € N;,, My (A) := (M(A))jen, is amultinomial (k, p,(1)) vector
with

P = (P jery, = <ﬂ> (33)
n nj JEN ZZ;] FZ()\) jen ) .

which results from conditioning on the sum Z;‘zl N;(1) of Poisson random variables in (3.2).
Specifically, the distribution of M,x(1) is given by

k!
IP)(N[nk()”) =(my, ..., mn)) = mpn,l()\)ml e 'Pn,n()»)m”,

for m; > 0, j € N,,, with ZJ’-’:I mj = k. We can rewrite (3.2) as

00 (k) ) ak—1 n _ _ n
P(K,(a, 1) = k) =n /O WP( /; M) = n)IP(Pmss( > F,-(A)) = k) en(1) dh.

j=1
(3.4)
In this expression, by (2.3),
n AN Zj
Y E) Za/ D e =T (WM — 1,
= 0 J!
j= Jj=
where we define
n AN Zj
W)= 1+2% Y Fi(0)=1+ar” /0 > j—'z_"‘_le_zdz. (3.5)
j=1 =17
Also define the ratio
v,(\) — (@ /jhz % te 2z
0,0 = ) fo o1 @ <1,  a>o0. (3.6)
vr) —1 fO 7211 — e=%)dz
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In (3.4), recall e, (A) := exp (Z]”: 1 Fj()\)), and consider the component

r(k))\akfl ) n
WIP’ Poiss( Y " Fj(2) | =k |ea(r)

J=1

k
_Tr+k ! (k“ Z}’lej(/\))
T WOy ! xp

-2 F,-(A)) x en(h)

J=1

T(r+k) 2!
= Tk Doy (W, () — DF

CTOHkl AN (00— 1\ w00 — 1)
Tk ww( W) ) <w<x>—1)

T : 1\ _
=L,(A)" A ]P’(Negbm(r, \P(k)) —k>.

Here Negbin(r, 1/ \P(k)) is a negative binomial random variable with parameter » > 0 and
success probability 1/ W (). So (3.4) can be written as

o - 1 di
PK,(x,r)=k)=n /0 ﬁn(x)kﬂb( ZjMnkj()») = n)]P’(Negbin (r, m) = k) 5

J=1

(3.7
The multinomial vector Mk (1) = (M;;4j(1))jen, has moment generating function
n n k
E( [Texp (GJMnk/(M)> = ( > ee’Pnj(f\)) ;
j=1 j=1
where 6; > 0, j € N,,. Set ; =6 x j, 6 > 0, in this to get
n n . k k
E exp (9 > jMnkj(A))) = (Z e’ Xfm,-(z\)) =:Eexp (9 ZX,-”(/\)>,
j=1 j=1 i=1
where (Xin(1))1<i<k are i.i.d. with
P(X1,(A) = j) = pnj(A), J€Ny. (3.8)

So we see that

n k
IP( > iMu(h) = n) = P( > Xin() = n) 3.9)
i=1

J=1

We need information on the limiting behaviour of the X;,(A).
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Proposition 3.1. For each ). > 0 and h > 0, we have the following:
(a)

0, A<h<lorh>1,
|
, — = h<i<l,
lim n*P(X1,(n) = hn) = { T(1 — ) <A< (3.10)
e —1
_— h<1<A;
'ad—ow)
(b)
lim n“—IE(Xl,,(xn)l{xl,,(Mkhn})=m—_a)( PEAGTOAD) GAD
(c)

. _ a _ _
nli)lglo n* 2E((Xlzn(kn)l{xl,,(knkhn}) = m()&l YA (hl YA 1)) (3.12)

Proof of Proposition 3.1: Throughout, keep A > 0 and /& > 0. For Part (a) we can compute,
according to (3.8), forO < h <1,

. n* Y5 g FiAn)
n“P(X1,(An) > hn) = n® () = ch (3.13)
' ™ S FiG)

(the left-hand side of (3.13) is O for 2 > 1). In the denominator of (3.13), by (2.3),

n an N Zj 00

§ Fj(kn)za/ § ,—'z*“*‘eﬂdma/ 7M1 —edz=T1 —0a), (3.14)
. 0o =) 0
J=1 J=1

as n — 00. For the numerator of (3.13), consider

n

an 1 J
o . _ o Z_ —a—1 _—z
n E F]()»n)—om/O E j’Z e “dz
Jj=Lhn] Jj=Lhn|

Z" (nzy
:0{/ .—'einzziaildz
0 J:

J=Lhn]

Py
A
=« / P([hn| < Poiss(nz) < n)z_“_ldz.
0

(3.15)
When 0 < § < h, by Chebyshev’s inequality,

§
o / P(Poiss(nz) > hn)z *~'dz
0

s
=« / P(Poiss(nz) — nz > n(h — 2))z %~ 'dz
0

¥ (nz)z7*"dz sl

o (mh—2)* ~ nh—258)?* — 0, asn— o0.

https://doi.org/10.1017/apr.2020.61 Published online by Cambridge University Press


https://doi.org/10.1017/apr.2020.61

Generalised Dickman distribution and a negative binomial process model

371

For each z> 0, Poiss(nz)/nz—P>1 as n— oo by the weak law of large numbers. Thus by

dominated convergence

s : s
h Poiss
a/ [P(L n| - (nz) - n)z_“_ldz a/ sz dz.
5 nz nz nz s

Letting é | O we obtain the right-hand side of (3.10).
For Part (b) we calculate, from (3.3) and (3.8), that

| hn| ne— IZJLh ]F ()\Jl)

a—1 a—l ]
E(X1,(An)1 = %
n XinAm)1ix,, Gy <hny) = 1 ijnj( = Zj:l Fj(an)

The denominator in (3.16) tends to I'(1 — «), by (3.14). In the numerator, by (2.3),

n®! Zij()»n) = an®"! /0 Z G- 1)!zf"‘efzdz
j=1

J=1

2 Ln] i—1
(nz)l —o —nz
=« - 7z Ye "dz
/0 Z,ZI (=D

2
= / P(Poiss(nz) < |hn] — 1)z7%dz
0

. / P(Pmss(nz) Lth_l)z‘“dz.
0 nz nz

(3.16)

(3.17)

In this, consider values of 4 <1 and & > 1 separately. For # > 1 the sum on the left-hand side
of (3.17) should be replaced by the sum over 1 <j <n and & in (3.17) by 1. Then, again using

. P . .
the fact that Poiss(nz)/nz — 1 for each z > 0, along with dominated convergence, we get

1 Ln] X anl
: o— Il _ —o _ —o
ngngo n E JFi(An) =« /0 lp<z<yz “dz=a /0 Z “dz.

j=1
For 0 <h <1, similarly,
Ln] ) Ak
lim n%! Z]F (An)_af 1{o<z<h}z_°‘dz=a/ z %dz.
n—oo 1 0 0
j=

Dividing by I'(1 — &) (from (3.14)) gives the right-hand side of (3.11).
For Part (c), keep 0 < h < 1 at first. Then by (3.3) and (3.8),
Lhn]

n*E(XT, Oy, G <imy) =12 Y Ppaiin)
j=1

na—2 Lth ]2F (An) n(x—2 Lh"J _]2F ()Ln)

Z;:l Fi(An) F(l —a)
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(using (3.14)). In the numerator of the last expression,

Lhn] o Ul o
402 Z 2F. )= Oma—2/ Z]_Zz—a—le—zdz
=1 T 0 o 7!

A Lhnl o ;
_ -2 J (nzy —a—1,—nz
=an /0 E —j! z e "dz

:an’zf Z ].(nz)/ ey, (keep n > 2)
0 .

Lhn]

s N
= omfz/ ].(nz)’ +nz |z ¢ ez
o \i5 (j—D!

Lhn] Lhn]

- * (nZ)i_z (nz)] o
_ 2 ) 2y o
=an /0 (E (j_z)!(nz) + 22 (j—l)!+nz>z e "z,

j=2 J=

Here again we see Poisson distributions and can write the last expression as

A
o / P(Poiss(nz) < |hn] — 2)z'~%dz
0

2 Lhn] i—1
_ Z nz el —
o™ ((j_)ll)v(”Z)Z “TleTdz
j=1 '

s s
—a / Lizenz' ™¥dz +o(1) +an™! [ P(Poiss(nz) < |hn] — 1)z~ %dz.
0 0

As n — 00, this tends to
A (07
o / 1{Z<h}z1_“dz= —(/\2_“ A hz_“). (3.21)
0 2 —

Dividing this by I'(1 — «) (from (3.14)) gives the right-hand side of (3.12) when 0 <X < 1.
For h > 1, similar analysis gives a limit of «/(2 — )AL A D). Combining these gives the
right-hand side of (3.12) and completes the proof of Proposition 3.1. O

We next list some properties of the subordinator (Y;(1));~o whose Laplace transform is in
(2.6) with the canonical measure in (2.7). From that measure we can calculate, for z > 0,

1 < 2 1 1\/Z 1
lim inf —— I, (dy) = lim inf —— —od
l%n a _Zy A(dy) —a 1%11 2 |, y Tdy
) (3.22)
1—a)2—a)

so by a result of Orey (see [26, p. 190]), each Y;(1) has a C* density all of whose derivatives
tend to 0 at co. Write

. L. k
Relf () — exp (t/ (810)7 _ l)x_()’)dy , 6 eR, (3.23)
0 y
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where
—

Y
bOV= ri Ty

is left-continuous and decreasing on (0, c0). So by [26, Theorem 28.4, p. 191], (Y;(1));=0 is a
self-decomposable Lévy process for each A > 0, and by a similar argument as in [26, Lemma
28.5, p. 191], we can deduce that

(Ljo<y<r<1y + Lo<y<i<n)) (3.24)

|Ee”Y ™| =0(10]#), uniformly in A > 0, as |9] — oo, forall § > 0. (3.25)

Now proceeding with the main proof, from (3.7) and (3.9) we get

P(K,(c r)=k)=nfooz WP Xk:X (A)=n |P( Negbin| r L) k) &
n ’ 0 n m ’\IJ()\,) )\

i=1

Change variable from A to An to write this as

k
o0 1 dx
P(K,=k)=n /O en(,\n)k]P< § Xin(An) = n)]P(Negbin (;», xy()\n)> = k) —

i=1
= fulk). (3.27)
Then for0 <a < b,

Pan® < Kn(, 1) <bn®)= > P(K,=|x])

an® <x<bn%
[bn” ] by
o R A
[an*T] an

where a,, := [an®1/n* and b, := [bn® | /n*. Thus we can write

by, N
Pan® < K,(a, r) < bn®) =n®*! / dx / (L, (An)))
an A

>0
Lxn® |
X ]P’( ; Xin(An) = n)]P’(Negbin (r, W(?n)) = an“J) d)%
(3.28)
We have a, — a, b, — b, and we need to find the limits of the ¢, term and the probabilities
in (3.28).
Proposition 3.2. Holding x > 0 and A > 0 fixed, we have
(a)
Lxn® ]
lim nIP( > Xin(hn) = n) = fr.on(D; (3.29)
(b) .

lim n“P| Negbin| r, =n"] )=—————exp| ——— |;
n— 00 W (An) rrHrrd —a) 'l —oa)
(3.30)
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(c) B

Tim_ (€ ()" = exp (— x(l;a—j)oll;“”) (3.31)
Consequently,
(d)

o 1
. o [xn® | : _ o
nhm n“ (£, (An)) P(Negbm(r, (An)) = |xn J>

X ( x(A "4V 1))
=———¢exp| ——— ).

LI (l —a) r'd—o«)
(3.32)

Proof of Proposition 3.2: We keep x > 0 and A > 0 fixed throughout this proof.
(a) We begin by finding the limiting distribution of the sum

[xn® ]

nt Y Xin(m)
i=1

as n — 0o, using a classical limit theorem for sums of a triangular array. Thus, we verify
Conditions (i), (ii), and (iii) of [17, Corollary 15.16, p. 297]. It suffices to set x =1 for this.
Those conditions can be read from (3.10)—(3.12) of Proposition 3.1 as follows.
First, recalling the definition of IT; in (2.7), we note that (3.10) implies
lim n*P(n~'X1,(An) € dy) = IT;(dy), y>0, (3.33)
n—oo

which is Condition (i) of [17, Corollary 15.16].
For Condition (ii), we can deduce from (3.11) and using the definition of IT, in (2.7) that

lim n*E

n—oQ

X1n(An)
( L l{xln@mhﬂ}): / Y (dy) = b — f yILdy),  (3.34)
O<y<h h<y<l

where b = f0<y< 1 YIT,.(dy). The right-hand side of (3.34) is in the form required by Condition
(i) of [17].
For Condition (iii) of [17, Corollary 15.16] we require

n—o0

: X3, (un)
lim n"lE< “;2 l{xl,,un)<;m}>:a+ /O ) Y T(dy) (3.35)
<y=

for a finite constant a and all 4 > 0. That this holds, in fact with a =0, can be deduced
from (3.12).
With these three conditions satisfied, [17, Corollary 15.16] then gives that the normed sum

[n%]
n! Z Xin(An)
i=1
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converges in distribution to the infinitely divisible distribution id(a, b, I1,), in Kallenberg’s
notation. This distribution has characteristic exponent (see [17, Corollary 15.8, p. 291])
given by

10b — %920 + / (ei(-)y —1- i9y1{0<y<1)n)\(dy)
R\{0}

—if (b— / ym(dy)> + / (¢ — 1) I,.(dy) (3.36)
O<y<l1 R\{0}

(since a=0). Here b= f0<y<1 yI1,(dy), so the first term on the right-hand side of (3.36)

equals 0. The limit distribution thus has characteristic exponent fR\ 0) (% — 1), (dy), and
hence is the distribution of Y7(X) having Laplace transform (2.6) for 7 = 1.
Continuing with the proof of Part (a), we have that the characteristic function of the normed

o
sum n~! Z}LJ Xin(An) also converges, so we can write

. |n%]
o 0 .
lim ¢ 1@/n) = lim Eexp (1— > Xin(,\n)> =R N®, (3.37)
n—oo n—oo n Pt

For (3.29) we need a local version of this convergence, given as Lemma 3.1.

Lemma 3.1. For each x > 0 and X > 0, (3.29) holds.

We defer the proof of Lemma 3.1 to Appendix A. Assuming it, we have completed the proof
of Part (a) of Proposition 3.2.
(b) For (3.30) write

o [xn® |
P(Negbin(r, ! > - an"‘]) _Lot b)) 1 <1 - ) (3.38)
W (An) L) xn®]! W(in) W (An)

and use Stirling’s approximation to get

F(r+ anaJ)rv(xna)r_l
| xn® |!

asn — Q.

Also, recalling (2.2),
An
U =n"%( 1+ a(in)® / 71— ez
0

o0
—>om“/ 77N 1 —eHdz=AT(1 —a), asn— oo. (3.39)
0

. 1 o
P(Negbm <r, W(An)) = |an J)

N (xna)r—l 1 . 1 [xn® ]
T(r) (m*AeT(l —a)) < B W(An))

So from (3.38)

nfaxrfl)\far YA
~——————exp|l——),
rNHrrda—ow) rd—a)
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Here we used (3.39) and

1 [xn® ] X [xn® ]
1— =Ilm({]l—-—————
17— 00 W (in) n—00 (xn®)n=%W(An)

lim
. xXATY
=exp|————).
PUTTa— o

Thus we have proved (3.30).
(c) From (3.6) we can write

OM >t @/ ez
£y(An) = —
i a=1(1 — e~2)dz

VY (@D ez

=1 An
S (1 — o)z

(3.40)

The numerator here is

L2 (nzy A
n ¢ / E ,—‘e_"zz_"‘_ldz =nY / P(Poiss(nz) > n)z * " 'dz. (3.41)
0 . J: 0
Jj=n+1

When 0 < A < 1, the right-hand side is, by Chebyshev’s inequality,
A
n ¢ / P(Poiss(nz) — nz > n(1 — 2))z %" 'dz
0
1 (I’lZ)Ziail
<n“ / ———dz=0(n"%), asn — o0,
0

(n(1 — 2))?
so the right-hand side of (3.41) is asymptotic to

s : —a
_ Poiss(nz 1y _ _ 1—A
n “1{x>1}/ P<#>_>Z “ldg~ e ———
1

nzg Z

Since the denominator in (3.40) tends to I'(1 — o)/, we have

x(1 = 2"1ps1 )an !

) _ (1 —
(En()\,n)) = (1 xnaF(l — o[)(l n 0(1))

and the right-hand side here tends to the right-hand side of (3.31).
Finally, to prove (3.32) simply multiply (3.30) and (3.31) together. U

Now to continue with the proof of Theorem 2.1, return to (3.28) and, formally, take the
limits in (3.29) and (3.32) through the integral in (3.28) to get the expression on the right-hand
side of (2.8).

Justifying this interchange directly by dominated convergence seems difficult, so we take
an indirect approach. The idea is to show that the right-hand side of (2.8) is in fact a proba-
bility density function, i.e., integrates to 1. This will complete the proof of the theorem by the
following argument.

https://doi.org/10.1017/apr.2020.61 Published online by Cambridge University Press


https://doi.org/10.1017/apr.2020.61

Generalised Dickman distribution and a negative binomial process model 383

Take a=0and b =y > 01in (3.27), and write, for y > 0,

P(%a’r) §y> :/y]P(K”(‘Z’ n edx) :/y Fulx, M)dx,
n 0 n x=0 JA>0

where f,,(x, A) is the integrand in (2.8). Then by Fatou’s lemma

n— o0 n— o0

Ky (o, . Y
liminfP{ X" <3\ lim inf / Fax, A)dx dA
n* x=0 JA>0

y y
> / / lim 1nff,,(x Adxdi = / / lim f,(x, A)dxdA,
x=0 Ja>0 "X x=0 Ja>0 ">

where the limit lim,_, « f,(x, A) exists as the product of the limits (3.29) and (3.32) in
Proposition 3.2. Similarly

. . Kn(aa r) . . o
lim inf P T VY= lim inf Ju(x, A)dx da
n

n— 00 n=>00 Jiy Jis0

00 00
2/ / lim mffn(x Adxdir = / / lim f,(x, A)dx dA.
x=y Ja>0 " x=y JA>0 "7 ®

Suppose we know

/ - f lim f,(x, A)dxdi = 1. (3.42)
x=0 JA

>0 n— o0

Ky(a, o Ky (a,
lim sup]P’(M §y> =1- hmmf]P’(M >y>
n— 00 n« n—o00 n«

00
—1 — liminf / fu(x, Mdx di
A>0

Then

n— oo

00
<1- / / lim f(x, A)dx di
x=y JA>0 "

y
=/ / lim f,(x, A)dx dA,
x=0 Jax>0 "7

and from these we deduce

lim IP(K n@ ) _ ) / / lim fy(x, A)dx di.
n—00 o 00

Since lim,— « fu(x, A) is the integrand in (2.8), this completes the proof of (2.8) subject to
proving (3.42). This is done in the next two sections.

4. The negative binomial point process and its sum

We need some concepts concerning a negative binomial point process which are set out in
[14]. We refer to that paper for further background and details. The dependence of the various
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quantities on the parameters « and r is not always made explicit in that paper. Here we need to
make it explicit for clarity.

Let B™) be a negative binomial point process with measure ax’“’ldxl{oqfl}, for r > 0,
a € (0, 1), in the sense of Gregoire [9], and define (“")T to be the sum of the points in B". The
variable (“)T has a density

Sar®=P(“"Tedt)/dt, >0, (4.1)

and a Laplace transform

—r

00 1
E(eirx(a’r)T) = / eirtga,r(t)dt: <] +o / (1 — erx)xaldx> ’ (42)
O 0

for r > 0, r € N. This implies the convolution formula

@npyeopBertsop g0 (4.3)

(independent copies on the left-hand side). Let G, () = fot 8a.r(y)dy, t >0, be the cumula-

tive distribution function of @ 7T. The next lemma connects these ideas with the result of
Theorem 2.1.

Lemma 4.1. The integral on the right-hand side of (2.8), taken with y = oo, equals

1
I+ —ga,r(1) = Ga r(D). (4.4)
ar

Proof of Lemma 4.1: Split the A-integral on the right-hand side of (2.8) into two compo-
nents: one component over A € (0, 1] and the other over A > 1. For the integral over A € (1, 00)
we compute (with y = oo in (2.8))

1 * o r—1 o X —ar—1
r(r)Ff(l—a)/x:o/ 7t SreDexp ( r(l—oo)k ahdx

! * r—1
= T (1 —a) 1 N
arl(AI"(1 — «) x:Ox Sfr.on(1) exp (

By (2.6) and (2.7), each Y,(X) has characteristic function

X
oW a)) dx (4.5)

) AL
Eel?Y®) = exp (ﬁ fo (e — 1)ay—“—1dy)), 0 eR. (4.6)

Taking A > 1 in (4.6), the right-hand side of (4.5) is, by Fourier inversion,

1 © ( X )
_ X lexp| ——
T (1 —a) oo T'(l—a)

L [ X Yo a1
X — e exp| —— (€ =1y dy |dxde
27 Jp=—oo I'(l—a)Jo
1 /00 e 1%dp
T 2mar Jo—_ _ "
> <1 —fol (el — l)ay"‘ldy)
1
= —gar(D). “7)
ar
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The last line follows from setting T = —if in (4.2) and observing that we have the Fourier
inverse of g, » at 1. For the integral over A € (0, 1] we compute

e ()
—_—— e x T exp| —=———
2T (NI (1 =) Jy=0 J3=0 Jo=—cc [l —a)

A
_ 0 _ 1)ary=*dy | A~ d dxdo
X exp (F(l p /0 (e )ay ly

/1 1 /oo efi(-))\farfld)\ do
Py . r
2=0 27 Jo——oo ()L—a ) f()l (gleyA _ l)ay_“_ldy)

Lo poo e 10/4). =24 do
[ ,
=0 270 Jo=—oo <1 _ fl (eiey _ 1)ay—a—ldy)

0

1
= / A 2gq.(1/0)dA
r=0

) 1
= [ Gar)dr=1— / GarM)dr =1 — G (1). (4.8)
r=1 A=0

Adding (4.7) and (4.8) gives (4.4). O

Thus to achieve our aim of showing that the right-hand side of (2.8) defines a proper dis-
tribution, we have to show that the expression in (4.4) equals 1. We do this by developing a
connection with the theory of Dickman functions.

5. Generalised Dickman functions

The generalised Dickman function, when normalised, occurs naturally as the density of the
infinitely divisible random variable Y, having Laplace transform

!
E(e""*) =exp (— a/ (1- ery)dy/y>» t>0, a>0. -1
0

(There should be no confusion with the Y;()) defined in (2.6).) The descriptor ‘generalised’ was
added by [22]; it signifies the inclusion of the parameter a > 0 in (5.1), where a = 1 defines the
Dickman distribution as usually understood. The process (¥;);~¢ is described as the Dickman
subordinator in [3].

Properties of the Dickman function (also known as the Dickman—de Bruijn function; see
[20] for a review) and of its associated distribution have been teased out over the years since
its original formulation in [5] in a number-theoretic context. The papers [21] and [22] provide
convenient summaries, for our purposes, of these properties, and of the generalised version. In
particular, they give the formula for the density fy, (y) of Y, as fy,(y) = e~ p,(y)/ I'(a), y > 0,
where y = 0.577... is Euler’s constant,

pa()=y""1 for0<y<l, (5.2)
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and p,(y) satisfies a certain differential-delay equation for y > 1. There is also the
representation
Y.D=UYY,4+1) (5.3)

(see [22, Proposition 5.1, p. 14]) where the Uniform [0, 1] random variable U and the Y, on
the right-hand side are independent. Notably, with Fy,(y) := P(Y, <y), we see from (5.2) that

1
() ="Fy, (), (5.4)

which can be compared with (4.4).
Suppose we were to let r — 0o and o =« |, 0 in such a way that o,.r — a € (0, 00), and it
were the case that

1 1
lim —gq, (x) = —fy,(x) forx>0. (5.5)
a

r—0o0 arr

That this is plausible is indicated by inspection of (4.2) and (5.1). Then from (5.4) and (5.5)
we would have

.1 1 .
lim —gq, (1) = —fy,(1) = Fy,(1) = lim Gg, (1), (5.6)
a r—00

r—>00 {1

suggesting perhaps that the identity

1
_ga,r(l) = Goz,r(l) 5.7
ar

is true for each « € (0, 1) and » > 0, not just in the limit. This would prove that the expression
in (4.4) equals 1.

These heuristics could possibly be made to give a rigorous proof of (5.7), but we do not go
down that route; rather, we deal directly with gy -(x) and show that (5.7) holds by generalising
the Dickman relationship, in the next subsection.

5.1. The function g, , as an («,r)-generalised Dickman distribution

We proceed by giving an analogue of (5.3) for the negative binomial sums "7’ then show
that this implies (5.7).

Proposition 5.1.
(i) Foreach o €(0, 1) and r > 0 we have
@ny 2 gaz (@rthy 4 1), (5.8)

where the Uniform [0, 1] random variable U and the @™ VT on the right-hand side are
independent.

(ii) Consequently, (5.7) is true for each o € (0, 1) and r > Q.

Proof of Proposition 5.1: First we prove Part (i). Throughout this proof we write a = ar
for the combination ar, which will occur frequently. With this in mind, we begin by noting that

d 1 1/a -
— 1 ] — e Tu’"y —a—ld
du( —I—a/o ( e )y y)

1
:—tul/‘l*l/ efwl/ayyiady X !
0

10
(14 i (1= o)yetay
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for 0 < u < 1. So, integrating by parts,

1 1 1
/ Tu /ﬂ/ e*”‘I/ayy*“dyx udu
u=0 u y=0 1 _ —ful/“y —a—1 r
I+« fO (1 e )y dy

1 ! du
= — 1 7+ . o =
(1 +afy (1- effy)y*"‘*ldy> u=0 (1 +afy (1—e "y)y*afldy)
(5.9)
The first term on the right-hand side of (5.9) is —E(e’”(a’r)T) (recall (4.2)). Rearranging (5.9)

gives
1

1
fo (l +o fol (1- e—Wl/‘ZY)y—“—ldy)r

E(e—fx(a‘r)T) —

1/a 1 .
x|1- ; ks 1 /e_”‘l/yy_“dy du.
Tt fy (1—emm)y=etdy Jo

(5.10)

The second term on the right-hand side, in parentheses, equals

I+« fol (1- e_”l/ay)y_“_ldy —zul/a fol e"“l/ayy_"‘dy
1+a [y (1—em/)y—e=ldy

)

and after an integration by parts in the numerator this equals

—zyl/a
e T

I+« fol (1- e—f“”“)’)y—a_ldy
Substituting back in (5.10) gives

_ryl/a _ g l/a g (a1)
e TH XE((&‘ Tu'’*x T).

E(e—rx(“*’)T) _ /1 e—rul/“ x E(e—rul/“x(”"”T) % E(e—tul/"x(”*’)T)du
0

1
:/ E(eiT”l/a((a'rH)TJrl))du, (5.11)
0

where the last equality follows from (4.3). So, recalling that a = ar, we arrive at (5.8).
We now prove Part (ii). From (5.8) we can write, for 7 > 0,

G =P(“"T <t) =P(Uwr (“" VT + 1) <)

1
:/ ]P’((a’rH)T <~V — 1)du
0

1
:/ Go,r1 (tu™"% — 1)du
0

o
=at" / Geri1(W)(1 +v) 14y, (5.12)
t
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Now since Gy r4+1(v) =0 for v < 0, we have for 0 <7 <1

o0 o0
f G149 0y = /0 Gt (1 + 1)~y = gy
t_

It follows that G, (f) = at“cq r+1 for 0 < ¢ < 1; hence

8o (1) =Glo p(t) = a*Co,rp 11" = at™' Gu (1), (5.13)
for 0 <t < 1. So, recalling that a = ar, we have proved (5.7). U
With (5.7), we have completed the proof of Theorem 2.1. O

Remark 5.1. In (5.8), letting r — 0o and « | 0 so that ro — a € (0, 00), we recover (5.3),
and taking the same limit in (4.2) we recover (5.1). In this sense the negative binomial sums
@nNT can be thought of as a two-parameter generalisation of the Dickman random variable
Y,. (This is distinct from a two-parameter generalisation of the Dickman function due to
[11], and from the two-parameter generalisation of the Poisson—Dirichlet distribution in [24].
Another generalisation having application in polymer modelling occurs in [3] as a multivariate
Dickman—Gaussian combination.)
Differentiating (5.12) we obtain, for # > 1, the density in the form

18, r(1) = ar(Ga,r(t) — Gy r+1(1 — 1))7 (5.14)

and differentiating this further gives

tg/a,r(t)+(1 _ar)ga,r+l([)+arga,r+1(t_ ])201 t>1. (5]5)

This can be compared with the corresponding differential-delay equation for the Dickman
function (see [22, Equation (5.10)]). See Section 6 of [22] for further interesting discussion.

6. Properties of the limiting distribution

Let K =K(«, r) be the limiting random variable of n~*K,(«, r) as n — 0o, whose dis-
tribution is given by the right-hand side of (2.8), and let fy,;)(y), y > 0, be the density of
the subordinator (Y;(1));~o whose Laplace transform is in (2.6). In this section we derive
some properties of this distribution, first getting it in a form more amenable to numerical
computation, then, in Subsection 6.2, deriving formulae for the moments of the distribution.

6.1. The limiting distribution as a gamma mixture and subordinated truncated
stable process

As before, consider the A-integral on the right-hand side of (2.8) in two components: one
over A € (0, 1] and the other over A > 1. From (2.6), when0 <A <1, x> 0,60 e R,

A
E(ei(‘)yx()\)) = exp (X/ (eiGy _ l)ay*afldy/r(] _ Ol))
0

0

1
=exp <xk_“ / (eim‘y — l)ay_“_ldy/ NG Ot))

=E( e D), (6.1)
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so by the inversion formula for absolutely continuous distributions [26, p. 9],

1 [ ., .
fraonh)=— / eTOE () do

—00
1 00
T
1

> —ig/)»E( IGY)L a(l))d9
~ 27

e‘iGIE(ei“Yxr“ (1))d9

=17 fora(l)(/\_l)- (6.2)

Substituting in (2.8) and changing variable from x/ I'(1 — «) to x, we obtain

| [y/Ta—) 1 »
e / . X! / . fy 7 He ™ AT 2 dady, (6.3)
xX= A= ’

where now (?t) o= (Y,r(l_o,)(l)) =0 is a subordinator with Laplace transform

- 1
E(e_ryt) =exp ( — l‘/ (1 — e_Ty)Oly_a_ldy>a t>0,1=0, 6.4)
0

not depending on A. To avoid carrying the factor I'(1 — «) along, we replace y/ I'(1 — @) by y in
(6.3), so that we are now dealing with the cumulative distribution function of K(«, r)I'(1 — «).
After a change of variable from xA™% to x, the expression in (6.3), with this replacement,
equals

e 1 1 2
X (W De AT da dx
r(r)fk o/x .

/ol 1 ' 205 de o
e " he ™ A 72d dx, )
I‘(r) /x o/;\ 0 /—y/;x e ©>

after an interchange of integration order. Let I, be a Gamma(r) random variable with density
xr—l e

NI

Changing variable from 1 ~! to A, we can write the right-hand side of (6.5) as

[/ /_ /—y/x (x/y)l/a]f? (Mfr, (x)da dx

- / (=0 s+ / (1 = Fy (/") (0, (6.6)

X=y

x> 0.

Jr.(0) =

where Fy_is the cumulative distribution function of Y,. This is for the component over
O0<a<l.
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For the integral over A € (1, 00) in (2.8) (with y replaced by y/ I'(1 — «)), we compute

L \/y /OO xr_lfy_(l)e_x)»_ar_ldkdx
L(r) Jx=0 Jr=1 !

y 1 [
/ xri lf?x(l)eixw = o / fix(l)frr(x)dx (67)
=0 ar Jx=0

- arl(r)

Adding (6.6) and (6.7) gives an expression for the cumulative distribution function of
K(o, NI'(1 — @) as a kind of gamma mixture:

P(K(@, IT(1 — ) < y) = / '

x=0

1
(1 — Fy.(1)+ —fg{(l))fr,(x)dx
ar

+/ (1-Fy (y)l/“)fr,(x)dx (6.8)

X=y

This can also be written in terms of the subordinated variable ?r,, where now (17:)1>0 and
', are taken to be independent. The standardised process (?,),>o has the Laplace transform in
(6.4). which is that of a truncated stable process. Notice that the effects of the parameters v and
r are well separated in (6.8), which is helpful for numerical computation purposes. Equation
(6.8) and the subordinated representation 171‘, are also useful for simulating versions of the
distribution.

Some further reductions are helpful for numerical computations. The Gil-Pelaez [8] inver-
sion formula gives for the cumulative distribution function of the subordinator (?,) the
expression

Fy()=5—— / ﬂex]E 7197,)]%9

. o 1 .. L 0 1 7otfld dg
= 5 + — sin | Ox — 16“ / a7~ 1 gin zdz |10 Jo (1-cosaz —. (6.9
T Jo 0 %

6.2. Moments of the limiting distribution

An advantage of the limiting random variable K(«, r) in (6.8) is that it has finite moments
of all orders, whereas the Mittag-Leffler distribution of order « (the analogous limiting
distribution for PDy,) has finite moments only of order less than .

Proposition 6.1.

(a) Forgq>0
E(K9(a. r)) = I'(r+ q;f:)(l - Ol)E(((ot,r+q)T)—otq)’ (6.10)

where
(b)
BTy ) = [ e
Plag) Jo  (1+a f) (1—erxo-ld) ™"

6.11)
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Proof of Proposition 6.1: (a) This is a modification of the proof of Lemma 4.1. From (2.8)
we can compute

;X
rA (1 —a)

R ATYv1
x/ / XL Gy (1) exp XAV g gy, (6.12)
x=0 J3>0 ! rd—o

E(K(a, r)) =

Then, following a similar path as in the proof of Lemma 4.1, we split the A-integral in (6.12)
into two components: one over A € (0, 1] and the other over A > 1. For the component over
A > 1, the A-integral gives 1/ar, as before. The x-integral for this component can again be
computed in terms of gamma functions. The result is

Frr+q9ri(l — o) y ()= Frr+q9ri(l — )
arl'(r) Serqll) = '(r)

X OF X Cyrtq+1 (6.13)

where (5.13) was used in the last equality.
For the component over A € (0, 1], using similar computations as in the proof of Lemma
4.1, we arrive at the expression

Fr+9ld —a) (>
L'(r)

)‘_aqga, r+q ()\)d)h

We can write this as

Fr+l'd —o)
L'(r)

F'r+ri(l —a) (! —aq
N T'(r) 0 A gy rpq(M)dA, (6.14)

IE((ot, r+q) T) —agq

in which the second component is, by (5.13),

Fr+@ri(l —a) [!
Ir'(r) 0

F'r+qli(l — ) ( 2 1
= X (ar)” X ¢, X —.
F(r) o, r+g+1 ar

AT x (@) X cq g1 X AYUTDTId),

This equals the right-hand side of (6.13), so we have cancellation in (6.14), thereby proving
(6.10).
For (6.11), we use (4.2) and the identity

]E(((“”)T)_S)zL/OO fs—lfoo e ™ go r()dx dr.
P Jeeo S 7Y

This completes the proof of Proposition 6.1. t

Tables 1 and 2 in Appendix B show the mean and variance of K(«, r) calculated from (6.10)
for some values of «, r using the R package [25]. Some graphs of the density corresponding to
(6.9) are also in Appendix B.
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6.3. Concluding comments and some related literature

(i) Zhou, Favaro and Walker in [30] consider a different generalised negative binomial
process model constructed from a gamma mixture of Poisson processes. Their emphasis
is on fitting it to an observed ‘frequency of frequencies’ sample (i.e., the observed M,,,
in our notation).

(ii) The (generalised) Dickman function occurs in the calculation and simulation of perpe-
tuities [7], and thereby with sorting routines in computer science [4], [19]. See also [1,
Chapter 4] and [2] for relationships with size-biased random variables. In a recent paper
[15] we considered size-biased sampling from the Dickman subordinator.

Appendix A. Proof of Lemma 3.1

Proof of Lemma 3.1: The inversion formula for the characteristic function of a discrete
random variable [10, p. 233] gives

Ln® ) n T . o
nP< Y XiuGm) =n> =5 / e 0)de
-7

i=1

L (" g lm?)
= e 0Pl (0 /m)do. (A.1)
—nit

Formally taking the limit under the integral and using (3.37), we can write

Lan | .
. I N
nlggonIP’< > Xln()»n)=n) =5 /_ e 0 (Ee1 ™) do

i=1

1 .
=5 e R (A.2)
—00

The last integral is absolutely convergent for each x > 0 and A > 0, which can be checked as
follows. By (4.6)

FA0Y:00| — _ X Il _ —a—1
| e |_exp —l"(l—oz) A (1 cos@y)oty dy) ].

For a given A > 0 choose |#| > 1/(A A 1)=1/AV 1. Then since 1 — cosy > y?/4 for |y| <1,
we get

- /Ml (1 —cos@ )ady > 0 /l/lel =g o6
—_ a = .
rd—a) J Ve =ara-w )y % “Ti20-0

When |6] < 1/AV 1, we have |Eei9yx(“| < 1. Hence for some ¢, > 0,

o0 o0
/ |EeYxM)]|do S/ (1{\9\§l/kvl} + ¢ Gt 1{\9\>1/Av1})d9 < 00,
—00 —00

thus establishing the absolute convergence in (A.2). It follows that the right-hand side of (A.2)
is the inverse to the characteristic function of a random variable Y,(A) with a continuous
bounded density and thus equals the right-hand side of (3.29).
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To justify the limiting procedure which produces (A.2) we need a bound on the characteris-
tic function in (A.1). For this, split the integral into three components,

I =/ , 122/ . 132/ ,
[0]<A A<|0|<en en<|0|<mn

where A >0 and 0 <& < 1/4 will be chosen large and small, respectively, later. The first
component is, by (3.37),

n=L [ Lo s,
27_[ B an

and by dominated convergence it has limit

1[4 e
. e—lQEeIQYX(K)dQ.
2 —A

This is arbitrarily close to the integral on the right-hand side of (A.2) once A is large enough,
depending on x and A.
To deal with I, we use an inequality of the form

Ct o 1 o
" = 2" log 101 37 log (1=(1-19 %) < 2" (=187, (A3)

We see that we need a lower bound for 1 — |¢ J(Q /n)|2 Let Xi ,(A) denote a symmetrised
version of Xj,()), obtained by subtracting an 1ndependent copy, and having probability mass
function pflj()»), —n <j <n. Then, for 6 #0,

1= ¢ 6 /m)P =E(1 — cos (X3, (hn)/n)

n 62
= > (1= cos (Bj/mp};(An) = —2 > Ppom
j=—n 10j/nl<1
6> , 2
= @E((Xin(?»")) Liix;, 16y <n/i6})- (A4)

To replace X}, by X1, in this we use the inequality

E((X3, ) Lixs (Gamy<ny1o1)
> 2E((X1n ()2 Lix,, oy <ny o1y ) PX 1 () < n/16])
—2B2(X1,(A)Lix,,, Gony<ny 161} ) - (A.5)

This follows from a general inequality proved as follows:

/ / (X — X')?dP > / / (X? = 2XX' + (X)»)dP
IX—X'|<a X<a,X <a

= 2B(X*1(x<a)P(X < @) — 2E* (X1 x <)),

where X and X’ are any two nonnegative i.i.d. random variables. (Here a > 0, and in the
inequality we used that 0 < X <aand 0 <X’ <a imply X — X’ <a and X — X’ > —a, so that
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|X — X'| <a.) Applying this to X3, (An) and X1,(An) with a =n/|0| we get (A.5). Referring to
(A.4) and (A.5), we need a lower bound for

2 92 [n/161]
((Xln()\n)) Lix,, G <n/101}) = Z Jpuj(An)

an Ln/|0|J 2 J
—a—l -z
e “dz
2l"(] —a) / P

)LLH/IGIJ( ),_ 1
_n“F(l—a)/ G- 2)' e "dz. (A.6)

The first inequality in (A.6) follows because the denominator of p,,;(An), by (3.13) and (3.14), is
less than I'(1 — &), and the second inequality follows just because j> > j(j — 1). The right-hand
side of (A.6) equals

af? » . n l—«
m /0 (1 — ]P’(Pmss(nz) > m — 2))z dz, (A7)

in which, by Markov’s inequality, and because || < en in I,

0
P P01ss(nz)>£—2 =< = = did .
6] n/l0]—2 " 1—2¢

Now choose A > 1/A for the given A > 0. Then since A < |#| <enin I, we have 1/]0] < A. It
follows that the integral in (A.7) is no smaller than

92 1/216] 0
7 / 1— did. 77z
'l —a) Jo 1—2¢

_ 14 alo| Ci(e, )]0
X =: .
T 2(1=2¢)  2—a)22 (1 — &) no
Returning to (A.5), we also need a lower bound for the probability term. By (3.13) and
(3.14),
An Ln/|0u J
—a—1_—z
PG < /10D = 7o [ Y eelea:
j=1
Ln/\9H
_ / ( O ety
no‘F(l —a)

01SS . .

Again since A > 1/A and A < || <en in I, we have 1/|0| < A, so the last expression is no

smaller than
1/216] n ol
1 <Poi <—|z7% 'dz A9
nar(l—a)f < < Poiss(nz) < |8|>Z z (A.9)
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The probability in the integrand is, by Markov’s inequality,

0l _ e, L
- L

1— ]P’(Poiss(nz) > |Z—|> — ]P’(Poiss(nz) = 0) >1-—
So we obtain

JP(X (xn)<i>> - CIONT _ ! g @en (A.10)
tn 10 ) = 10n°T(1 —a) _ 10T(1 — @) ne | '

Since |0| < en, the term in brackets is no smaller than (1 — (2¢)*) > 0 for a small enough
choice of ¢. So for the first term on the right-hand side of (A.5) we have the lower bound

Ca(e, )01
ZE((Xln()»n))zl{xm(,\n)<n/|9|})P(Xln(kn) <n/|0]) > — = (A.11)
where Ca (g, o) := 2C1(1 — (2e)¥)/10T"(1 — ).
For the E? term on the right-hand side of (A.5), use the formula
[n/161] ZLH/IGIJ iFi(O0
. =1 JEj(n)
EX1n(An)Lix,, imy<n/i61))) = Z pni ) = S (A.12)
J=1 -
(cf. (3.16)), and for the denominator, use the lower bound
n wm N Zj
Z FJ()\n) =« Z ,—'Z_a_le_zdz
= 0 =T
1/e 1 j
za/ %z_“_le_zdz
0o I
1/e
-« / 77711 — e79)dz (as n — 00)
0
> 101 —a) (A.13)

(for & small enough). Thus the lower bound 27:1 Fi(An) > T'(1 — a)/2 holds for A > 1/10],
|0| < en, n greater than or equal to some no(e, @), and ¢ less than or equal to some gp(«) > 0.
To deal with the numerator in the E? term, write, as in (3.17),

Ln/101) an ln/101 iy
1 1 7
n” Z ij()‘”)ZOl”la7 / .—I'Ziaeide
=1 0 o (=D
5 /1ol i1
:a/ Z (’?Z)] 'z_“e_"zdz
(N (G—D!
A
< / P(Poiss(nz) <n/|0])z*dz. (A.14)
0

This time we keep |6| > 2/ and upper-bound the right-hand side of (A.14) by

2/16| A
o (/ +/ ) IP’(Poiss(nZ) < ’1/|9|)Z_otdZ
0 2/16|

2/161 Py
< oz/ z_“dz+/ P(Poiss(nz) <n/|0])z*dz.
0 2/16|
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Here the first integral equals
C3()|01%7",  where Cs3():= a2'7%/(1 — ).

The second integral can be bounded using Chebyshev’s inequality as

A
o / P(Poiss(nz) —nz < —n/(z—1/10))z"“dz
2/16|

A nzlfot
50‘/ P Tl
2/10) 1= (2 —1/10])

o1« oo -«
_alol [ Y _dy < eCa(@)l]*" < Ca@)l]*!
n 2 =1

using |0 <en,n>10|/e,and ¢ < 1 in the last inequality. Combining this with the first integral,
we now have a bound for the left-hand side of (A.14) of the form Cs(x)|0|* !, where Cs(x) =
C3(a) + Cy4(av). This leads to the bound

- 467 - =12
nz]E (X1 (x, ) <n/i6])) < 2T o) (Cs()n'~*101*71)
Co(@) £%Ce(a)
= 0P = — o)

for the E? term on the right-hand side of (A.5). This is smaller than the first term on the right-
hand side of (A.5), which is bounded below in (A.11), giving a lower bound for the left-hand
side of (A.4) as Cy(g, a)|0]|*/n*, where C7(e, ) =2(Ca(¢, @) — eCg(e, ). Going back to
(A.4), we now have a lower bound for

1=l @ /ml?
of the form C7(¢e, «)|0|%/n*. Then from (A.3),

o 1 o
(0 /)" < e 27N (A.15)

is integrable on (0, co) and provides the required upper bound for /5.

Finally, to deal with I3, we use the fact that X, (An) is a lattice variable with span 1 (it takes
values j=1, 2, ..., n with probabilities p,;(1) > 0, Z;’:l Pnj(A) = 1.) Thus by Corollary 2 to
Theorem 5 in Section 14 of [10], for all ¢ > 0 there is a ¢ = c(e, 1) such that for € < |[f] <
2 — & we have |¢;,(0)| < e~ €. Thus

|20/ < ™

for en < |0| < nm, and so

1 o o
] < — [ 162" (0 /n)|d6 < ne™" -0 asn— oco.
2w en<|0|<nmw

This completes the proof of Lemma 3.1. U
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TABLE 1. Expected value of K(«, r).

a=0.3 a=0.5 a=0.7 a=0.9

r=0.5 1.62 1.56 1.42 1.19
r=1 2.10 1.94 1.66 1.28
= 2.99 2.58 2.01 1.39
r=4 4.58 3.57 2.48 1.50
r=28 7.27 5.02 3.07 1.61
r=16 11.73 7.09 3.79 1.73
Q7
o
0 _|
o ©
S 0=03 S o=0.5
v _| <~
- 3
o |
T N
o | o
o
o S
e T T T T T e T T T T
0 2 4 6 8 10 0 5 10 15 20
0 _| <
° o=0.7 °
pa o a=0.9
@ _|
o N
o~ o
o
o | o |
e 5 T T T T T e T T T T
0 5 10 15 20 25 20 40 60 80

FIGURE 1: Densities of the subordinator )~’, for values of « = 0.3, 0.5, 0.7, 0.9 and values of 7 being (left
to right) 1 (blue), 2 (red), 5 (green), and 7 (black). The horizontal axis shows values of x; the vertical axis
shows values of f7, (x). Y, tends to 0 in probability as ¢ |, 0, for large #, and tends to normality with mean
and variance proportional to ¢ as t — oo.

Appendix B. Mean and variance of K(«, r), and density of i

Tables 1 and 2 show the mean and variance of K(c«, r) for various values of o and r
calculated from (6.10) using the R package [25].

The tables show that the expected value of K(«, r) increases with r for each o € (0, 1),
while the variance of K(«, r) increases with r for ¢ < 1/2 but, curiously, decreases with r for
a > 1/2, eventually tending to 0 as o 1 1 or r — co.

Figure 1 shows plots of the density of the subordinator Y, having Laplace transform (6.4)
for various values of « and #. The functions were calculated in the package R by evaluating the
cumulative distribution function in (6.9), then using R’s numerical differentiation routine.
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TABLE 2. Variance of K(«, r).

a=0.3 a=0.5 a=0.7 a=0.9

r=0.5 1.35 0.85 0.37 0.06

r=1 1.65 0.92 0.34 0.04

r=>2 2.13 0.98 0.28 0.02

r=4 2.80 1.02 0.22 0.01

r=2_8 3.70 1.03 0.16 0.01

=16 4.89 1.04 0.12 0.00
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