
P1. In memory of John Szentágothai

The present Précis and BBS multiple book review are ded-
icated, with respect and affection, to the memory of János
(John) Szentágothai. The Précis is based on the book
Neural organization: Structure, function, and dynamics
(Arbib, Érdi, & Szentágothai, 1997; we refer to the book as
Organization in what follows).

The idea of writing Organization arose when the three

authors took part in the first week of a school organized by
Francesco Ventriglia on “Neural modeling and neural net-
works,” which was held on the Isle of Capri in October of
1992, a week that included the celebration of John Szen-
tágothai’s 80th birthday. Szentágothai and Arbib had pre-
viously coauthored Conceptual models of neural organi-
zation (1975) and Szentágothai and Érdi (1989) had
written papers together on the self-organization of the
nervous system. These collaborations provided the basis
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for the new book. A lengthy draft had been completed at
the time of John Szentágothai’s death in September of
1994. In fact, John was working on the book that very
morning. We thus start with a few words of appreciation
for John’s career.

John Szentágothai (1912–1994) is known for his many pi-
oneering contributions to neuroanatomy. His scientific ca-
reer begain in the mid-1930s, when he helped verify the
neuron doctrine against the reticular theory. (His early pa-
pers appeared under his original family name of Schimert.)
In the late 1930s and early 1940s he elaborated his sec-
ondary generation method as a technique for detecting
pathways between brain regions. Szentágothai served in the
Chair of Anatomy at Pécs University Medical School in
Hungary from 1946 to 1963. Combining anatomical and
physiological methods, he made pioneering studies on the
vestibulo-ocular reflex arc, then worked on the functional
anatomy of the spinal cord, brainstem, and cerebellum. He
was also involved in neuroembryological and neuroen-
docrinological research. In 1963, Szentágothai moved to
the First Department of Anatomy of the Semmelweis Uni-
versity Medical School, Budapest, where he worked until
the penultimate day of his life.

Szentágothai’s anatomical discoveries in the cerebellum,
together with the physiological findings of John Eccles and
Masao Ito, led to a fruitful cooperation and an epoch-mak-
ing monograph, The cerebellum as a neuronal machine (Ec-
cles et al. 1967). From the late 1960s his research concen-
trated on the functional organization of the cerebral cortex.
He formulated (and refined in the light of new data) the
modular architectonic principle of the cerebral cortex as
the anatomical basis for physiologically defined cortical
modules. He searched for “the essence of the neural” and
hoped to find it in the self-organization of spontaneous
(random) activity into biologically significant spatiotempo-
ral activity. A characteristic autobiography entitled “Too
‘much’ and too ‘soon’ ” was written for a Festschrift dedi-
cated to him on his 70th birthday (Szentágothai 1982). For
a brief summary of his activity written for his 80th birthday,
see Zaborszky et al. (1992).

Szentágothai’s final reflections on neuroscience are pre-
served in Organization, especially in Chapter 2 (save for the
last section), Chapter 7 (save for the last section), section
8.1, section 9.1, and much of section 9.2. We thank Tamas
Freund, Attila Gulyás, Miklos Réthelyi, George Székely,
and especially Jozsef Takács for their help in editing por-
tions of this material. In some sense, this material – as Szen-
tágothai’s last scientific writings – became a “sacred text”
which we could not change beyond minor editing, much
though we would have enjoyed debating some of his ideas
with John had he still been alive. As we completed the other
sections, our continuing “conversations” with John, based
on many earlier interactions, strongly influenced our work.

P2. Introduction

Organization provides a comprehensive view of neural or-
ganization in the spirit of the cooperative development of
theory and experiment. A “good” model is responsive to
available data; an “interesting” set of data will test hypothe-
ses that are theory-laden, whether the theory be formal or
not. Our task is not to provide “final models” or “a complete
unified theory of the brain.” Rather, we seek to show how

theory and experiment can supplement each other in an in-
tegrated, evolving account of structure, function, and dy-
namics. Much of modern neuroscience seems to us exces-
sively reductionist, focusing on the study of ever smaller
microsystems without appreciating their contribution to
the behaving organism. We do not reject the data gained in
this way, but are concerned to restore some equilibrium 
between systems neuroscience, cellular neuroscience, and
molecular neuroscience.

For example, one of Organization’s recurrent themes is
an attempt to bridge different levels of organization by link-
ing the learning rules that structure a variety of brain re-
gions both to the functional roles of those regions and to the
emerging understanding of the neurochemistry of synaptic
plasticity and its variation from region to region. This is but
one of many ways in which we show how theory and exper-
iment can be intricately intertwined in a continuing cycle of
analysis and synthesis. We now turn to a brief characteriza-
tion of the three approaches – structural, functional, and
dynamical – which inform our account of neural organiza-
tion. The obvious identification of authors is Szentágothai
} structure, Arbib } function, and Érdi } dynamics, but
this is only a first approximation, for a functional model may
involve more or less dynamics, and vice versa, and the
anatomical data necessary to ground a model may be more
or less those which attracted Szentágothai’s attention.

P2.1. Structural approach

Studies of brain function and dynamics build on, and con-
tribute to, an understanding of many brain regions and of
the neural circuits which constitute them. Organization
thus reviews anatomical data that integrate the overall spa-
tial relations between a variety of brain regions with a se-
lection of critical details of neural morphology and synaptic
connectivity. This analysis of neural structure is guided by
a developmental view that approaches the complexity of the
adult nervous system through an understanding of the way
in which that complexity emerges during embryogenesis,
thus linking the structural approach to dynamical models of
self-organization. The developing nervous system can gen-
erate movement before it becomes responsive to sensory
stimuli, consonant with the emphasis on action-oriented
perception in our functional studies, analyzing the ways in
which sensory systems are specialized to serve a variety of
behaviors. As a basis for our functional and dynamical
analysis of a variety of systems, later chapters progress
through regions of the brain which, singly or in combina-
tion, underlie these systems: the segmented part of the neu-
raxis (discussed as a case study in the Structural Overview
of Ch. 2), the olfactory system, the hippocampus, the thal-
amus, the cerebral cortex, the cerebellum, and, finally, the
basal ganglia.

P2.2. Functional approach

Organization first approaches complex functions such as
the control of eye movements, reaching and grasping, the
use of a cognitive map for navigation, and the roles of vision
in these behaviors, by the use of schemas in the sense of
units that provide a functional decomposition of the overall
skill or behavior. A schema account becomes a brain model
when we offer hypotheses as to how each schema is imple-
mented through the interaction of specific brain regions. A
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brain-based schema model may be tested by analysis of the
behavior of animals with localized lesions or reversible in-
activation of specific brain regions or by human brain imag-
ing. Such a model provides the basis for modeling the over-
all function by neural networks that plausibly implement
(usually in a distributed fashion) the schemas in the brain.
Further analysis may then proceed bottom up (as the neural
data drive further research) as well as top down (as we re-
fine our schema-theoretic formulations).

The models in Organization use neural networks in the
sense of computational neuroscience in which the structure
of the network and the function of the neuron are con-
strained, at some appropriate level of detail, by the data of
neuroanatomy and neurophysiology. This is in contrast to
neural networks in the sense of connectionism in which the
structure of the network is generic (e.g., a multilayered
feedforward network, or a fully connected network) and the
connections are determined by some “learning rule” that
may be nonbiological, as in the case of backpropagation,
rather than constrained by anatomical data.

P2.3. Dynamical approach

Dynamic system theory offers a conceptual and mathemat-
ical framework to analyze spatiotemporal neural phenom-
ena occurring at different levels of organization, such as os-
cillatory and chaotic activity both in single neurons and in
(often synchronized) neural networks, the self-organizing
development and plasticity of ordered neural structures,
and learning and memory phenomena associated with
synaptic modification. We discuss a variety of rhythms (and
arhythmia) found in the olfactory bulb and olfactory cortex,
in the hippocampus, and in the thalamocortical system. In
most cases we relate these rhythms to memory functions.
We also study learning rules in both developmental pro-
cesses (self-organization) and in the acquisition of a variety
of behaviors. In this way, Organization grounds our func-
tional analysis of neural organization in a dynamic systems
analysis of the neural networks that implement the basic
schemas.

P3. An outline of the book and this Précis

Part I of Organization, “Overviews,” opens with a chapter,
The many themes of neural organization, which expands on
the above discussion of structure, dynamics, and function
to introduce a variety of themes that weave in and out of
subsequent chapters, binding the book into a moderately
coherent whole. We then devote three chapters to detailed
overviews of our three methods for understanding neural
organization: a structural overview, a functional overview,
and a dynamical overview.

Part II, “Interacting systems of the brain,” uses a struc-
tural organization to order our integrated approach to struc-
ture, function, and dynamics. Almost all of Chapters 5
through 10 begin with a structural analysis of a specific brain
region as the prelude to our account of the dynamics of the
neural circuits and of the function of the region. Learning,
memory, and plasticity are discussed in this functional and
dynamic context. Chapter 5 looks at the role of rhythm gen-
eration and chaotic patterns in both olfactory bulb and ol-
factory cortex. Chapter 6 analyzes rhythm generation in,
and memory functions of the hippocampus, as well as pro-
viding an extensive account of cognitive maps in the rat and

declarative memory in humans. Chapter 7 offers a primar-
ily structural account of the thalamus which emphasizes
that, far from being simply a set of relay structures, it binds
the cerebral cortex in a variety of subtle loops to sensory sys-
tems, cerebellum, and the basal ganglia. Chapter 8 first
studies the modular structure and self-organization of visual
cortex, then the role of different thalamocortical oscillatory
rhythms in the transition between sleeping and waking; and
it models the interaction of multiple cortical regions in vi-
sion, saccade control, and cortically guided reaching and
grasping. Later chapters then extend our understanding of
the cerebral cortex by showing how its function can be fully
understood only through analysis of its “cooperative com-
putation” with the cerebellum and basal ganglia. Chapter 9
analyzes the role of the cerebellum in both motor control
and classical conditioning. Finally, Chapter 10 provides an
account of the role of the basal ganglia in motor coordina-
tion and learning which contrasts their role with that of
cerebellum and emphasizes the important role of the
dopamine system in its functioning.

In this way, Organization provides a structural analysis of
many important brain regions integrated with models of a
number of the functions these regions serve, both singly and
in concert, and of the dynamics of their neural networks. We
study a variety of systems involved in sensory analysis (espe-
cially for olfaction and vision), rhythm generation, sensory-
motor integration (with special attention to visual guidance
of eye, arm, and hand movements), and for learning and
memory, as well as offering an account of the self-organiza-
tion of several components of the nervous system.

Part II concludes with Chapter 11, Prospects for a 
neuroscience of cognition, which both summarizes the
progress exhibited in the preceding chapters and points the
way for the broader use of our methodology in the future
development of a cognitive neuroscience. Section 11.2,
Multiple levels, multiple methodologies, and the need for
their integration, analyzes the themes of this book from a
more philosophical, methodological perspective. We start
with a discussion of the implications of a nonmonolithic ap-
proach to the brain involving multiple views and multiple
theories. We then examine general issues of brain theory,
stressing the transition from the Cartesian reflex paradigm
to the self-directed, self-organizing brain, and listing a
number of principles of neural organization. The conclud-
ing section, 11.3, Implications and outlook for cognitive
neuroscience, suggests ways in which the ideas developed
in this volume may contribute to future work in cognitive
neuroscience.

In summarizing the book’s contributions, the next three
sections of this Précis will examine “threads” associated
with our three overarching themes of structure, function,
and dynamics. As the reader will see, a number of sections
of the book are cited under each of these headings, exem-
plifying our point that these three themes are not separate
areas of study, but must be interwoven to provide coherent
models that integrate and challenge a sufficiently broad
range of data. In the same way, the emphasis of Chapters 5
to 10 on one brain region at a time – Chapter 5, olfactory
bulb and olfactory cortex; Chapter 6, hippocampus; Chap-
ter 7, thalamus; Chapter 8, cerebral cortex; Chapter 9, cere-
bellum; Chapter 10, basal ganglia – should not hide our 
essential claim that to understand the brain we must un-
derstand how many such regions work together in the inte-
grated production of behavior. In any case, we now sum-
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marize the next three sections of this Précis, each providing
a different perspective from which to integrate themes de-
veloped throughout the entire volume. In each of these sec-
tions one subsection is expanded in a more detailed way to
better illustrate our methodology. (To avoid confusion in
what follows, sect. Px refers to sect. x of the Précis, whereas
sect. x simpliciter refers to sect. x of Organization.)

Section P4 (based on sect. 11.1.1) examines the follow-
ing threads for structure: (1) phylogeny and ontogeny; (2)
the architectonic basis for analysis of function and dynam-
ics of circuitry; and (3) the embedding of the region in loops
and pathways integrating it with other regions. We note that
the transition from structure to function rests crucially (but
not only) on “filling in the signs” in the structure as a basis
for the interplay of excitation and inhibition. We will discuss
thread (2) more extensively.

Section P5 (based on sect. 11.1.2) studies the threads of
behavior: (1) the place of schema theory in neuroscience;
(2) high-level constraints on system modeling in general af-
forded by the study of behavior; and then the use of (3) the
saccadic system and (4) reaching and grasping to challenge
the creation of models of function and learning at the level
of both schemas and neural networks. We will present
thread (4) in a more detailed way below.

Section P6 (based on sect. 11.1.3) reviews the threads
woven into our study of dynamics: (1) the basic dynamic
concepts of fixed points, rhythmogenesis and synchroniza-
tion, and chaos; (2) self-organization; (3) plasticity and the
modeling of learning; and, finally, dynamics considered at
the finer and finer levels of (4) compartmental modeling
and (5) neurochemistry. In section P6 we emphasize thread
(1).

After these three overview sections, section P7 (based on
Ch. 6) presents a case study, illustrating the application of
our pluralistic strategy to understanding the functional or-
ganization and performance of the hippocampus. We show
how computational models help to integrate the results of
studies at different levels of neural organization (from the
subcellular level to the systems level incorporating the hip-
pocampal formation) and of distinct subdisciplines of the
neurosciences (from micro- and macroanatomy, and intra-
cellular and EEG-level physiology through animal behav-
ioral and psychological studies).

Finally, section P8 (based on sect. 11.3) samples our
views on the prospects for a neuroscience of cognition. In
Organization, we testify to the vitality of a computational
neuroscience open to the data of empirical neuroscience by
presenting not only our own models but also those of many
other researchers. We thus particularly welcome commen-
tary that presents examples of modeling and data collection
that carry forward Organization’s program of developing a
neuroscience in which the computational and empirical
study of neural organization pay attention to all three di-
mensions of structure, function, and dynamics. While we
will read with interest commentary that touches on Szentá-
gothai’s views, we will not in general be able to reply at any
length in the Response.

P4. Structure

P4.1. Phylogeny and ontogeny

Section 2.1 introduced the idea that the embryology of a
structure may make clear crucial relationships that may be

obscured in the adult form. We used the segmented part of
the neuraxis, that is, the spinal cord and lower brainstem,
to ground discussion of the progressive loss of segmentation
in the upper brainstem, including the diencephalon. More-
over, we showed that the embryonic nervous system is able
to generate movement before it is able to respond to sen-
sory stimuli, supporting the action-oriented view of brain
function stressed in Chapter 3. Turning from ontogeny to
phylogeny, we studied the evolution of the mammalian
brain, seeing how, as the brain evolves, basic structures be-
come overlaid with more and more complex structures that
can both inhibit and coordinate what has evolved before.
This evolutionary theme was taken up from a functional
point of view in section 3.2, where we showed how brain
function can be analyzed in a process of evolutionary re-
finement of models in which basic systems serve as the sub-
strate for the designed “evolution” of more refined systems
– new schemas often arise as “modulators” of existing
schemas, rather than as new systems with independent
functional roles.

Section 7.1 studied an intermediate embryonic stage to
illuminate the relationship between the diencephalon and
the telencephalic vesicles. The two developmentally differ-
ent structures are welded together by the progressive emer-
gence of fiber tracts (white matter) formed by the axonal
processes of neurons – both ascending and descending.
These processes, as in the formation of the spinal cord and
the lower brainstem, have the tendency to gather in and to
occupy the outer surface areas of the original neural tube.
The structural overview of cerebral cortex began with a
view of its development (sect. 8.1), then section 8.2 ana-
lyzed the development of two striking examples of modular
architectonics in the primary visual cortex: ocular domi-
nance columns and orientation columns. Finally, our struc-
tural view of the cerebellum was initiated (sect. 9.1) by a re-
view of its phylogeny and ontogeny, showing how the
relative size of different parts of cerebellum may vary from
species to species, and tracing the delicate mechanisms of
cell growth, migration, and interaction which yield the
quasi-crystalline structure of the mature cerebellar cortex.

P4.2. The architectonic basis for the analysis 
of function and dynamics

Section 2.2 approached a hierarchy of levels of structural
analysis – neurons; networks; integrated system – by pre-
senting data that support Szentágothai’s modular architec-
tonic principle, namely that neuronal connectivity in a typ-
ical neural center is sufficiently specific to permit disas-
sembly of the whole network into neuronal modules of
characteristic internal connectivity; and the larger structure
can be reconstituted by repetition of these modules.

Szentágothai analyzed the spinal gray matter and the
lower brainstem in these terms, and then showed that the
upper diencephalic and telencephalic parts of the brain-
stem do not retain the quasi-segmental arrangement of the
lower neuraxis but that elements of the basic architectural
principle of the neuraxis are preserved. Turning from mod-
ular structure, we noted the importance in many struc-
tures of local circuit neurons, and of the complex synaptic
arrangements called glomeruli with their synaptic triads in,
for example, the cerebellar cortex, the olfactory bulb, and
some of the anterior thalamic nuclei.

Szentágothai applied the modular architectonics princi-
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ple to the cerebral cortex, linking observations of anatomi-
cal regularities to the observations of Mountcastle (1957)
on physiological “columns” in somatosensory cortex and of
Hubel and Wiesel (1959) on visual cortex. However, we
(Arbib & Érdi) coined the term “multiple models of mod-
ularity” (sect. 2.3) to stress that the search for a hierarchy of
levels of analysis of neurons, networks, and integrated sys-
tems is not confined to the “column-like” structures of cere-
bral sensory cortex. Other important anatomical regulari-
ties discussed in Organization are the quasi-crystalline
structure of the cerebellar cortex and the basic lamellar
structure of the hippocampus.

Section 5.1 reviewed the layers, cell types, and synaptic
organization of the olfactory bulb and then continued the
story into the olfactory cortex, stressing how its laminar
structure relates to the afferent fibers from the olfactory
bulb, reexcitatory connections that may be the anatomical
substrate for olfactory associative memory, commissural
fiber systems connecting the two halves of the cortex, and
neurochemically varied centrifugal inputs from different
brain areas. Section 6.1 then provided a structural view of
the hippocampus, treating in turn the intrinsic organization
– cells and circuits – of the hippocampus, the hippocampal
afferents and efferents, both cortical and subcortical, and
basic quantitative data on cell numbers and on the conver-
gence and divergence of connections. Special attention was
paid to the “synaptic matrices” revealed in lamellae orthog-
onal to the long axis of the hippocampus – thus establish-
ing a “basic circuit” for the analysis of hippocampal func-
tion.

Section 7.1 advanced the theme of modular architecton-
ics by noting that frontally oriented successive discs of the
cortex from front to aft have a mutual, although more
clearly thalamocortical, relationship with close to sagittal
discs of the thalamus.

Section 8.1 analyzed the synaptic connectivity of cortical
neurons, noting the interplay of excitation and inhibition,
and the role of neuron chains in cortical function and then
returned to the modular architectonics principle with Szen-
tágothai arguing for the modular structural organization of
the cortex, but questioning the functional role of such units.
Section 8.2 offered two striking examples of modular ar-
chitectonics seen in the primary visual cortex: ocular dom-
inance columns and orientation columns.

With this, we turn to a more detailed review of Szentá-
gothai’s contributions to Organization, mostly those where
he explained his views in historical context, and then we will
make some remarks on them in the light of recent results.
Since we obviously do not have the competence in neu-
roanatomy that Szentágothai had, we note once again that
although we welcome commentary on this material, we will
not in general be able to respond at any length.

We start with the concept of neuron chains of the cortex.
The principal question to be considered here concerns the
main neuron chain for routing afferent impulse patterns
through the particular piece (or region) of cortex under
study. Even without exact knowledge of the details of
synaptic connectivity, the early diagrams of Ramón y Cajal
did convey the essence of the main neuron chains involved.
The next crucial step was Lorente de Nó’s magnificent ab-
straction in his chapter on the cortex written for the 1938
edition of J. F. Fulton’s Physiology of the central nervous
system. Although the abstraction went a bit too far in sub-
stituting a single bouton for the entire interneuronal con-

nection, two very basic facts were recognized, but only one
of them correctly interpreted. One fact recognized by
Lorente de Nó was the essentially vertical (up and down)
orientation of the neuron chains. The neuronal chains of
the cortex are indeed preferentially vertically oriented.
Even if some connections for intermediate (1–10 mm) dis-
tances are tangential, the final synaptically active parts of
the axons are vertically oriented. The other fundamental
principle of coupling was called reciprocity and multiplic-
ity of synaptic connections. Although the observation was
essentially correct, even if perhaps a bit exaggerated, both
Ramón y Cajal and Lorente de Nó had a curious “blind
spot” in their field of scientific vision. This is all the more
astonishing, because nervous inhibition was postulated al-
ready by René Descartes, and was experimentally first ob-
served by the Russian physiologist Sechenov (1863), and
thoroughly elaborated upon in the works of C. S. Sherring-
ton (1906). However the word inhibition does not occur ac-
cording to our knowledge in any of the works of Ramón y
Cajal and was explained by Lorente de Nó (1938) as ef-
fected by some kind of Wedensky effect (an outdated con-
cept – ingenious, but basically wrong).

The revival of Golgi studies, especially in the USA by sci-
entists like M. A. Arbib and A. E. Scheibel, C. Fox, the
Lunds, and many others) – the Russian neurohistologists
(Poljakov, Skolnik-Jaross, Leontovitch) had kept Golgi
studies continuously on very high standards – was a prelude
to efforts trying to understand neuron chains by a combi-
nation of Golgi stains, experimental axon and synapse de-
generation, and chronically isolated but vascularized neural
tissue block techniques, introduced by Szentágothai. How-
ever, this was only a transitory stage toward the more so-
phisticated approach introduced in the late 1970s and early
1980s by Peter Somogyi (1977; Somogyi et al. 1979; 1981).
Given Szentágothai’s attention to the work of Somogyi, we
briefly turn here to Somogyi et al.’s (1998) discussion of
“salient features of synaptic organization in the central cor-
tex.” Here the attempt is made to define basic cortical cir-
cuits on the basis of quantitative studies of the synaptic con-
nectivity of identified cortical neurons and their molecular
dissection. By studying the precise location of postsynaptic
GABA and glutamate receptors at cortical synapses, Somo-
gyi et al. are able to argue that, due to the exclusion of G
protein-coupled receptors from the postsynaptic density,
the presence of extrasynaptic receptors, and the molecular
compartmentalization of the postsynaptic membrane, the
synapse should include membrane areas beyond the mem-
brane specialization. Subsequently, they examine five orga-
nizational principles:

1. The cerebral cortex consists of: (a) a large population
of principal neurons reciprocally connected to the thalamus
and to each other via axon collaterals releasing excitatory
amino acids, and (b) a smaller population of mainly local cir-
cuit GABAergic neurons.

2. Differential reciprocal connections are also formed
among GABAergic neurons.

3. All extrinsic and intracortical glutamatergic pathways
terminate on both the principal and the GABAergic neu-
rons, differentially weighted according to the pathway.

4. Synapses of multiple sets of glutamatergic and GABA-
ergic afferents subdivide the surface of cortical neurons and
are often co-aligned on the dendritic domain.

5. A unique feature of the cortex is the GABAergic axo-
axonic cell, influencing principal cells through GABAA re-
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ceptors at synapses located exclusively on the axon initial
segment.

Having said all this, they find that the basic circuit proves
highly adaptable when comparisons are made between cor-
tical areas or layers:

The basic circuit is most obvious in the hippocampus where a
relatively homogeneous set of spatially aligned principal cells
allows an easy visualization of the organizational rules. Those
principles which have been examined in the isocortex proved
to be identical or very similar. In the isocortex, the basic circuit,
scaled to specific requirements, is repeated in each layer. As
multiple sets of output neurons evolved, requiring subtly dif-
ferent needs for their inputs, the basic circuit may be superim-
posed several times in the same layer. Tangential intralaminar
connections in both the hippocampus and isocortex also con-
nect output neurons with similar properties, as best seen in the
patchy connections in the isocortex. The additional radial su-
perposition of several laminae of distinct sets of output neu-
rons, each representing and supported by its basic circuit, re-
quires a co-ordination of their activity that is mediated by highly
selective interlaminar connections, involving both the GABA-
ergic and the excitatory amino acid releasing neurons. The re-
markable specificity in the geometry of cells and the selectivity
in placement of neurotransmitter receptors and synapses on
their surface, strongly suggest a predominant role for time in
the coding of information, but this does not exclude an impor-
tant role also for the rate of action potential discharge in corti-
cal circuitry. (Somogyi et al. 1998)

It is interesting to see that Somogyi et al. (1998) empha-
sized the common organization principles of the basic cir-
cuits of the hippocampus and of a single layer of the iso-
cortex. With this we return to Szentágothai’s words: “The
analyses possible in the hippocampal formations need fur-
ther development to lead to an improved insight into the in-
tricacies of the complex network of the many types of in-
hibitory neurons in the neocortex.”

Now we continue with Szentágothai’s discussion of the
modular architectonics principle. The concept of a modular
architectonics principle arose from two entirely independent
sources: (1) the observation by the Scheibels (1958) of cer-
tain spatial regularities in the arborization both of dendrites
and of axonal ramification in the lower brainstem; and (2)
some kind of “columnar” organizations of the somatosensory
cortex (Mountcastle 1957) and the even more convincing ob-
servation by Hubel and Wiesel (1959) of so-called “orienta-
tion columns” in the visual cortex. While the observations of
the Scheibels had their main follow-up in our own (Szentá-
gothai) studies in the spinal cord, the observations of Mount-
castle and Hubel and Wiesel prompted efforts to adapt new
findings in cortical histology to the new insight gained from
emergent cortical physiology. Actually, a very first attempt by
Szentágothai (1967) anticipated the concept of the “modular
architectonics principle” under a different name: “elemen-
tary integrative unit.” This expression was later abandoned
because it was misleading and in fact led to certain misinter-
pretations (very unfortunately in some otherwise fundamen-
tal writings of Sir John Eccles). The first explicit modular
neuron connectivity model of the cortex was proposed (Szen-
tágothai 1969) for the somatosensory cortex in a diagram re-
produced as Figure 8.12 in Organization. This model, as well
as the earlier 1967 integrative unit model, was still under the
influence – and mimicking – Szentágothai’s earlier cerebel-
lar cortex model. It took a further 10 years before, still using
the earlier “pre-Somogyi” guesswork strategy, obtaining the
more realistic model of Szentágothai (1983).

Though we cannot review the newer data and their in-
terpretations in full detail, we (Arbib and Érdi) will briefly
review some recent developments related to modular ar-
chitectonics. The whole issue seems to be controversial.

Lev and White (1997) studied the organization of pyra-
midal cell apical dendrites in the primary motor cortex of
the mouse. According to their data, apical dendrites of cal-
losal neurons aggregate to form clusters that are composed
exclusively of dendrites belonging to this type of projection
cell. Thus the cellular composition of cortical modules
seems to be much more specific than was thought earlier.
They hinted that the sensory cortices may also have such a
kind of modular organization.

Based on studies on the macaque monkey cortex, Britten
(1998) reported that columnar organization exists beyond
the “early” stages (e.g., area 17) of cortical processing. By
analyzing response selectivity, a clustered organization of
neurons sharing response properties was found in the me-
dial superior temporal area of extrastriate cortex, which is
most likely the highest visual area on this pathway.

Results of recent investigations of the cytochrome oxi-
dase (CO) blobs can by and large be considered as argu-
ments for the existence of columnar organization. Murphy
et al. (1998) suggested that in visual cortex of normal and
strabismic monkeys the fundamental periodicity of this par-
ticular columnar architecture was formed prenatally, and is
not modifiable by experience. Elston et al. (1999) found a
correspondence between the dendritic fields of layer V
pyramidal cells and the CO bands, but they also found many
examples where the dendrites crossed the boundary be-
tween bands.

Vernon Mountcastle (1997), one of the pioneers of the
columnar organization of the neocortex, has recently stated
that modules may vary in cell type and number, in internal
and external connectivity, and in mode of neuronal pro-
cessing between different large entities, but within any sin-
gle large entity they have a basic similarity of internal de-
sign and operation. A cortical area defined by the rules of
classical cytoarchitectonics may belong to different sys-
tems. Therefore distributed structures may serve as the
anatomical bases of distributed function.

In Organization, we mentioned that Swindale (1990) ex-
plicitly criticized the modular architectonic principle and
some debate between him and Szentágothai ensued. Swin-
dale (1998) reiterated his interpretation and stated that in-
stead of using the concept of modular organization of the
cortex, recent studies reveal “a more fluid arrangement in
which several separate maps are superimposed, with rela-
tively weak geometric linkages and no common modular
submit.” In fact, Szentágothai considered cortical organiza-
tion to be the result of the interplay between determinism
and chance and never talked about rigid modules.

These few notes complete our brief tour of the architec-
tonic basis for the analysis of function and dynamics. Sec-
tion 9.2 studied the quasi-crystalline structure and the
“space economy” of the cerebellar cortex in some quantita-
tive detail. The only output cells of the cerebellar cortex are
Purkinje cells, and these inhibit nuclear cells. Thus we
stressed the integration of the circuitry of the cerebellar
cortex into a “microcomplex” which unites a microzone of
cortex with the region of nucleus to which it projects, and
with which it shares afferents – thus establishing a “basic
circuit” for the analysis of cerebellar function. Section 10.1
examined the structure of the striatum, the region of the
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basal ganglia which receives most of its input pathways: by
looking at the two pathways, direct and indirect, whereby it
acts upon the output pathways of the basal ganglia; and by
looking at the division of the striatum into “patches” em-
bedded in a “matrix.”

P4.3. The embedding of regions in loops and pathways

Section 2.3 emphasized that many regions of the brain are
best thought of as embedded within even larger systems in-
tegrated by loops traversing many brain regions. Consider,
for example, the links of the cerebellar system – “upstream”
with the cerebral cortex and “downstream” with the spinal
cord – which are closed in the cerebellar nuclei to which
the output cells of the cerebellar cortex project. The fact
that the output of cerebellar cortex is purely inhibitory ties 
into the theme that the passage from structure to function
is often based on understanding the patterns of interplay of
excitation and inhibition. In this case, the inhibition from
the cerebellar cortex serves to modulate the activity in the
cerebellar nuclei, which serves in turn to tune and coordi-
nate motor pattern generators located elsewhere in the 
nervous system.

The role of the thalamus as the chief relay for sensory in-
put to cerebral cortex is only a small fraction of the crucial
role of the thalamus in all kinds of pathways. We thus de-
voted section 7.3 to thalamocortical loops and cooperative
computation, reviewing the descending control of sensory
systems in the lateral geniculate nucleus of mammals as
well as thalamocortical oscillations. We then briefly re-
viewed the thalamocortical loops involving the basal ganglia
and cerebellum. Section 9.3 then stressed that the micro-
complexes mentioned above integrate cerebellar cortex
into a cerebellar system that modulates motor pattern gen-
erators (MPGs). Section 10.1 showed the basal ganglia to
be embedded in four disjoint loops of the form “cortex r
striatum r SNr (substantia nigra pars reticulata) (thalamus
r prefrontal cortex”: the oculomotor circuit, the motor cir-
cuit, the “cognitive” (dorsolateral prefrontal) circuit, and
the limbic (lateral orbitofrontal) circuit, providing our con-
cluding example of the embedding of regions in loops and
pathways.

P5. Function

P5.1. The place of schema theory in neuroscience

Chapter 3 presented schema theory as a framework for the
rigorous analysis of behavior that requires no prior com-
mitment to hypotheses on the localization of each schema
(unit of functional analysis), but which can be linked to a
structural analysis as and when this becomes appropriate.
Section 3.1 introduced an approach to schema theory which
emphasizes action-oriented perception, with the paradigm
of the action-perception cycle replacing the stimulus-
response paradigm. However, a number of later sections
have made clear that schema theory and the action-
perception cycle – and our approach to functional neuro-
science in general – are not limited to those forms of, for
example, sensorimotor coordination for which extensive
neural data are available, and which we treated at length in
Part II. These less-constrained topics include section 3.1.5
on Visual scene interpretation, section 6.5 on Hippocampal
function and human memory, and section 8.6, From action-

oriented perception to cognition, and the discussion in sec-
tions 11.3.4, Schema theory and the construction of reality,
and 11.3.5, Language.

Section 3.1 explored the constraints imposed by linking
schema theory to functional neuroscience and provided 
a quasi-formal introduction to perceptual and motor
schemas, coordinated control programs (illustrated with an
introduction to the visual control of reaching and grasping),
cooperative computation, and schema assemblages (the ba-
sis for a schema-based model of visual perception which
provided a perspective on short-term and long-term mem-
ory). A simple account of approach and avoidance behavior
in frogs illustrated the use of lesion data in making a
schema-based account of a function into a brain model.

P5.2. Behavioral constraints

Section 3.2 presented Rana computatrix, a set of models of
visuomotor coordination in frog and toad, studying ap-
proach, avoidance, and detour behavior to show how per-
ception may demand the mutual refinement of one per-
ceptual schema by another, how multiple motor schemas
may act together to yield complex motor behaviors, and
how brain function can be analyzed in a process of evolu-
tionary refinement. We then studied neural mechanisms of
avoidance behavior to provide our first example of how
neural modeling can be used to replace schemas with
neural networks of equivalent functionality.

Sections 3.3 and 3.4 introduced schemas for looking,
reaching, and grasping to demonstrate that much is to be
learned at the level of schema analysis prior to, or in con-
cert with, the analysis of neural circuitry. These schemas
were shown, in Chapters 8 and 10, to be distributed across
cerebral cortex and basal ganglia, and Chapter 9 showed the
role of cerebellum in their adaptation and coordination.

Section 6.4 combined a functional view of the hip-
pocampus – its role in the cognitive maps underlying navi-
gation and spatial behavior in rats – with a dynamic view of
how synaptic plasticity may enable hippocampal cells to
learn to encode different “places” in a cognitive map. We
offered a general framework for the study of spatial repre-
sentation and cognitive maps in rats, including the general
idea of World Graphs as cognitive maps for motivated be-
havior, and then reviewed the neurophysiology of spatial
representation, with special emphasis on the “place cells”
of the regions CA3 and CA1 of the hippocampus. We of-
fered two contrasting systems views of the role of the hip-
pocampus in navigation, in each case emphasizing that the
representation of current place in CA3 and CA1 is insuffi-
cient for a cognitive map that underlies navigation. Section
6.5 viewed the role of hippocampal function in human
memory, introducing the crucial dichotomies of procedural
versus declarative memory and of skill versus episodic
learning. The data suggest that the hippocampus is in-
volved in declarative rather than procedural memory and in
episodic rather than skill learning. We closed the chapter by
discussing the very much open question: “Is there a com-
monality of mechanism between the two main functions at-
tributed to the hippocampus: cognitive mapping in rats and
declarative memory in humans?” (Because learning is a cru-
cial aspect of adaptive behavior, a number of the issues dis-
cussed here under the heading of Function – Behavioral
Constraints overlap those discussed below in sect. P6.3 Dy-
namics – Plasticity: Modeling learning.)
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Section 8.2 offered a very brief look at how primary vi-
sual cortex provides input to a variety of visual processes,
introducing psychophysical and neurophysiological data on
spatial visual perception, and studying the role of long-
range horizontal connections in the integration of informa-
tion. We had little more to say about low-level visual pro-
cessing, but section 8.4 did discuss cortical mechanisms for
using vision in the control of movement. That section fo-
cuses on frontal-parietal interactions in cortex, but many
other brain regions are involved in the integration of vision
with action. Section 8.5 turned to the theme of learning 
of coordinated behaviors, providing both a schema-level
analysis of motor set and the neuralization of coordinated
control programs, and a specific neural network model of
visual-motor conditional learning. This theme, foreshad-
owed in the study of rat spatial learning (Ch. 6), was further
developed in our study of cerebellum (Ch. 9) and basal gan-
glia (Ch. 10). Section 8.6 then charted basic processes un-
derlying cognitive functions from a high-level schema-
theoretic viewpoint.

Section 9.3 focused on the issue of how skills are ac-
quired, viewing the cerebellum as a learning machine,
stressing the idea that cerebellar nuclei modulate motor
pattern generators (MPGs) while the cerebellar cortex
learns how best to modulate the cerebellar nuclei: modu-
lating the modulator. We first studied the role of the cere-
bellum in the vestibulo-ocular reflex (VOR) where data
strongly support the notion of a functional role of an adap-
tive microcomplex in modulating the gain of eye move-
ments that compensate for head movements, and in the
classical conditioning of the rabbit eye-blink response.

Section 9.4 then presented models of how the cerebel-
lum adapts the metrics of movement to changing circum-
stances. We showed how the detailed circuitry of the cere-
bellar cortex and of various nuclei with which it interacts
could modulate activity in MPG-related loops on a short-
term basis, that is, one appropriate to the current circum-
stances as in adjusting to step height in climbing a flight of
stairs. The remaining subsections reviewed approaches to
modeling adaptation of motor control where the adaptation
persists on a long-term basis, involving synaptic plasticity:
we presented feedback-error learning whereby the cere-
bellum could “take over” motor control from other parts of
the brain, but argued that the cerebellum “works” by mod-
ulating and coordinating multiple motor pattern generators
(MPGs), rather than by replacing them.

In addition to behavior in normal subjects, we can learn
about neural function and dynamics by studying their fate
in subjects with a variety of diseases. Section 9.3 noted clin-
ical data on the role of the cerebellum in skilled movements
as a basis for our study of how these skills are acquired,
viewing the cerebellum as a learning machine. Section 10.2
focuses on diseases of the basal ganglia, showing that the
distinct movement disorders seen in Huntington’s disease
(hyperkinetic and hypotonic) and Parkinson’s disease (hy-
pokinetic and hypertonic) are associated with decreased
basal ganglia output in Huntington’s disease and a marked
increase in Parkinson’s disease.

P5.3. The saccadic system

Section 3.3 introduced schemas for controlling the rapid eye
movements called saccades, and focused on the homology
between the tectum in frog and toad and the superior col-

liculus in primates – the whole body movement of the frog
toward its prey corresponding to the orienting of gaze to-
ward a visual target in the monkey. It showed how schemas
for working memory and for dynamic remapping may ex-
tend the monkey’s saccadic repertoire to include saccades to
remembered targets or to two targets in succession.

Later sections then showed how circuitry in various 
regions of the brain may contribute to these and other
schemas. Section 8.4 presented a detailed model of cortico-
thalamic systems for saccade control, with particular atten-
tion to the roles of posterior parietal cortex, frontal eye
fields, and thalamus in providing mechanisms for dynamic
remapping and working memory. Section 9.4 modeled the
cerebellar role in saccade adaptation, refining the cortico-
thalamic model by adjusting the metrics of saccades, a feat
of learning that is impossible in animals or humans lacking
certain portions of the cerebellum. Section 10.4 then com-
pleted our model of saccade control by focusing on the “ocu-
lomotor loop” of the basal ganglia, presenting a model of the
role of the entire loop in generating saccades, and modeling
the interactions between the basal ganglia and the “working
memory” systems of prefrontal cortex. Interruption of SNr
(substantia nigra pars reticulata) inhibition allows reciprocal
connections between frontal eye fields and thalamus to gen-
erate a spatial “memory” cycle or loop. Once a saccade has
been made to a remembered target, the memory trace must
be erased to prevent generation of further saccades of equal
magnitude and direction. We posit that the activity of this
spatial working memory could be regulated by the inhibitory
topographic projection from SNr to thalamus.

Section 10.6 suggested that if the frontal eye field and di-
rect visual input do not yield the encoding of a unique tar-
get in the deep layers of SC (superior colliculus), then a
winner-take-all (WTA) mechanism will “choose” one of the
targets. We then argued that experience based on infero-
temporal or prefrontal information may provide contextual,
learned information to bias activity in the basal ganglia to
“tip the balance” to one “winner” or another, presenting
models of visual-motor conditioning, including spatial gen-
eralization and sequential behavior based on the strong hy-
pothesis that this learning is mediated by cortico-striatal
plasticity.

P5.4. Reaching and grasping

In studying the role of perception in mediating behavior, we
stress that there is in general no complete and objective
“percept” of an object, but rather a set of partial character-
izations (including parameters that we may not be able to
represent symbolically in any explicit fashion) related to the
current set of goals and motivations of the observer – which
may keep unfolding as interaction with, or contemplation
of, the object continues. Section 3.4 illustrated this, using
the schemas involved in reaching and grasping. We pre-
sented the concepts of virtual fingers and opposition space
to offer a precise but compact description of the degrees of
freedom involved in a number of grasping movements, and
then turned to a series of experiments which motivated the
design of a new coordinated control program that explicitly
involves a coordinating schema as well as perceptual and
motor schemas.

Section 8.4 turned to cortical systems for reaching and
grasping, and we shall discuss this work in some detail. The
work of Ungerleider and Mishkin (1982; Mishkin et al.
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1983) distinguished two visual systems in extrastriate visual
processing: the ventral system, V1 r V2 r V4 r IT (in-
ferotemporal cortex), is characterized as the cortical what
(pattern recognition) system; and the dorsal system, ex-
tending from V1 to PP (posterior parietal cortex) is char-
acterized as the cortical where (object location) system.
Goodale and Milner (1992) reviewed a variety of data in-
cluding those on the ability of a patient with a ventral lesion
to carry out a variety of object manipulations even though
unable to verbally report on the object parameters used to
guide these actions. They concluded that the dorsal system
mediates the required sensorimotor transformations for vi-
sually guided actions directed at such objects and so ex-
tended the Mishkin-Ungerleider dichotomy to view the
dorsal system as the how system since location (where) is
only one of many properties needed to determine how to
interact with an object.

P5.4.1. The FARS model. We have developed a detailed
model, the FARS (Fagg-Arbib-Rizzolatti-Sakata) model,
based on the interactions between the AIP (anterior intra-
parietal sulcus) area of PP, and the F5 area of premotor cor-
tex in monkeys trained to grasp objects. About half of the
neurons related to hand movements in AIP fired almost ex-
clusively during one type of grip, with precision grip being
the most represented grip type (Sakata et al. 1992; Taira et
al. 1990). Some cells demonstrate specificity toward the
size of the object to be grasped; and some cells demon-
strated independence from the size of the object. A few
cells show modulation based on the object’s position and/or
orientation in space. The visual responses of these cells thus
provide a distributed code for affordances for grasping, that
is, the various ways in which an object may be grasped (as
distinct from recognizing what the object is). Most neurons
in AIP also show phasic activity related to the motor be-
havior. Five identifiable phases occur in the paradigm used
by Sakata to study these cells: set (key phase), preshape, en-
close, hold (object phase), and ungrasp. Cells participate in
varying degrees during different phases of the movement,
but are usually most highly active during the preshape and
enclose phases of movement. Very important: once an AIP
cell becomes active, it typically remains active until the ob-
ject is released.

The main anatomical connections of F5 are with AIP and
the hand field of the precentral motor area (Matelli et al.
1985; Muakkassa & Strick 1979). Rizzolatti et al. (1988) de-
scribed various classes of F5 neurons which discharge dur-
ing specific hand movements (e.g., grasping, holding, tear-
ing, manipulating). The largest class is related to grasping.
The temporal relations between neuron discharge and
grasping movements vary among neurons.

We now outline the FARS model, implemented in terms
of simplified but biologically plausible neural networks
(Fagg & Arbib 1998). Given visual input from an object, the
model AIP computes its affordances. The corresponding
set of grasps is passed to F5. As a function of task or other
information supplied by prefrontal cortex, F5 selects one of
the specified grasps, and is responsible for unfolding the
grasp in time. F5 activity is broadcast back to AIP, strength-
ening the affordance that corresponds to the selected grasp.
Motor responses in AIP are explained as corollary dis-
charges from F5, and AIP provides an active memory for
the grasp which is continuously updated. This is similar to
the dynamic remapping mechanism in our study of sac-

cades (Organization, sect. 8.4.2), in which motor afference
updated a map of targets of potential eye movements.

The location of target objects is passed to F4, which rep-
resents the arm goal position. Since grasp programming 
affects arm movements, the model modulates F4 with in-
formation from AIP specific to the affordance/grasp pair
selected by the AIP/F5 system. A neighboring region, the
posterior intraparietal area (PIP), codes object-centered
information (Sakata, personal communication) concerning
different shapes presented to the monkey. In the model,
PIP codes the shape and size of the object to be grasped.
An affordance derived from PIP maps an object configura-
tion to one possible grasp for that object. Castiello et al.
(1991) studied impaired grasping in a patient (AT) with a le-
sion impairing the pathway V1 r PP, and found evidence
for a mapping from object identity to affordances which is
effective whenever the nature of the object supports such a
mapping. The model thus includes a corresponding path
PIP r IT r AIP.

The FARS model analyzes the interaction between AIP
and F5 populations during execution of the Sakata para-
digm. AIP units include visual-related cells which recognize
objects that require a specific grasp and motor-related cells
which are active for specific grasps. Each F5 unit fires dur-
ing a different phase of the program. At each program
phase, the state is reported back to the AIP motor-type pop-
ulation. The full model also includes the role of SII in cre-
ating and monitoring haptic expectations, the role of dorsal
premotor cortex (F2) in the association of arbitrary stimuli
with motor program preparation, and the role of area 46 as
a working memory in tasks requiring information to be held
during a delay period. However, these details (and the pre-
sentation of simulation results) were beyond the scope of
Organization (see Fagg & Arbib 1998 for the details). We
do stress, however, that the circuitry controlling F5 pro-
grams in the model is not intrinsic to F5: the effective con-
nections between program states are not coded within F5
but are managed by the combined action of pre-SMA (F6)
and the basal ganglia (BG).

One simulation study showed how the model performs
when a delayed instruction stimulus is used to inform a sub-
ject how to grasp an object. The model is presented with a
single object (a small cylinder), and asked to perform one
of three tasks. The three different tasks are:

1. Grasp the cylinder using a precision pinch;
2. Grasp the cylinder using a side opposition; and
3. As a function of an instruction stimulus (e.g., the color

of a light), grasp the cylinder using either a precision pinch
or a side opposition.

(We speak rather loosely here. The model is not a robot.
It transforms visual codes for objects to neural codes for
movements via neural network models of diverse brain re-
gions.) In the model, area F2 (dorsal premotor cortex) has
a high level of activity in the conditional task as this region
is involved only when the model must map an arbitrary
stimulus to a motor program (in this case, a grasp); the re-
gion does not receive IS (instructional stimulus) inputs in
the nonconditional task. F5 receives inputs from F2, caus-
ing an increase in the region’s activity level which is passed
on through excitatory connections to AIP.

P5.4.2. Synthetic PET. In further work, we sought to un-
derstand how our study of the monkey could be related to
the results of human brain imaging. In the human, PET and
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fMRI techniques allow us to achieve a global view of the
systems involved in performing a task, but at the expense of
a very coarse spatial and temporal resolution. In the mon-
key, on the other hand, we are able to examine individual
cells and resolve single spikes, but have tremendous diffi-
culty in examining entire circuits. It is thus important to de-
velop techniques that allow experimental results at both
levels to be brought together as we attempt to understand
the different systems. Arbib et al. (1995) proposed synthetic
PET imaging as a way to draw conclusions in one domain
from experimental results in the other. The synaptic activ-
ity of a region A during a task is computed as the measure
of instantaneous synaptic activity in region A integrated
over the time required to perform the task (which might in-
volve multiple trials). The simulated synaptic activity of a
region can then be compared over several conditions.

With this background, we summarize one prediction
made by applying synthetic PET to the FARS model. The
conditional task is to grasp a cylinder using either a preci-
sion pinch or a side opposition, the choice being deter-
mined by an instruction stimulus (the color of a light). We
tabulated regions in the model that demonstrate a change
in synaptic activity in the conditional task above and beyond
those involved when the subject knows a priori which of the
two grasps to perform. The most significant change pre-
dicted by the model is the level of activity exhibited by area
F2 (dorsal premotor cortex). Its high level of activity in the
conditional task is due to the fact that this region is only in-
volved when the model must map an arbitrary stimulus to
a motor program (in this case, a grasp). In the noncondi-
tional task, the region does not receive instruction stimulus
(IS) inputs, and thus its synaptic activity is dominated by the
general background activity in the region. The additional IS
inputs in the conditional task have a second-order effect on
the network, as reflected in small changes in activity in F5,
BG, and AIP. The increased synaptic activity in F5 is due to
the additional inputs from F2 (into the supporting inputs of
some columns in F5). These inputs also cause an increase
in the region’s activity level, which is passed on through ex-
citatory connections to AIP.

The above synthetic PET experiments raised some 
important questions about how instruction stimuli are
mapped to arbitrary motor programs, and about the rela-
tive representation of different grasps. These predictions
were tested in a human PET experiment (Grafton et al.
1998).

The model predicts that the conditional task should yield
much higher activation in F2 (dorsal premotor cortex),
some activation of F5, and a slight activation of AIP. The hu-
man experiment confirmed the F2 result, but failed to con-
firm the predictions for F5 and AIP. In fact, in humans
there is an activation of the inferior parietal cortex (AIP),
but no significant activation of ventral premotor cortex. The
model involves reciprocal connections between regions F5
and AIP, and a projection from F2 to F5 – but the strength
of the projection from F2 to F5 is essentially a free para-
meter of the model: there is a wide range of values over
which the model will correctly perform the conditional and
nonconditional tasks. The implication is that, by tuning this
parameter, we can control this projection’s contribution to
the synaptic activity measure in F5. However, the original
FARS model is such that difference in AIP synaptic activ-
ity from the nonconditional to the conditional task will al-
ways be less than the difference observed in F5. One pos-

sibility for repairing this problem in the model is to reroute
the F2 information so that it enters the grasp decision cir-
cuitry through AIP, rather than F5.

The low-level details of the FARS model were derived
primarily from neurophysiological results obtained in the
monkey. The synthetic PET approach extracts measures of
regional synaptic activity as the model performs a variety of
tasks. These measures are then compared to rCBF (re-
gional cerebral blood flow) observed during human PET
experiments as the subjects perform tasks similar to those
simulated in the model. In some cases, the human results
provide confirmation of the model behavior. In other cases,
where there is a mismatch between model prediction and
human results, it is possible (as we have shown) to use these
negative results to further refine and constrain the model
and, on this basis, design new experiments for both primate
neurophysiology and human brain imaging. Our point here
is not to highlight (or hide!) the flaws in the present FARS
model, but rather to suggest that it provides a useful plat-
form for further modeling, and that synthetic PET provides
a technique (itself open to fruitful modification) to ensure
that the future modeling is responsive, and contributory, to
future developments in both monkey neurophysiology and
human neurology.

P5.4.3. Back to the “guided tour.” Section 9.4 modeled the
role of cerebellum in adapting a particular class of arm
movements – the adaptation of dart throwing to wearing
prisms. Section 10.5 examined the still somewhat discor-
dant views on the roles of the basal ganglia in motor coor-
dination and learning, emphasizing the view that the basal
ganglia receives rich contextual information and then “re-
leases” components of motor programs through disinhibi-
tion. We suggested that basal ganglia neuronal responses
are task-dependent, with the current responsiveness of a
neuron possibly determined by the state of behavioral ex-
perience or learning, and temporarily maintained until the
relevant memory is formed in premotor cortices. We em-
phasized “channels” involved in working memory and in
initiation of movement. The basal ganglia were seen, in
part, as controlling a kind of “working memory” for coordi-
nated control programs of motor schemas.

Roles for basal ganglia inhibition may include focusing
(suppression of inappropriate movements), sequencing
(suppression of forthcoming movement during prepara-
tion), and “simulation” in the sense of suppressing motor 
areas to allow activity in association cortex to be “discon-
nected,” yielding covert “mental simulation” without im-
mediate overt movement. We sought to distinguish the
roles of basal ganglia and cerebellum, suggesting that basal
ganglia are involved in explicitly combining the “pieces”
that make up a skilled behavior, while the cerebellum serves
to turn a procedure into a skill, adjusting parameters to
adapt and coordinate components of the movement to yield
a seamless whole.

P6. Dynamics

P6.1. Fixed points, rhythmogenesis 
and synchronization, and chaos

Chapter 4 stressed that neural systems can be studied at dif-
ferent levels, such as the molecular, membrane, cellular,
synaptic, network, and system levels. Moreover, we noted
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two main neurodynamical problems: study of the dynamics
of activity spreading through a network with fixed wiring;
and study of the dynamics of the connectivity of networks
with modifiable synapses – both in normal ontogenetic de-
velopment, and in learning as a network is tuned by experi-
ence. We introduced the key dynamical concept of an at-
tractor, a pattern of activity which “captures” nearby states
of an autonomous system. An attractor may be an equilib-
rium point, a limit cycle (oscillation), or a strange attractor
(chaotic behavior). We also looked at the structure-function
problem: for what overall patterns of connectivity will a net-
work exhibit a particular temporal pattern of dynamic be-
havior? The results given were suggestive rather than di-
rectly applicable to biologically realistic models of neural
networks. Section 4.5 introduced Hopfield networks to
show work on neural networks motivated by statistical me-
chanics, including ideas of “energy,” “temperature,” and the
statistical distribution of patterns in relation to an attractor-
based model of pattern recognition – and then gave a cri-
tique of “computation with attractors.”

Section 4.2 introduced the topic of oscillatory behavior
in neural systems: single cell oscillations resulting from the
interplay of a few currents; and central pattern generators
(CPGs) in which a network of neurons can produce rhyth-
mic behavior in the absence of sensory input. Bifurcation
analyses were used to show a transition from equilibrium
point to small amplitude oscillation, or from oscillation to
chaos, as some control parameter passes through a critical
value. We studied phase lags in chains of oscillators (mim-
icking data on the spinal cord of the lamprey), the impor-
tance of long-range coupling in the synchronization of more
fully coupled networks (as in models of cortical structures),
and bifurcation analysis of gait transitions in locomotion.

Section 4.3 studied chaotic behavior in the nervous sys-
tem. Chaotic systems are characterized by sensitivity to ini-
tial conditions. We showed that the structural conditions of
chaos occur at different hierarchical levels of neural orga-
nization. Neurochemical synaptic transmission is often
characterized as a random process, but the “dripping
faucet” model may be adapted to explain this apparent ran-
domness as a case of deterministic chaos. We found that
global cortical dynamics, as seen at the global level in the
electroencephalogram (EEG), may also exhibit chaotic be-
havior. We discussed “dynamical diseases,” introducing the
diagnosis and also the control of chaos associated with nor-
mal and pathological brain functions. We also discussed the
possible – controversial but intriguing – functional roles of
chaos in normal brain activity, including perception and
memory formation.

Section 5.2 focused on the dynamics of activity in the 
olfactory system, which we shall reiterate here in a fairly 
detailed way. The demonstration of oscillatory activity in 
olfactory systems (Adrian 1942; 1950) was one of the first ex-
periments to illustrate stimulus-induced activity in the
mammalian central nervous system. Phenomenologically,
there are two main types of rhythmic activity in the olfactory
system: slow and fast oscillations. Slow oscillations around 5
Hz may be imposed on the olfactory bulb by the respiratory
nuclei (Freeman 1991), or may be induced in the olfactory
cortex by cholinergic antagonists (Biedenbach 1966; for fur-
ther details see sect. 5.2.3). The “respiratory wave” in the ol-
factory bulb is generated by the granule cells in response to
input from the receptors through the periglomerular and
mitral and tufted (M/T) cells. It can be detected in the mu-

cosa by volume conduction. The slow background activity is
phase locked with the respiratory wave and it is identified
with the sniff cycle. A sniff cycle is composed of an inhala-
tion and an exhalation, and its duration is 200–500 msec for
rabbits. A slow potential evoked by odorants (Ottoson 1959)
appeared also in the electro-olfactogram, a receptor poten-
tial recorded in the nasal mucosa, which can spread through
the brain by volume conduction.

Electroencephalogram (EEG) patterns also show fast 
oscillations with frequency 35–90 Hz in different parts of
the olfactory bulb (Freeman 1978, Freeman & Schneider
1982). (The terminology here is: slow ~1 Hz, intermediate
~10 Hz, and fast ~40 Hz.) It was suggested by the pioneer-
ing work of Freeman (1975) that the spatiotemporal activ-
ity patterns of the olfactory bulb can be interpreted within
the framework of dynamical system theory. Later it was sug-
gested (e.g., Skarda & Freeman 1987) that sensory infor-
mation was encoded in spatiotemporal periodic and chaotic
patterns. Generally, field potentials do not provide suffi-
cient information about the underlying neural mechanisms.
Still, one important message of Freeman’s experimental
and theoretical work is that rhythmic-arhythmic bulbar ac-
tivity is the result of the interactions between excitatory
(mitral) and inhibitory (granule) cell populations. The situ-
ation, however, might be more complex. Odor-induced (mi-
tral cell) activity is under GABAergic control (Duchamp-
Viret et al. 1993). Even in the case of blockade of the
GABAA mediated inhibitory effect of the granule cells, os-
cillatory bulbar activity may occur as a consequence of re-
current excitatory connections.

Both network-level and detailed single neuron modeling
techniques have been used to probe the structural bases of
the generation of different rhythms and spatiotemporal
patterns. First, a number of network studies are based on
single-compartment models in which single cell activity is
characterized by an internal state defined by the intracel-
lular membrane potential, and by an output expressed as a
firing frequency. Modeling illustrates how the interactions
among excitatory mitral cell and inhibitory granule cell pop-
ulations may generate oscillatory and more complex tem-
poral patterns (Aradi et al. 1995; Érdi et al. 1993; Li & Hop-
field 1989). More specifically, given the model anatomical
structure and the related set of ordinary differential equa-
tions, the first question to be answered is what qualitative
dynamical behavior emerges in the parameter space. The 
nature of attractors, the parameter windows belonging 
to them, and the bifurcation sequences are determined
through systematic (numerical) studies. These results showed
that chaos can only be found when there is sufficient lateral
excitation. It has also been observed that all neurons oscillate
in phase in each periodic region (and also during damping os-
cillation to a stable focus) and no wave phenomena have been
detected in the parameter range studied here.

In other studies, mitral and granule cells were the sub-
ject of detailed single neuron modeling (Aradi & Érdi 1996;
Bhalla & Bower 1993). Four types of problems of signal
generation and propagation have been studied:

1. The effects of the individual currents and their role in
the generation and suppression of action potentials, and in the
control of firing frequencies (intracompartmental studies).

2. Signal propagation through the compartments of both
the mitral and granule cells have been simulated. The ef-
fects of both orthodromic and antidromic stimulation have
been demonstrated.
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3. The excitatory-inhibitory coupling between the mitral
and granule cells through dendro-dendritic synapses and
the effects of the (partial) blockade of the GABAergic inhi-
bition have been shown.

4. Dynamic behavior of a skeleton network of the bulbar
circuitry taking into account even the periglomerular cells
has been studied.

What kind of explanations can be obtained by using such
techniques? One example of the dynamic effect of the self-
excitation between mitral cells was that GABA antagonists
produce prolonged depolarization in the mitral cells (Nicoll
& Jahr 1982; Nowycky et al. 1981), and the reentrant exci-
tation in the mitral layer may be associated to a particular
mode of bulbar rhythmogenesis. In the case of two mitral
cells connected by mutual excitatory couplings, synchro-
nized burst activity may appear (see Fig. 5.10B in Organi-
zation). These simulation results are in accordance with the
physiological findings and the suggestion that the blockage
of GABAergic inhibition controls the odor-induced activity
(Duchamp-Viret et al. 1993). According to the simulation
experiments, both the mitral-granule feedback loop and the
self-excitation in the mitral layer may provide the anatomi-
cal substrate of bulbar rhythmogenesis.

We also modeled rhythmic activity in the olfactory cor-
tex. Similarly, section 6.2 gave a dynamical analysis of elec-
trical activity patterns in the hippocampus, addressing data
on the normal electrical activity patterns known as theta
rhythms and sharp waves, and the abnormal electrical ac-
tivity exhibited in epileptic seizures. We also compared the
hippocampus with the olfactory system, with special atten-
tion to the neural mechanisms of rhythm generation and
synchronization.

Thalamus and cortex are highly interconnected by reci-
procal projections, giving rise to characteristic dynamic pat-
terns. High frequency rhythms are associated with the 
waking state, low-frequency rhythms are associated with
sleeping. Section 8.3 analyzed the balance between oscilla-
tions intrinsic to single neurons and network properties in
the generation of thalamocortical oscillations. We analyzed
the intrinsic electrophysiological properties of thalamic
neurons, thalamocortical neurons, and reticular thalamic
neurons, and then studied the dynamics of spindle oscilla-
tions, and of delta and slow sleep oscillations. We analyzed
the role of brain stem control and cellular mechanisms in
thalamocortical activation, and closed by using a number of
models to explore the role of single cell dynamics versus
emergent network properties.

P6.2. Self-organization: Modeling development

Both ontogenetic development of neural structures and
their plastic behavior are often considered as dynamic pro-
cesses in the state space of synaptic connections. The “self-
organization” of the nervous system is in general a broader
process, including addition as well as removal of synapses,
and the modification of synaptic strengths. Self-organizing
mechanisms are related to normal ontogenetic development
(this subsection) and learning (see the next subsection).

Section 4.4 focused on retinotectal connections, dis-
cussing the following issues: specificity versus plasticity; 
genetically prespecified versus environmentally controlled
wiring; marker theories versus activity-dependent mecha-
nisms; decrease of synaptic strength by normalization rule
only or by selective mechanisms; deterministic versus sto-

chastic models; sets of discrete nerve cells versus continu-
ous neural fields; and positional information.

Section 8.2 showed that modular architectonics may be
seen as a pattern of organization resulting from the dynam-
ics of self-organization rather than being completely laid
down in the genome. In particular, the section provided
models of the development of two examples of modular ar-
chitectonics in primary visual cortex: ocular dominance
columns and orientation columns. Section 10.3 discussed
self-reorganization of the striatum, both the self-organizing
character of the pattern formation for striatal compart-
ments and the relationship between the modular remap-
ping architecture, the tonic firing of certain striatal neu-
rons, and their role in coordinated motor behavior.

P6.3. Plasticity: Modeling learning

Whatever the model of the individual neuron, neural tis-
sues may be modeled as networks of intricately connected
neurons in which strengths wij of the synaptic connec-
tions may themselves be described by differential (or 
difference) equations. These “learning rules” were intro-
duced in section 4.5. These included Hebbian learning and
its variations, which include means to avoid saturation of
synaptic strengths, ways to accommodate various time de-
lays, differential learning mechanisms, as well as “anti-
Hebbian” rules to describe features of dissociations of 
patterns. We studied synaptic matrix models of associative
memory, but also saw how invariant pattern recognition
may be modeled using the dynamic link architecture in
which Hebbian plasticity is invoked on a fast time scale.

Section 5.3 reviewed learning and plasticity in the olfac-
tory bulb and olfactory cortex. Building on the relation of
different attractor regions to different lateral connection
strengths, we showed how synaptic modification can induce
transitions between these regions. Another study of the ol-
factory bulb models associative memory, and shows that in-
complete input patterns due to lower odor concentrations
can also be identified as proper stimuli if a suitable learn-
ing rule is used to modify the lateral connections between
mitral cells. We presented two “scenarios” for learning and
memory in the olfactory cortex. One was based on the ob-
servation that the “sniffing rhythm” of 5 Hz may be optimal
for inducing long-term potentiation (LTP) in olfactory cor-
tex, and described a hierarchical clustering of input stimuli.
The other was based on the argument that the mechanism
of object recognition in the olfactory cortex is close to those
offered by abstract associative memory models, emphasiz-
ing that the incoming (bulbar) information has a complex,
distributed representation while the intrinsic excitatory
connections between pyramidal cells are spatially exten-
sive, overlapping, and modifiable.

Section 6.4 used the role of the hippocampus in the cog-
nitive maps underlying navigation and spatial behavior in
rats to ground a dynamic view of synaptic plasticity, show-
ing how Hebbian-like plasticity may enable hippocampal
cells to learn to encode different “places” in a cognitive
map. We reviewed various neural network models of place
cell training, allocentric location, and navigation, one of
which pays special attention to data relating place cell ac-
tivity to the theta rhythm, that is, relating the dynamics of
rhythmogenesis to the synaptic dynamics of learning.

Section 8.5 studied the learning of coordinated behav-
iors, providing both a schema-level analysis of motor set and
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the neuralization of coordinated control programs, and a
specific neural network model of visual-motor conditional
learning.

Section 9.3 focused on models of the cerebellum as a ma-
chine for learning motor skills, starting with the Marr-Albus
model which views the Purkinje cell (the output cell of
cerebellar cortex) as a perceptron, noting that data on long-
term depression (LTD) support the Albus version of the
model, namely that “coincidence” of climbing fiber and
parallel fiber activity on a Purkinje cell depresses the effi-
cacy of the synapses of parallel fibers active during the 
conjunction. We stressed the idea that cerebellar nuclei
modulate motor pattern generators (MPGs) while the cere-
bellar cortex learns how best to modulate the cerebellar nu-
clei: modulating the modulator. Section 9.4 reviewed ap-
proaches to modeling adaptation of motor control where
the adaptation persists on a long-term basis, involving
synaptic plasticity (with the emphasis remaining on LTD of
parallel fiber Purkinje cell synapses).

Section 10.6 argued that experience based on inferotem-
poral or prefrontal information may provide contextual,
learned information to bias activity in the basal ganglia to
“tip the balance” to one course of action or another. We pre-
sented models of visual-motor conditioning, including spa-
tial generalization and sequential behavior based on the
strong hypothesis that this learning is mediated by cortico-
striatal plasticity which mediates a form of reinforcement
learning in which dopamine released by the SNc acts as the
reinforcement signal to toggle between Hebbian and anti-
Hebbian learning.

P6.4. Compartmental modeling

Section 4.2 introduced some of the specific formalisms
used to treat neurons and neural networks as dynamic sys-
tems. The framework for the detailed treatment of the dy-
namics of the membrane potential of a patch of neuron is
provided by the neuronal cable equation and the Hodgkin-
Huxley equation, and its relatives.

A whole neuron may either be modeled by a multicom-
partment model with compartments chosen to take into 
account the location of the entering synaptic currents or 
the geometry of dendritic branching, say, or as a single-
compartment model characterized by a single membrane
potential. The leaky integrator neuron is a popular model
for the single-compartment case.

Section 8.4.1 provided the formalism for large-scale
models of the nervous system used in many of our models
which are based on simple (single-compartment) models of
neurons. We now review cases where compartmental mod-
eling has already yielded additional insights. Both periodic
and chaotic temporal patterns can be generated at the sin-
gle neuron level (sect. 4.3). Basic phenomena can be mod-
eled with membrane equations involving two functionally
distinct currents, the slow and fast currents, in which a se-
ries of complex patterned activities (simple slow oscillation,
bursting, bursting-chaos, beating-chaos, and beating) can
be generated by changing the time constant of inactivation
of the slow current.

In section 5.2.2, in addition to modeling a network built
from “integrate-and-fire” elements, multicompartmental
models were given for the mitral and granule cells: six and
four compartments were taken into account, respectively.
This demonstrated specific effects of the individual ionic

conductances on the overall performance of the compart-
ment, signal propagation through the compartments, and
synchronization in small networks. Section 5.2.3 presented
the Wilson-Bower-Hasselmo model of temporal patterns in
the piriform cortex which uses a five-compartment model
for each pyramidal cell and explicit delays for transmission
and axonal activity to clarify the assumptions leading to near
40 Hz cortical oscillations. By contrast, the Liljenstrom-
Hasselmo model is designed to simulate modulatory cho-
linergic effects. Their network is built from relatively sim-
ple units whose output depends on a factor Q designed to
represent the level of acetylcholine. Depending on the val-
ues of Q, the system may exhibit convergence to a fixed
point, limit cycle oscillation, or (at least transient) chaotic
behavior. Moreover, the strengths of the synaptic connec-
tions can also drastically influence the dynamic behavior.

Section 6.2 presented multicompartmental neuron mod-
els of pyramidal cells and interneurons of the CA3 region of
hippocampus as a basis for the study of large networks of
CA3 neurons in which we can see how variations in key 
parameters can switch the network between normal and
epileptiform activity. Section 8.3 used a number of models
to explore the role of single cell dynamics versus emergent
network properties in thalamocortical oscillations. In sec-
tion 9.2 we studied the simulation of a single Purkinje cell as
a very detailed compartmental model with realistic ion con-
ductances and synaptic currents in each compartment. Be-
cause this takes massive computing resources to simulate a
single cell, the models of cerebellar function in sections 9.3
and 9.4 used simpler, single-compartmental models: but we
pointed the way to future multilevel modeling which will re-
late system behavior to the fine details of neuronal function.

P6.5. Neurochemistry

Finally, we recall material assessing the biological grounding
of learning rules used in the section on Plasticity: Modeling
learning. Section 6.3 started by looking at one of the best-
studied forms of dynamics at the synaptic level, namely long-
term potentiation (LTP), showing its implication in experi-
mental studies of Hebbian synaptic modification, and
analyzing models of potentiation based on AMPA and NMDA
receptors. We linked this back to dynamics at the activity level
by studying the role of NMDA receptors in the generation of
oscillations at the cellular level. We also discussed the need
for long-term depression (LTD) in Hebbian synapses.

Section 9.4 modeled the cerebellar role in saccade adap-
tation, extending our view of LTD by stressing the notion
of a “window of eligibility” to constrain the timing relation
between the parallel fiber “context” and the climbing fiber
“training signal.” Section 10.6 studied cortico-striatal plas-
ticity, positing a form of reinforcement learning in which
dopamine released by the SNc acts as the reinforcement
signal to toggle between Hebbian learning (positive rein-
forcement, LTP) and anti-Hebbian learning (negative rein-
forcement, LTD). We also suggested that shaping of the el-
igibility signal may be task dependent, setting an important
goal for neuroscience to bridge from this systems level of
neural analysis to that of synaptic neurochemistry.

P7. The hippocampus: A case study

It is generally agreed that the hippocampal formation has a
crucial role in learning and memory processes. The hip-
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pocampus is reciprocally connected to many neural centers
and it is thought to prepare information for long-term stor-
age. Moreover, the hippocampus has an important role in
neurological diseases. Alzheimer’s disease, epilepsy, and is-
chemia are associated with learning and memory impair-
ment, and are accompanied by selective neuronal death or
characteristic changes in the hippocampal circuitry. In this
section, we review the discussion of the hippocampus pro-
vided in Chapter 6 of Organization, and make some addi-
tional remarks in the light of recent results.

P7.1. Levels, methods, problems

The hippocampus has been studied on different levels and
by different methods:

1. The anatomical organization of the hippocampus in-
cluding its afferent and efferent systems and the local cir-
cuitry of its components;

2. The electrical activity patterns related to global brain
states and the underlying single-cell activities;

3. The cellular synaptic plasticity that occurs during
long-term potentiation (LTP);

4. The role of the hippocampus of rats learning a spatial
environment; and

5. The function of hippocampus in human memory.
Computational theories try to understand how the 

hippocampal neural circuitry and the whole cortico-
hippocampal loop, supplemented with specific subcortical
inputs, can implement different types of dynamic activity
(“brain states”) such as theta rhythms and sharp waves, and
how these activity patterns elicit long-term potentiation
(LTP). LTP is assumed to be the cellular basis for memory
formation (Bliss & Lømo 1973). The relationship between
the brain states and the enhancement of synaptic modifia-
bility (LTP) can also be established by computational meth-
ods.

The functional view of the hippocampus related to navi-
gation and memory phenomena should and could be uni-
fied with the structural approach by using dynamic compu-
tational models.

P7.2. Anatomical organization

P7.2.1. Global organization. The hippocampal formation
is a cortical structure located in the temporal lobe. It is
called archicortex for its evolutionary precedence over neo-
cortex, and is relatively simple compared to neocortical
structures. It has an elongated C-shaped form, and looks
like a tube oriented perpendicular to the corpus callosum.
Structurally the hippocampus is the simplest form of cor-
tex, but this simplicity is in stark contrast to its role in pro-
cessing information from the external world through the
sensory systems, and from the “internal world” conveyed by
subcortical inputs. Whereas, for example, primary visual
cortex is specialized for processing a single modality, the
hippocampus is functionally one of the most complex
supramodal association areas, with many routes to many
cortical areas. Polymodal association areas converge di-
rectly or indirectly on the entorhinal cortex which in turn
forms the principal source of afferents to hippocampus.
The hippocampus receives refined information from virtu-
ally all sensory modalities, both exteroceptive and intero-
ceptive, via entorhinal cortex, and is thought to prepare in-
formation for long-term storage elsewhere in the cortex

with the return projections from hippocampus possibly
providing cells in polymodal cortex with a “condensed
sketch” of the overall context in which their unimodal input
occurred.

P7.2.2. Cell types. The principal cells of the dentate gyrus,
the granule cells, generally do not have basal dendrites, but
only have spiny apical dendrites. Their axons form the
mossy fibers, which pass through the hilus (the area con-
tained within the C formed by DG) before terminating on
the dendrites of the CA3 pyramidal cells. The granule cell
axons are considered to form excitatory synapses; the most
likely neurotransmitter is glutamate. The hilus itself con-
tains “polymorphic” cells, that is, cells of varied morphol-
ogy. The principal cells of the hippocampus proper, the
pyramidal cells, have thick apical dendrites extending
through the stratum radiatum up to the stratum lacunosum-
moleculare, and shorter and thinner basal dendrites which
arborize in the stratum oriens. The thick, myelinated main
axons of the CA3 pyramidal cells arising from the soma and
terminating in the stratum radiatum and oriens of the CA1
region are the Schaffer collaterals. Furthermore, CA3 pyra-
midal cells have recurrent collaterals terminating in the
CA3 region itself. Axons of the CA1 pyramidal cells are thin,
and provide part of the hippocampal output, projecting
mostly to the subiculum, and sometimes straight to the 
entorhinal cortex. Both CA3 and CA1 pyramidal cells also
have collaterals that descend to the septal area via the 
fimbria. For most pyramidal neurons, glutamate is the 
(excitatory) neurotransmitter, which binds to (at least) 
three different receptor subtypes, metabotropic, AMPA,
and NMDA. Recently metabotropic excitatory amino acid
receptors have also been taken into account. Data for the
differential distribution of three types of glutamate recep-
tor have been reviewed by Somogyi et al. (1998). Hip-
pocampal “nonpyramidal” interneurons exhibiting local in-
hibitory effects have a decisive role in controlling electrical
activity. Freund and Buzsáki (1996) reviewed the anatomi-
cal, neurochemical and pharmacological, cellular and sys-
tem physiological data and showed the diversity of in-
terneurons. Certain types of local interneurons control the
activity of the principal cells, while others may form a net-
work, and collectively exert the inhibitory effect. Inter-
neuronal networks may exhibit network oscillations with 
different frequencies, and they control the synchronized
operation of the principal cells and the formation of plas-
ticity.

P7.2.3. Circuitry. According to the today classical scenario
(Andersen et al. 1971) there is a unidirectional cortico-
hippocampo-cortical loop formed by the excitatory path-
ways. The perforant path originates in the entorhinal cor-
tex and terminates in the granule cells of the dentate gyrus.
The axons of the granule cells, the mossy fibers, project to
the proximal part of the CA3 pyramidal cell dendrites.
There is an extensive axonal arborization within the CA3
region. The axon collaterals of the CA3 pyramidal cells, the
Schaffer collaterals, innervate the dendrites of the CA1
pyramidal cells, which further project to the subiculum
and then to the entorhinal cortex. The anatomical organi-
zation is far more complex, having several other projec-
tions. The entorhinal cortex also innervates a subfield of
the CA3 and CA1 regions. The local inhibitory cells can re-
ceive innervations from the principal cells of the same
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(feedback) or afferent (feedforward) subfield. They can be
innervated also by extrahippocampal afferents as well
(Freund & Antal 1988; Freund et al. 1990; Gulyás et al.
1990). As we cited earlier (Somogyi et al. 1998), the basic
principle of the organization of hippocampal circuitry
seems to be known, even though many specific details are
under clarification.

P7.2.4. Afferents and efferents. It is well established that
the major input (the perforant path) to the hippocampus
arises from layer II of entorhinal cortex (ENT). The ENT
itself is considered as a relay for information coming from
multimodal association areas in the temporal, prefrontal,
cingulate, and insular regions. It seems likely that olfactory
information is relayed through the lateral entorhinal cortex,
while the medial entorhinal cortex conveys visual informa-
tion. The former terminates in the outer third of the mo-
lecular layer, the postsynaptic targets being the distal den-
dritic field of the granule cells. The latter terminates on the
middle third of the molecular layer. For a newer review of
the morphological features of the entorhinal-hippocampal
connections see Turner et al. (1998). Besides cortical (and
commissural) connections, different subcortical structures
are identified as hippocampal afferents and efferents. Sub-
cortical inputs, in general, may strongly modify the hip-
pocampal activity patterns. After having a model of the 
cortico-hippocampo-cortical loop, the specific effects of
different inputs can be studied.

Another type of fiber is found to be GABAergic and to
exclusively innervate inhibitory interneurons of the hip-
pocampus proper (Freund & Antal 1988; Gulyás et al.
1990). Since the interneurons contain mostly GABA, as
transmitter substance, the GABA-GABAergic interaction
implements the phenomenon called disinhibition. Though
the number of fibers producing disinhibition is relatively
low, their modifying effects are still strong. The quantitative
details are not known, and extensive simulation experi-
ments are necessary to discover them.

The raphé nuclei of the midbrain area innervate the 
hippocampus. The main neurotransmitter of the raphé-
hippocampal projections is serotonin. Specifically, the me-
dian raphé projections selectively innervate a subclass of in-
terneurons in the CA regions (Freund et al. 1990), namely
those containing calbindin, but not exclusively (Acsády et
al. 1993).

One important output field of the hippocampus is the
subiculum; other projections exist to the presubiculum, 
parasubiculum, and the entorhinal cortex. The subicular
efferents to the deep layers of the entorhinal cortex close 
the multisynaptic entorhinal cortex-hippocampus-entorhinal
cortex loop. Subiculum also generates a massive projection
that travels in the fornix to the anterior thalamic nuclei and
the mammillary bodies lying at the posterior edge of the 
hypothalamus. Deep layers of ENT are innervated by the
hippocampus and project to neocortex, especially to zones
neighboring ENT and to the medial frontal areas.

P7.3. Global brain states and behavioral states

P7.3.1. Electrical activity patterns. Global brain states, in
both normal and pathological situations, may be associated
with spontaneous activities of large populations of neurons.
Experimentally, these activities may be detected by record-
ing both from large neural assemblies (as in the EEG) or

from a single neuron of the cell population. Generally, be-
havioral correlates can be defined for electrophysiologically
global brain states.

Two main and normally occurring global hippocampal
states are known: the rhythmic slow activity called the theta
rhythm, and the irregular sharp waves (SPW) (Buzsáki
1989). A pathological brain state associated with epileptic
seizures, an epileptiform pattern, is also characteristic of
the hippocampus. More precisely, a set of different types of
collective neural behaviors are qualified as “seizures.” Both
normal brain states and epileptic states are related to some
(not clearly defined) synchronous activity. While a certain
degree of synchronization is characteristic of normal rhyth-
mic activity, highly synchronized cellular activity is more
characteristic of clinical disorders. Other oscillations, such
as a fast (40–100 Hz) gamma oscillation found mostly in the
hilus and transient high-frequency (200 Hz) oscillation in
the CA1 region, have also been reported.

P7.3.2. Theta rhythms. The theta rhythm is a population
oscillation with large (~1 mV) amplitude and with 4–12 Hz
frequency. Originally, the theta rhythm was found to occur
whenever the animal engages in such behaviors as walking,
exploration, or sensory scanning, as well as in REM sleep.
O’Keefe and Nadel (1978) suggested that displacement
movements – but not stationary voluntary movements (e.g.,
bar pressing at low speeds) – in the rat, coincide with theta;
moreover, the frequency of theta has been found to corre-
late with speed of movement (O’Keefe & Recce 1993). It
can also be phase-locked to sensory stimuli. Buzsáki et al.
(1994) speculated on the double functional role of hip-
pocampal theta rhythm. First, a large-scale oscillation in the
entorhinal-hippocampal network induced by the septum is
maintained by phase locking. Second, because the majority
of the pyramidal cells are silent during theta and their mem-
brane voltage is kept close to but below the threshold, rel-
atively few excitatory synapses are sufficient to discharge
them. In addition, theta is involved in LTP generation.

P7.3.3. Sharp waves. Sharp waves (SPWs) have a very
large amplitude (up to 3.5 mV), their duration is 40–120
msec, and their frequency can be between 0.2 and 5 Hz.
Though maximal SPW frequencies do overlap theta fre-
quencies, theta waves are much more regular than SPWs.
SPWs also have behavioral correlates: they occur during
awake immobility, drinking, eating, face washing, groom-
ing, and slow wave sleep. During SPWs, pyramidal and in-
hibitory cells fire with increased frequency. Furthermore,
there is a partial synchronous cellular activity of both pyra-
midal and inhibitory neurons. The degree of synchrony is,
however, under the threshold for induction of epileptic
seizure.

P7.3.4. Synchronization. While theta rhythms depend on
septal input, SPWs are formed by internal processes. One
important precondition for SPW generation is the occur-
rence of a population burst in a small set of CA3 pyramidal
cells. Their synchronization is mediated by excitatory
synaptic connections.

Epileptic activity occurs in a population of neurons when
the membrane potentials of the neurons are “abnormally”
synchronized. As we already know, a certain degree of syn-
chrony is necessary for normal theta and SPW behavior, and
the transition between normal and abnormal degrees of
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synchrony is not clear. Rather arbitrarily, activity has been
considered epileptic if more than 25% of the cells fire dur-
ing 100 msec (Traub et al. 1992). In vitro models of epilepsy
(Traub & Miles 1991; 1992; Traub et al. 1987; 1992) offer a
means to study the cellular mechanisms of the different
types of epileptic phenomena by combined physiological
and simulation methods.

Both experiments and theoretical studies suggest the ex-
istence of a general synchronization mechanism in the hip-
pocampal CA3 region. Synaptic inhibition regulates the
spread of firing of pyramidal neurons. Inhibition may be 
reduced by applying drugs to block (mostly) GABAA re-
ceptors. If inhibition falls below a critical level, complete
synchrony occurs. Collective properties of networks of pyr-
amidal cells modulated by inhibition have been studied suc-
cessfully by Traub and Miles (1991).

There are ongoing debates about the origin of cortical
gamma oscillation. Gray and McCormick (1996) suggested
that the source of the gamma frequency “chatter” may be
an intrinsic property of the cell. Very recently Wang (1999)
gave an ionic conductance model of chattering neurons (in
the neocortex), where the propagation of the action poten-
tial from the soma back to the dendrite is a key element of
the rhythm generation. Gamma oscillation, however, may
be the network property of interneurons connected by
GABAA mediated inhibition (Traub et al. 1997; Wang &
Buzsáki 1996; Whittington et al. 1995).

P7.3.5. Modeling rhythmic activity in the CA3 region of
the hippocampus. Structure-based bottom-up modeling
has two extreme alternatives, namely multicompartmental
simulations, and simulation of networks composed of sim-
ple elements. There is an obvious trade-off between these
two modeling strategies. The first method is appropriate to
describe the activity patterns of single cells, small and mod-
erately large networks based on data on detailed morphol-
ogy and kinetics of voltage- and calcium-dependent ion
channels. The second offers a computationally efficient
method for simulating large network of neurons where the
details of single cell properties are neglected.

Traub and Miles (1991) simulate hippocampal (mostly
CA3) population activity by building “bottom-up” models
from data on anatomic connectivities, ionic conductances,
and synaptic properties. In most of their simulations the
aim is to reproduce the results of physiological measure-
ments made on hippocampal slices. Physiological measure-
ments (both intracellular recording from one cell or, mostly,
from a pair of cells, as well as field potential recording from
a localized cell population) and simulations under various
circumstances contribute to discovering the mechanism of
both normal and pathological phenomena (e.g., epilepto-
genesis). Neurons in the Traub-Miles networks are mod-
eled with a Hodgkin-Huxley formulation which has been
modified in numerous ways.

Two types of action potentials can be generated in the
CA3 pyramidal cell: (1) fast, sodium-mediated, localized
mostly to the soma and (2) slow, calcium-mediated, mostly
in the apical dendrite. The role of the potassium channels
is, roughly speaking, repolarization.

The response of CA3 pyramidal cells to injected cur-
rents, namely the intrinsic burst discharges, are reproduced
by the model. The frequency, even the regularity, of the ac-
tion potentials depends on the strength of the applied cur-
rent. A burst consists of a series of fast spikes at intervals of

5–10 msec terminating in one or more slower action po-
tentials. The burst is called intrinsic, since isolated neurons
can produce it. Some characteristic features of the physio-
logical responses that were reproduced were (1) an intrin-
sic burst followed by a long after-hyperpolarization (AHP);
(2) the dependence of bursting on the resting potential; (3)
summation of spike after-depolarization to produce a de-
polarizing envelope; and (4) the ability to prevent full burst
generation by properly timed hyperpolarizing input.

In Organization we offered only a few comments about
population models. The description of a large population of
neurons requires a different methodological approach,
namely, the application of population theories. Just as col-
lective phenomena emerging in physical systems made from
a large number of elementary components (spins, mole-
cules, etc.) are treated by statistical mechanics, so, analo-
gously, have statistical dynamic theories of neural popula-
tions been established (Amari 1974; Ventriglia 1974; 1994;
Wilson & Cowan 1973). These neuronal population theories
used oversimplified single-cell models. One important ex-
ample is the lack of ability to generate burst mode.

In the last couple of years, Érdi’s group has developed a
population theory of bursting (and nonbursting) neurons
(Barna et al. 1998; Érdi et al. 1997; Grôbler et al. 1998) and
applied it to simulating large-scale hippocampal activities.
In this framework (1) the activity (different levels of sub-
threshold membrane potential/refractory state) distribu-
tion of groups of otherwise indistinguishable neurons is
considered, and the subpopulations of neurons communi-
cate via packets of impulses (action potentials) which they
can emit and absorb; (2) neurons and impulses (action po-
tentials) form two distinct populations; (3) the neurons, ex-
citatory and inhibitory, occupy fixed positions in space, and
their state is characterized by probability density functions
over two continuous variables: their membrane potential
and internal calcium concentration; (4) impulses can move
from the point of emission (a neuron) to the point of ab-
sorption (another neuron) either by homogeneous spread-
ing (random connectivity) or along prespecified paths (spe-
cific connectivity), carrying a quantum of excitation or
inhibition (depending on the character of the emitting neu-
ron). The absorption of impulses by a neuron implies: (a)
change of the membrane potential; (b) firing of the neuron
with a probability determined by the value of the mem-
brane potential; and (c) emission of new impulses as a re-
sult of firing.

Distribution functions for the probable number of (exci-
tatory and inhibitory) impulses and neurons, and also for
neurons in refractory state provide a statistical description
of the system. To take into account the actual connectivity
structure of the system, a set of absorption coefficients and
emission coefficients are given. These values define the
strength and efficacy of the excitatory and inhibitory effects
at each point of the neural system. Further parameters in-
corporated into the model give the possibility of taking into
account other specific biological details such as impulse
generation from external sources, spontaneous decay of
subthreshold excitation, refractory period, synaptic delay,
and so on. To evaluate and to visualize the simulation ex-
periments, we use such macroscopic variables as the local
density of impulses, the local mean net excitatory effect,
and the local mean subthreshold excitation. Several normal
epileptic activities, such as the synchronized population
burst and synchronized synaptic potential (the analogue of

Arbib & Érdi: Neural organization

528 BEHAVIORAL AND BRAIN SCIENCES (2000) 23:4

https://doi.org/10.1017/S0140525X00283362 Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X00283362


SPW in slices) and the propagation of the stimulus, have
been simulated and the behavior of an “averaged” single
neuron was also shown.

P7.4. Brain states and long-term potentiation

Long-term potentiation (LTP) was first discovered in the
hippocampus and is very prominent there. LTP is an in-
crease in synaptic strength that can be rapidly induced by
brief periods of synaptic stimulation and which has been re-
ported to last for hours in vitro, and for days and weeks in
vivo. This time-course may be insufficient to sustain long-
term memory, but there appear to be multiple LTP mech-
anisms, and one dependent on protein synthesis might
serve long-term memory: inhibition of protein synthesis
disrupts the maintenance of LTP, but leaves the induction
of LTP relatively or totally intact. It is possible to relate
properties and mechanisms of long-term synaptic plasticity
in the mammalian brain to learning and memory.

There is now evidence for both homosynaptic and het-
erosynaptic LTP in area CA1 of the hippocampus, and an
associative form of LTP has been reported in hippocampal
CA1 and dentate gyrus. Hebbian synaptic modification de-
pends on the co-occurrence of pre- and postsynaptic activ-
ity, and this effect was found in the form of LTP occurring
in the Schaffer collateral/commissural synaptic input to the
pyramidal neurons of hippocampal CA1 (Bliss & Colling-
ridge 1993).

Buzsáki et al. (1994, p. 168) argue that sequential poten-
tiation mechanisms

ensure that discharge of a given set of entorhinal neurons dur-
ing subsequent visits to the same part of [a] maze (recall) will
reactivate the same subsets of neurons in CA3 and CA1. The
hierarchy of neuronal firing during the SPW-associated bursts,
therefore, is precisely determined by the recent past of the
neural network. The rules of burst initiation and reconvergent
excitation, subserved by the anatomical-physiological organiza-
tion of the CA3 region, ensure that the synchronized events
during consummatory behaviors and slow wave sleep carry bi-
ologically meaningful information.

P7.5. Hippocampal function, cognitive maps,
human memory

The functional view of the hippocampus – its role in the
cognitive maps underlying navigation and spatial behavior
in rats – should be combined with a dynamic view of synap-
tic plasticity, because Hebbian-like plasticity may enable
hippocampal cells to learn to encode different “places” in a
cognitive map.

P7.5.1. Place cells, navigation. Rats are highly exploratory.
In a new environment, they tend first to explore outward
from some base, then to shift to other bases until they be-
come highly adept at navigating from one place to another,
visiting sites where food has been taken, and returning to
inaccessible hiding places. Rats entering one arm of a T-
maze will tend to choose the other arm on the next expo-
sure (“spontaneous alternation”). A landmark is not merely
a stimulus to be approached for a reward. Rats remember
headings relative to the landmark, and can use the position
of a number of objects to navigate toward, for example, a
food source or hiding place. In the “water maze” (Morris
1984), a rat can use such cues to swim to a platform located
beneath opaque water.

Certain pyramidal cells of the CA1 and CA3 regions fire
when the rat moves to a particular place in the environ-
ment, and these cell are called “place cells.” There are some
suggestions for how learning leads to the appearance of sta-
ble, bounded place fields as a result of exploratory behav-
ior. Jensen and Lisman (1996) and Wallenstein and Has-
selmo (1997) assume that the dominating factor of the
information exploited during learning is consistency in the
sequence of perceived sensory input. It is assumed that 
the important thing is not what the rat actually sees, smells,
or touches, but that a particular input pattern is always fol-
lowed by a (different) particular input pattern. According
to this idea, place cells are sensitive to subsequences in the
whole input stream, which we observe as spatial sensitivity
due to the spatiotemporal continuity of the rat’s movement.
Models based on this temporal correlation in the input
stream can reproduce many important features of place
fields. However, they cannot account for the symmetric
graded firing profile within a place field. Recently, we gave
a learning-rule based model (Érdi et al. 1998; Szatmáry et
al., submitted) to overcome the failure of previous models.

Experiments suggest that rats (1) have associative mem-
ory for complex stimulus configurations, (2) can encode the
spatial effect of their own movements, and (3) are able to
form sequences of actions to go from a starting location to
a goal. In other words they have a cognitive map (Tolman
1932). The hippocampus may function as part of a local nav-
igation system (i.e., the cognitive map).

Several neurobiologically (more or less) realistic models
and algorithms have been suggested to solve the problem
of orientation and navigation based on information ob-
tained from place cell firing (Burgess & O’Keefe 1996;
Burgess et al. 1994; Gerstner & Abbott 1997; Zhang et al.
1998). Burgess et al. (1994) constructed a multilayered net-
work of different functionally defined cells (entorhinal,
place, subicular, head-direction, and goal cells) supple-
mented with layer-specific activity and learning dynamics.
Relevant neurophysiological phenomena (theta rhythm,
phase coding, place fields) are incorporated into the model.

P7.5.2. Affordances, motivation, and the world graph the-
ory. O’Keefe and Nadel (1978) distinguish two paradigms
for navigation, the “locale system” for map-based naviga-
tion and the “taxon (behavioral orientation) system” for
route navigation. Guazzelli et al. (1998) model both the
taxon system and the map-based system, as well as their in-
teraction; and they argue that the map-based system in-
volves the interaction of hippocampus with other systems,
not just the hippocampus alone. They relate taxis (move-
ment toward some goal, as in phototaxis) to the notion of an
affordance (a visual indication of a course of action, Gibson
1966; already presented for grasping in sect. P5.4). Just as
a rat may have basic taxes (plural of taxis) for approaching
food or avoiding a bright light, so does it have a wider reper-
toire of affordances for possible actions associated with im-
mediate sensing of its environment. We propose that affor-
dances are extracted by the rat posterior parietal cortex,
which guides action selection by the premotor cortex and is
also influenced by hypothalamic drive information. The
Taxon-Affordances Model (TAM) for taxon-based determi-
nation of movement direction is based on models of frog de-
tour behavior, plus expectations of future reward imple-
mented using reinforcement learning. The specification of
the direction of movement is refined by current affordances
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and motivational information to yield an appropriate course
of action. The World Graph (WG) theory (Lieblich & Ar-
bib 1982) expanded the idea of a map by developing the hy-
pothesis that cognitive and motivational states interact.
Guazzelli et al. (1998) developed an integrated TAM-WG
model which explains data on the behavior of rats with and
without fornix lesions which disconnect the hippocampus
from other neural systems.

P7.5.3. Memory systems. The role of hippocampal func-
tion in human memory is discussed in Organization by in-
troducing the crucial dichotomies of procedural versus de-
clarative memory and of skill versus episodic learning. The
data suggest that human hippocampus is involved in declar-
ative rather than procedural memory and in episodic rather
than skill learning. It is also likely that hippocampus may
form the memory traces but not store them indefinitely.

There are ongoing debates on the role of the hippocam-
pus in episodic and declarative memories. Varga-Khadem
et al. (1997; Mishkin et al. 1998) came out with the novel
idea that the hippocampus might play a selective role in
episodic memory, while the related cortical structures
might support semantic memory even in the absence of
hippocampal function. While Tulving and Markowitsch
(1998) support the new proposal, Squire and Zola (1998) do
not see sufficient proofs that episodic and semantic mem-
ory are differently affected in amnesia.

Although the hippocampus stores information, it seems
that it also “installs” this processed information elsewhere
in cerebral cortex for long-term availability. Buzsáki
(1989) suggested an informal model of memory formation
in which cortical information is processed by two stages.
First, during the theta brain state, cortical activity weakly
potentiates, via the granule cells, the CA3 pyramidal cells
associated to a labile form of memory trace. This weak po-
tentiation initiates population bursts implying a transition 
from theta to SPW state. Under the SPW state, excitatory
synapses between pyramidal cells both within the CA3 re-
gion and between CA3 and CA1 regions are enhanced.
These enhanced synapses would be the substrate of a
long-lasting memory trace. Since SPW and associated
high-frequency oscillation in the CA1 region yields dis-
charge of neurons of deep layers of entorhinal cortex, it
seems likely that hippocampal output may affect other
neocortical targets, transferring information stored tem-
porarily in the CA3 region to the neocortex for long-term
storage.

This transfer may occur, at least in part, during sleep.
Pavlides and Winson (1989) showed that hippocampal cells
active during a waking period exhibit increased firing rates
in the following sleep period. To investigate this effect in
more detail, Wilson and McNaughton (1994) monitored
the simultaneous activity of 50 to 100 CA1 cells during a
running period (RUN) and during both the prebehavioral
(PRE) and postbehavioral (POST) sleep periods. During
the RUN period, cells with overlapping place fields exhib-
ited highly correlated activity; those with nonoverlapping
fields did not. Indeed, cells that were coactive during the
RUN period showed a far greater correlation than during
the PRE period. Moreover, this correlation was reactivated
during the POST period but declined with a time constant
of approximately 12 minutes. Wilson and McNaughton see
this as support for the hypothesis that hippocampal activity
during sleep exhibits a reactivation of population activity

from the prior waking period. Since CA1 has little direct
connectivity between pyramidal cells, they suggest the cor-
relations arise in CA3 (which has many intrinsic connec-
tions) or entorhinal cortex.

In support of the idea that information is transferred
from hippocampus to neocortex especially during the syn-
chronized bursts (“ripples”) of sharp wave (SPW) activity
(Buzsáki 1989), Wilson and McNaughton (1994) found
during the POST period that correlations during ripples
were significantly greater than the correlations in the peri-
ods between ripples. Chrobak and Buzsáki (1996) have
shown that SPWs and ripples are initiated in CA3 and that
the output layers – but not the input layers – of entorhinal
cortex exhibit neuronal activity correlated with CA1 SPWs.
Wilson and McNaughton thus suggest that the induced cor-
relations during SPWs arise from modifications within the
hippocampus and are propagated to the output layers of en-
torhinal cortex.

P7.5.4. Functional imaging of the human hippocampus.
The last few years have seen a tremendous development in
brain imaging, including that related to the hippocampus
(see, e.g., the recent issue of Hippocampus 9(1), 1999).
Stern and Hasselmo (1999) integrated cellular and fMRI
studies, while Horwitz et al. (1999) showed that there are
only a few large-scale neuronal models relating PET data
to neuronal activity. Much remains to be done. Functional
imaging is certainly underrepresented in Organization.
However, we offer our own work on synthetic PET (Arbib
et al. 1994) and the population models developed in Érdi’s
group (Barna et al. 1998; Grôbler et al. 1998) as two steps
toward a technique to understand the results of brain imag-
ing in terms of detailed neural activity.

P8. Toward a cognitive neuroscience

Our studies of structure, function, and dynamics are lo-
cated in a broad sweep that runs all the way from the motil-
ity of the embryo to the learning of visually guided behav-
ior. In this concluding section we turn from retrospect to
prospect, suggesting ways in which the ideas developed in
Organization may contribute to future work in cognitive
neuroscience. This prospectus embodies a strong philo-
sophical position, namely that mind (at least that aspect of
it known as cognition) can be explained in terms of the
workings of matter (especially that structured as neural sys-
tems). This raises a methodological challenge since the cat-
egories of “mind talk” (function) and “brain talk” (structure)
do not map directly one on to the other. Organization has
provided a framework in which the study of structure and
function may be integrated with dynamics. In doing so, we
have reflected on the immense progress neuroscience has
made in delimiting structure, whether the functional neu-
roanatomy that has, for example, used double labeling tech-
niques to subdivide and chart the terra hitherto incognita
of the primate association cortices, or the studies in neuro-
chemistry and molecular neurobiology that reveal more
and finer structures within the individual neuron. We have
also seen conceptual advances in the study of large net-
works of (somewhat simplified) neurons, ranging from
studies of low-level vision to the statistical mechanics of
self-organization which emphasize the matching of a single
function to a single network. Chapter 3 of Organization
emphasized work at a different level, in which a network of
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functions (schemas and schema assemblages) must be
mapped to a network of neural networks. We now discuss
the implications of this for cognitive neuroscience.

P8.1. Memory, perception, and intelligence

Among the properties that contribute importantly to intel-
ligence are the following:

1. Possession of a modifiable model of the world, with its
attendant adaptability: A system to act intelligently must
not only be able to take properties of its environment into
account, but must be able to update its record of these
properties to take account of new observations and chang-
ing relationships.

2. Flexibility and generality: An intelligent system must
not only use past experience to act adaptively, but must also
be able to apply its past experience to situations that are not
superficially similar to those encountered before. Again,
techniques that have been developed to solve one type of
problem should be recognized as applicable even when a
very different domain of problems is involved.

3. Dynamic planning: An intelligent system should use
its model to plan and evaluate alternative courses of action
before committing itself to one of them. For a symbol-
manipulation system there may be little real distinction be-
tween planning and action, but for a robot or an animal the
distinction is very real and very important: it pays to recog-
nize a precipice in advance and plan to avoid it rather than
recognizing one’s mistake after going over. However, it is
crucial that the plan be dynamic in that it is rapidly and ef-
fectively updatable when new data reveal unexpected ob-
stacles or make sought-for information available.

One important form of working memory is obtained by
holding a particular pattern of firing during a delay task.
Such neurons have been found in the dorsolateral pre-
frontal cortex as well as the hippocampus. What distin-
guishes these two systems? The answer is still far from clear,
but we assert that a full analysis of the procedural/declara-
tive distinction in humans requires a theory of conscious-
ness that distinguishes conscious/declarative from noncon-
scious/procedural access to schemas. In schema-theoretic
terms: the perception of a situation or the carrying out of a
particular action requires the construction of a particular
schema-assemblage (assimilation, in Piaget’s term); to the
extent that the perception or action is problematic, the
schemas may become modified to increase the chance of
success in similar situations in the future (accommodation).
We learn both by storing schema-assemblages (memory of
a specific situation and course of behavior) and by tuning
extant schemas. However, it is too facile to say that the for-
mer corresponds to “fact memory” and the latter to “skill
memory,” because “skill memory” also partakes of some as-
pects of assemblage-formation. Skills are tuned versions of
“programs” constructed from prior schemas, rather than
only the tuning of single previously extant schema. The fact
that a schema may be activated without conscious aware-
ness emphasizes the notion that different neural processes
must be involved in monitoring the use of a schema as dis-
tinct from the use per se of the schema.

The “what”/“how” distinction reviewed in Chapter 8 –
one patient may be able to “declare” the size of an object yet
not be able to preshape the hand appropriately to grasp it;
another patient may exhibit the opposite symptoms – shows

that some schemas are instantiated on paths to conscious
awareness, and others are not. Moreover, some at least of the
“working memory” systems of prefrontal cortex are tightly
coupled to specialized areas of parietal cortex, and are thus
tightly integrated into the procedural “how” system rather
than the conscious/declarative “what” system. So: the loop
of explanation must be closed back from the theory of con-
sciousness. This is consistent with Rozin’s (1976) view that
procedural learning may be phylogenetically old, having de-
veloped as a collection of encapsulated special-purpose abil-
ities of specific neural systems to register cumulative
changes in their functioning. By contrast, the capacity for
declarative learning reaches its full development only with
the elaboration of medial temporal areas in mammals, espe-
cially the hippocampus and related cortical areas. Organi-
zation offers some relevant material in the discussion of Hip-
pocampal Function and Human Memory in section 6.5.

Perception provides access to motor schemas to control
interaction with the object, but this does not necessarily 
entail execution of even one of these motor schemas. Al-
though an animal may perceive many aspects of its envi-
ronment, only a few of these can at any time become pri-
mary loci of interaction. Planning is the process whereby
the system combines an array of relevant knowledge to de-
termine a course of action suited to current goals. In its
fullest subtlety, planning can involve the refinement of
knowledge structures and goal structures, as well as action
per se. Novel inputs (e.g., coming upon an unexpected ob-
stacle) can alter the elaboration of high-level structures into
lower-level tests and actions which in turn call upon the in-
teraction of motor and sensory systems (cf. the notion of dy-
namic planning). We seek to study schemas that are part of
the internal state of the system and can flexibly guide on-
going action in terms of internal goals or drives and exter-
nal circumstances. Note that we do not imply that planning
is a conscious process, but do argue that planning goes be-
yond mere choice. In “choice,” we suggest that a decision
(whether conscious or not) must be made between a few
clearly delimited alternatives. In planning, by contrast, so-
lutions to many, possibly conflicting, subproblems will have
to be constructed to yield a possibly quite novel course of
action. Section 8.6, From Action-oriented perception to
cognition, provides an evolutionary view of how visual per-
ception may evolve into a distributed capability for plan-
ning.

An important gap in most computational analyses of the
mind comes about because few neuroscientists think about
the social nature of being a human (see Brothers 1997 for
an entry point to that small literature which does begin to
link neural activity to social cognition). To be human is not
just to have a sophisticated “computer” in the head called
the brain. It is also to have grown up as a member of soci-
ety, and to have learned the nuances of that society. Neu-
roscientists and cognitive scientists emphasize what can be
measured objectively, such as language where we analyze a
string of symbols, or vision where there are particular pat-
terns to which we can see how people or animals or neu-
rons respond. Arbib’s (1985) In search of the person em-
phasized that much of human experience, or, if you will,
person-reality, of being a member of society, being aware,
and having experience of love, hate, and anguish is normally
not addressed at all within the framework of brain research
or cognitive science. The point was not (yet?) to reduce
these to current brain theory or cognitive science, but
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rather to show how the science and the personal experience
might be thought about in a unified framework in which un-
derstanding of each reality could come to shape that of the
other.

P8.2. Neural-cognitive interaction: Self-organization,
constructivism, downward causation, hermeneutics

Our intention was to write a “neural book” and to show how
brain components are organized to implement “higher
brain functioning.” Still, we cannot avoid a brief mention of
some philosophical issues. John Szentágothai (1993) argued
that the essence of the neural is to be found in its self-
organizing character. If all neural functions, including those
from the simplest elementary reflexes to complex global
functions of the whole organism have at their very basis
spontaneous activities arising – in part at random, in part
constrained by the genome – in individual nerve cells and,
if all neural functions are integrated by self-organization
into various activity patterns, our whole understanding of
neural organization has to undergo rather fundamental
changes. If the reflex paradigm of neural systems is to be
abandoned for the new concept of “self-organization” of
spontaneous (random or other) activity, this would be an
entirely new challenge for “brain-mind philosophy.”

In a recent BBS target article, the idea of construction-
ism (Quartz & Sejnowski 1997) emerged, providing argu-
ments for the necessity of the interaction between cognitive
and neural levels of description. The statement that cogni-
tive level learning influences brain development may be as-
sociated to the argument on the problem of “downward
causation.” Downward causation – that is, the notion that
mental agents can influence neural functioning – was sug-
gested by Sperry (1969). It was not clear, however, how con-
scious processes directly influence physiological mecha-
nisms in Sperry’s scheme. Szentágothai (1984) was more
cautious. He suggested that the nervous system can be con-
sidered as being open to various kinds of information and
that there would be no valid scientific reason to deny the
existence of downward causation (more precisely, a two-
way causal relationship between brain and mind). Indeed,
Érdi (1996) argued that the philosophical tradition of
hermeneutics, that is, the “art of interpretation,” which is a
priori neither monist nor dualist, can be applied to the
brain. Playing with the idea that the “device approach” to
the brain and the philosophical approach can be reconciled,
he concluded that the brain is a physical structure that is
controlled and also controls, learns and teaches, processes
and creates information, recognizes and generates patterns,
and organizes its environment and is organized by it. It is
an “object” of interpretation, but also it is itself an inter-
preter. The brain not only perceives but also creates new re-
ality: it is a hermeneutic device. In The metaphorical brain
2, Arbib (1989) argued that our theories of the brain are
metaphors, while the brain itself represents the world
through schemas, which may themselves be viewed as
metaphors (and see Arbib & Hesse 1986 for the role of
hermeneutics in a schema-based epistemology that links
the individual and the social, especially the notion of two-
way reduction).

P8.3. Language

To end on a more concrete note, we discuss briefly the con-
troversial issue of whether or not the study of language can

be illuminated by approaches to neural organization of the
kind presented in Organization.

Connectionist modelers distinguish two main architec-
tures for their networks. In a layered feedforward network,
the “neurons” are arranged in a series of layers, with the
only connections being from neurons in one layer to neu-
rons in the next layer. Because there are no loops, there is
no possibility of a “reverberating memory,” and thus, after
a suitable propagation delay, each input pattern yields a
unique output pattern. By contrast, a network with loops
acts as a dynamic system: for each fixed input pattern, pat-
terns of activity may move around the network, creating dy-
namic sequences of internal states. In many studies, the be-
havior of such a network is not characterized in terms of
input-output pairs, but rather in terms of settling into a
“steady state” such as a point attractor, a limit cycle (yield-
ing a sustained oscillation), or even a strange attractor (de-
terministic chaos). Networks studied from this point of view
are thus often referred to as attractor networks (cf. Orga-
nization, sect. 4.5.4, Computation with attractors: Scope,
limits and extensions). Studies of lesioned attractor net-
works (e.g., Hinton & Shallice 1991; Plaut & Shallice 1993)
provide further insights into the clinical observations of
neuropsychology. Simulated damage to attractor networks
can qualitatively mimic some of the deficits seen following
human brain damage. In particular, such studies suggest
how there may be an appearance of functional modularity
(i.e., two functions may be differentially impaired by net-
work damage) even when the functions are implemented
by a single network.

Despite its real contributions, such studies make little
progress in explaining the contributions of specific brain 
regions to language capabilities. Recent work on “mirror”
neurons (di Pellegrino et al. 1992) provides promise in this
direction by suggesting a new path for integration between
the study of human language and the study of detailed
neural mechanisms of visuomotor coordination. These mir-
ror neurons are a subset of the grasp-related neurons of the
F5 region of premotor cortex (sect. 8.4.3). They discharge
when the monkey observes meaningful hand movements
made by the experimenter, such as placing or taking away
objects from a table, grasping food from another experi-
menter, or manipulating objects. There is always a link be-
tween the effective observed movement for a mirror neu-
ron and the effective executed movement.

These data suggest that area F5 is endowed with an ob-
servation/execution matching system and led Rizzolatti et
al. (1996b) to seek evidence for an observation/execution
matching system in humans. In a PET study of brain acti-
vation of humans observing hand gestures, they found a
highly significant activation of the posterior part of the left
inferior frontal gyrus – the rostral part of Broca’s area!
While homologies between cortical areas of different
species are always difficult, a good case can be made that
Broca’s area is in part homologous with F5. These data led
Rizzolatti et al. (1996a) to a bold hypothesis: namely that
the functional specialization of human Broca’s area derives
from an ancient mechanism related to production and un-
derstanding of motor acts. To this we would add that this
specialization may correspond to verbs or verb phrases, but
seems separate from the functions of naming and of noun
phrases more generally – concordant with our emphasis
that language, like other functions studied in this volume,
is to be seen more as a distributed function (“cooperative
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computation”) rather than being a “unitary faculty.” Rizzo-
latti et al. argued more specifically that the sophisticated ca-
pacity of action analysis shown by mirror cells is at the ba-
sis of the evolutionary prevalence of the lateral motor
system over the medial (emotion-related) one in becoming
the main communication channel in higher primates and
man. Much work is currently under way (e.g., Rizzolatti &
Arbib 1998) to turn this hypothesis into a rigorous neu-
rolinguistic model subject to coherent testing that inte-
grates monkey neurophysiology and human brain mapping
within a framework offered by the current debate over lan-
guage evolution (Pinker & Bloom 1990; Wilkins & Wake-
field 1995).

The point for our current claim – that Organization pro-
vides powerful tools for Cognitive Neuroscience – is that
we see here an approach to language which does not treat
it in grand isolation in the style of Chomsky (1995 onward),
but instead (without denying the special character of these
higher mental functions) sees language and other cognitive
processes within the framework of neural organization in
general that we have charted with John Szentágothai.
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The organization of Organization: Neuronal
scaffold or cognitive straitjacket?

A. J. Amos & C. D. L. Wynne
Department of Psychology, University of Western Australia, Perth, WA 6009,
Australia. andrews; clive@freud.psy.uwa.edu.au

Abstract: We praise Arbib et al.’s Neural organization for its support of
the integration of different levels of analysis, while noting that it does not
always achieve what it advocates. We extend this approach into an area of
neuropsychological activity in need of the structure offered by Organiza-
tion at the intersection of the conflated fields of executive function and
frontal lobe function.

Traditional views of the relationship of brain to behavior have
fallen into either top-down or bottom-up camps. Top-down theo-
rists (e.g., Staddon 1999) argue that, since a major new discovery
in basic neuroscience may always be just around the corner, the
behavioral theorist is better off explaining behavior in its own
terms and leaving it to the neuroscientists to figure out how these
behavioral laws are implemented in the brain at some future date.
Bottom-up theorists (e.g., Koch & Crick 1994) believe that when
the last piece of the jigsaw of neuronal activity fits into place, the
behavioral and cognitive questions will simply solve themselves.
Top-down theorists take comfort every time accepted wisdom in
neuroscience is overthrown (such as the recent demonstration
that the primate cortex continues to make new nerve cells post-

partum Gould et al. 1999), but are vulnerable every time a useful
model of behavior is built from quasineural components. Bottom-
up theorists are vulnerable to the observation that not all the fea-
tures of neural units are relevant to the behavior of neural net-
works, and that such networks have emergent properties that
could not be predicted from the action of the individual elements.

Neural Organization (henceforth Organization) is a curse on
both these houses. Arbib et al. argue persuasively for a vertically
integrated approach that pursues bottom-up, top-down (as well as
“middle-outwards”) directions of argument simultaneously. In the
long run they must surely be right – the only question is whether
the state of the component sciences is ready yet. At times the gaps
between the levels are still all too evident even in their own work
(e.g., in their discussion of the hippocampus, Ch. 6). This caveat
notwithstanding, we believe that the organization proposed in Or-
ganization is very promising and our remaining comments illus-
trate how useful we have found that structure in conceptualizing
our own research, past and future.

An area of neuropsychological activity greatly in need of the
structure offered by Organization is the intersection of the con-
flated fields of executive function and frontal lobe function. It has
often been assumed that the study of executive function is iso-
morphic with the study of frontal lobe function because many of
the tests used to measure executive function have been poorly per-
formed by patients with frontal lobe lesions (Stuss et al. 1994). Or-
ganization suggests that the levels of structure and function be
specified separately until evidence motivates their integration.
Recent computational work illustrates the utility of this approach.

Levine and Prueitt (1989) and Amos (in press) described puta-
tive mechanisms in normal and impaired frontal lobe function
with computational models of the Wisconsin Card Sorting Task
(WCST). Levine and Prueitt’s (1989) top-down approach speci-
fied the model in terms of functions performed while carrying out
the task, while Amos (in press) based his model on the neuro-
anatomy of the frontal lobe, basal ganglia, and thalamus – a bottom-
up approach.

Levine and Prueitt’s (1989) model simulated normal and frontal
patient performance on the WCST. However, because it was spec-
ified at a functional level, it could not incorporate evidence that
subjects with subcortical damage also perform poorly on the
WCST. The model based on neuroanatomical information rele-
vant to diseases of subcortical structures could accommodate this
data by modifying parameters analogous to dysfunction at the neu-
ronal level (Amos, in press).

Organization provides a structure clearly lacking in both pa-
pers. An appreciation of the importance of integrating different
levels of analysis would have allowed either the Levine and Prueitt
(1989) or the Amos (in press) model to achieve a more complete
and compelling account of function and dysfunction in WCST
performance. It might also allow for the disambiguation of the var-
ious executive functions, and a more systematic mapping of these
functions to diverse brain areas. There exists abundant evidence
to completely specify the WCST at a functional level and to com-
pletely specify possible anatomical substrates of the test. Despite
this, Levine and Prueitt (1989) made claims about the anatomical
substrate of their functionally defined model, and Amos (in press)
made claims about the functional level of his anatomically defined
model, without fully specifying the domains of knowledge within
which they were working. In this they were certainly following the
approach taken by most of the papers published on executive
functions and the cognitive functions of the frontal lobes; because
of this they may simply have repeated the common error of con-
flating two levels of analysis, obscuring the functional and struc-
tural insights that disambiguation might afford.

Thus we contend that the confused state of research into exec-
utive function, and frontal lobe function, could be greatly relieved
by sensitivity to different levels of analysis. Organization provides
a structure that could be used to motivate a principled integration
of multiple levels of neuropsychological data, models, and theo-
ries. The structure both clarifies previous endeavors and identifies
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valuable avenues for future investigation. This would be most use-
ful in the debate on frontal/executive function, but it could be
fruitfully applied to all areas of neuropsychological research.

In summary, it appears to us that Organization both blueprints
a scaffold upon which to erect a stronger understanding of the
brain, and cautions against the premature integration of levels
which can unprofitably constrain scientific endeavor.

From reductionism to reductionism

Fred L. Bookstein
Center for Human Growth and Development, University of Michigan, 
Ann Arbor, MI 48109. fred@brainmap.med.umich.edu

Abstract: Neural organization attempts to thwart, at least in part, mod-
ern neuroscientists’ tendency to focus reductionistically on ever smaller
microsystems. But although emphasizing higher levels of systems organi-
zation, the authors end up enforcing reductionisms of their own, princi-
pally the reduction of their domain to the study of invariable normal func-
tioning, without explicit modeling of the deviations that constitute disease
states or aging. This reductionism seriously weakens the authors’ claims
about the truth of their quantitative models.

Like any other conscientious systems scientists, Arbib et al. are
concerned about reductionism. They write on page ix:

A “good” model is responsive to available data; an “interesting” set of
data will test hypotheses that are theory laden. . . . Much of modern
neuroscience seems to us excessively reductionist, focusing on the study
of ever smaller microsystems to the exclusion of an appreciation of their
contribution to the behaving organism. We do not reject the data gained
in this way but are concerned with restoring some equilibrium between
systems neuroscience, cellular neuroscience, and molecular neuro-
science.

Now it is entirely appropriate to wish “equilibrium” restored,
but that is not the only pertinent reductionism bedeviling this do-
main. After all, the neurosciences arose in neurology, and appli-
cations there still supply their primary fiscal apologia. Then in
eschewing any concern for disease states, the authors are inad-
vertently no less reductionist than the level-specific approaches
they would supersede. The reader finds no explanations of disease
states that follow from predictable behaviors of the models devel-
oped here, even though such consequences are hinted at. For in-
stance (p. 309), in Parkinson’s disease, “output from GPi may in-
crease from 80 Hz to 100 Hz, and this may account for the
hypokinesia.” But the text does not supply any argument pertinent
to this “account.” The few other diseases mentioned at all are
treated just as curtly: the claimed “accounts” are neither argued
nor figured.

Thus the authors’ rejection of reductionism appears somewhat
inconsistent. Inasmuch as their work remains overwhelmingly
normative, concerned with “healthy” or otherwise typical behav-
iors of the networks they study, the principal variation that is stud-
ied can only be variation over (normal) developmental time. The
discussion of the visual cortex in section 8.2, for instance, which
links “two quite different themes of the book: modular architec-
tonics and the dynamics of development” (p. 222), does not in-
clude any sort of natural variability in its subject matter. While the
explicit modeling includes both environmental noise and an ex-
perimentally induced disease state (monocular vision), neverthe-
less I cannot find any match between quantifications of the simu-
lation and quantifications of the claimed system being simulated.
There results a novel reductionism all its own, from the actual
neurohistologic or neuroelectrical data to the meager qualitative
summaries (textures, catastrophes) that seem to match equally
meager qualitative reports of the behavior of their models.

Thus a book that begins with a clarion call to avoid reduction-
ism displays its own reductions nearly as troubling as those it takes
pains to circumvent. There is the reduction of the subject matter

to normative (healthy) behaviors, and the more admirable of those
behaviors at that – nothing here about rage, lust, or the halluci-
nations of schizophrenia – yet there is also the reduction of both
model behavior and data analysis to the most superficial qualita-
tive descriptions. For a book that claims to be concerned with “the
behaving organism,” this disregard of quantitative aspects of that
behavior, as well as quantitative aspects of the fit between the au-
thors’ models and that behavior, is unfortunate. In effect the book
asks only, “How are nervous systems possible?” without inquiring
further as to differences among the different nervous systems that
are all evidently equally possible: the nervous systems that fill our
psychiatric wards right alongside our neuroscience laboratory
chairs.

This may be a collective decision on the part of a community of
the like-minded, what Ludwik Fleck called Denkkollektiv (Fleck
1979). But if a good model is “responsive to available data” and in-
teresting data test “hypotheses that are theory-laden” (p. ix), it is
no less important that the data match the model than that the hy-
pothesis be “theory-laden”; and such theories ought to deal with a
continuum of behaviors, not just one. I hope that the authors’ re-
ductionism in this sense can be overturned via a determined bal-
ancing of the study of normal processes and normal development
with the equally important study of the abnormal. It is the latter
study, after all, that pays the bills.

Encyclopedia of computational neuroscience:
The end of the 
second millennium

Roman Borisyuk
Centre for Neural and Adaptive Systems, School of Computing, University of
Plymouth, Plymouth, PL4 8AA, United Kingdom. borisyuk@soc.plym.ac.uk
www.tech.plym.ac.uk/soc/research/neural

Abstract: Arbib et al. describe mathematical and computational models
in neuroscience as well as neuroanatomy and neurophysiology of several
important brain structures. This is a useful guide to mathematical and
computational modelling of the structure and function of nervous system.
The book highlights the need to develop a theory of brain functioning, and
it offers some useful approaches and concepts.

Arbib, Érdi & Szentágothai unite under the same cover a brilliant
and nicely illustrated introduction into neuroanatomy/neuro-
physiology and an encyclopedia of mathematical/computational
models in neuroscience. The book contains two parts; Part I gives
three overviews: structural, functional, and dynamical and Part II
describes the interacting systems in the brain: olfactory, hippo-
campus, thalamus, cerebral cortex, cerebellum, and basal ganglia.

Consideration of neural organisation in the book is based on the
triad of structure, function, and dynamics and the authors con-
sider each of these subjects separately in detail. There is an im-
portant philosophical question about the relationships among
structure, function, and dynamics in this triad. In the 1970s, my
supervisor, Professor Albert Molchanov, said that a biological
“function” is the result of the kinetic/dynamical development/re-
alisation of “structure” and that today’s structure is a consequence/
fixation of yesterday’s kinetics (Molchanov 1967).1 These relations
might be realised on different hierarchical levels. Figure 1 gives a
graphical representation of the relations in the triad.

A functional overview presents mostly the schema theory, which
is rooted in Immanuel Kant’s philosophy and was further devel-
oped in Jean Piaget’s work. From a modern point of view, schema
theory is a “language” to describe different mental functions.
Computational and mathematical models of neural networks are
particular examples of schemas for realising some particular func-
tion. For example, the authors consider in detail the schemas for
reaching and grasping, which are based on a cybernetic model
with a feedback loop. It is interesting to note that in the 1970s the
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outstanding Russian physiologist academician Petr Anokhin de-
veloped the theory of “funcitonal systems.” That theory is still the
basis for many neurophysiological studies (Sudakov 1997). How-
ever, it is not reflected in the book at all.

In “A Dynamical Overview,” the methodology of neural net-
work models is considered. The authors define deterministic
models and consider attractors of dynamical systems: equilibrium
point, limit cycle, and strange attractors. In principle, one more
attractor type exists in phase space: a torus, which corresponds to
quasiperiodic (envelope) oscillations. Computational models with
multifrequency dynamics look very promising for modelling of in-
formation processing in brain structures (e.g., in Borisyuk et al.
[1999] the feature binding problem is described using multifre-
quency oscillations).

Different models of a single neuron, neural population, and
neural networks are considered as appropriate building blocks/
modules for designing particular computational models of brain
structure or function. Several types of connection architectures
between modules corresponding to different anatomical struc-
tures are studied. Note that the authors do not mention an im-
portant type of connection architecture, the “neural network with
a central element” (Kazanovich & Borisyuk 1999). However, for
the description of the anatomy of different brain structures in the
book, it follows that the neural network with a central element is
a very common architecture for connections between brain struc-
tures.

A significant part of the dynamical review chapter is devoted to
chaotic behaviour in neural systems. Neural models with chaotic
dynamics, models with control of chaotic behaviour, and methods
for analysing chaotic neuronal activity (e.g., EEG activity) are pre-
sented with many details. Nevertheless, the key question about
the functional role of chaotic dynamics in information processing
in the brain is left open. The authors discuss the broad spectrum
of opinions existing in the literature from the optimism of Free-
man to the doubts of Glass. Probably the truth is, as usual, in the
middle: chaotic dynamics arises naturally as a possible mode of
brain activity. Moreover, chaotic activity in the brain might be syn-
chronised or partially synchronised, and this is a possible basis for
information processing.

The authors study brain dynamics at many hierarchical levels
and discuss some principles of neural organisation as a necessary
component in future brain theory: (1) The principle of modular
architectonics (nervous system is composed of building blocks)
and (2) the principle of topographical ordinal representation of
sensory information in primary sensory cortices and a number of
other structures (it is not clear how this principle could be used
for auditory or olfactory sensory information). The authors also
discuss some other principles of brain information processing in-
directly and without a clear formulation: the principle of synchro-
nisation of neural activity; the principal of spatiotemporal infor-
mation encoding; the principle of flexibility of neural circuits (the
same neural elements participate in the implementation of differ-
ent functions); and so forth. Further progress in this direction

seems to be extremely important because the list of principles is
likely to be a foundation for the future development of theoreti-
cal ideas about brain functioning.

The book has several limitations, such as some misprints and in-
sufficiently careful organisation and systematisation of material.
Nevertheless, these limitations do not diminish the contribution
the book has made.

It is likely that the book’s publication process was too long and
took more than three years. The majority of referenced papers
were published before 1996. Computational neuroscience is a
very rapidly developing field, and during the last three to four
years a huge number of interesting and important papers have
been published. We can say that the main results and achieve-
ments in brain modelling in the last millennium are summarised
in the book. Now is the right time to write a new book, which will
provide the concepts and ideas for the further development of
computational neuroscience in the third millennium. The present
book highlights the need to develop a theory of brain functioning
and offers some useful approaches and concepts.

NOTE
1. At that time, scientists in the USSR understood the role of oscilla-

tions in biological and chemical systems and studied the relations between
“structure” and “function.”

Neuroanatomy and function 
in two visual systems

Bruce Bridgeman
Department of Psychology, University of California at Santa Cruz, Santa
Cruz, CA 95060. bruceb@cats.ucsc.edu
zzyx.ucsc.edu/Psych/Faculty/bridgeman.html

Abstract: Neuroanatomy and neurophysiology are insufficient to specify
function. Modeling is essential to elucidate function, but psychophysics is
also required. An example is the cognitive and sensorimotor branches of
the visual system: anatomy shows direct cross talk between the branches.
Psychophysics in normal humans shows links from cognitive to sensori-
motor, but the reverse link is excluded by visual illusions affecting the cog-
nitive system but not the sensorimotor system.

For those interested in the physiological mechanisms of human
behavior and experience, the findings of neuroanatomy and to
some extent neurophysiology have always provided more promis-
sory notes than explications. We can juxtapose detailed descrip-
tions of cytoarchitecture and neural connectivity with analyses of
function, but the links remain tenuous. The neuroanatomical
analyses can tell us where to look for a particular mechanism, and
neurophysiology can tell us when the critical information is being
processed, but current techniques leave the “how” of the process
tantalizingly elusive. Arbib, Érdi, and Szentágothai have come as
close as anyone can to making the two fields relevant to function.

The key intermediate step is modeling, testing algorithms for
functionality on one side and consistency with anatomy and phys-
iology on the other. It is the models that tell us whether we un-
derstand a process and where the uncertainties remain. Arbib et
al.’s style of modeling is to begin with the anatomy and physiology,
make a few reasonable assumptions, and attempt to account for a
restricted range of functions.

Modeling, however, can be an empty exercise in the wrong con-
texts. Since Turing (1936) we have known that an astonishingly
simple bit of hardware, the Turing machine, can compute any
function that is computable (given enough time and a long enough
tape), and since McCulloch and Pitts (1943) we have known that
a Turing machine can be fashioned from simplified neurons. Af-
ter that, it is only an exercise to construct a model of made-up neu-
rons to do any given job. Indeed, the mathematics shows us that
an indefinite number of different models can be designed to sim-
ulate any given data set. The key to productive modeling, then, lies
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not in simulating the data but in the additional assumptions and
restrictions encountered along the way. This is where Arbib et al.’s
work is especially productive and stimulating.

I will discuss one example, however, of where the anatomy and
physiology lead us astray, showing that there is no substitute for
teasing apart systems psychophysically as well physically. The is-
sue arises in Chapter 8, on the cerebral cortex. Here it is particu-
larly difficult to relate structure and function: all cortical areas look
similar, regardless of their functions. This is a strength of brain de-
sign, for cytoarchitecture does not have to start anew for each new
function, but it makes homeomorphic modeling difficult.

The issue arises in the recent discovery that vision can be di-
vided into two broad functions, a “what” or cognitive system that
handles pattern recognition and visual experience, and a “how” or
sensorimotor system that controls visually guided behavior. The
two systems share a common input and early-vision stage, at least
up to the primary visual cortex. In broad anatomical outline the
“what” system consists of a series of cortical areas extending into
the temporal cortex, culminating in the inferotemporal (IT) cor-
tex. The “how” system passes visual information dorsally and an-
teriorly, culminating in several parietal areas concerned with mo-
tor control. The details of the anatomy are not laid out as
conveniently as this summary implies, for the anatomy gets a bit
tangled in extrastriate areas; these are only broad generalizations.

The importance of this distinciton is that it takes what seems to
be a unitary capacity, the sense of vision, and divides it up into at
least two quasi-independent modules. Neurological patients with
damage to only one system will be able to manipulate objects but
not recognize them, or vice versa, depending upon which system
is damaged (Milner & Goodale 1995). The double dissociation es-
tablishes the existence of two separate uses of visual information
but does not reveal how the systems work in intact humans. Using
visual illusions, my laboratory has demonstrated independent rep-
resentations of visual space in the two systems (Bridgeman et al.
1997; Bridgeman 1999). The observer is aware only of the spatial
values in the cognitive system (Castiello et al. 1991). Our dissoci-
ations are based on an induced Roelofs effect, a tendency to per-
ceive a target’s position as deviated in the direction opposite the
offset of an asymmetrically positioned background frame. Open-
loop pointing to the same target, however, is unaffected by back-
ground position. In these experiments an observer sees a target in
one of several possible positions, and a frame either centered be-
fore the observer or deviated left or right. Verbal judgments of the
target position are altered by the background frame’s position. An
immediate jab at the target never misses, however, regardless of
the frame’s position. The cognitive system is misinformed about
the target’s position, but the sensorimotor system is not.

In some conditions the two systems must communicate with
one another. For example, motor activities are normally initiated
when the cognitive system tells the sensorimotor system what to
do. It might grasp one of several available objects, poke a particu-
lar target, and so on. Using the lack of a Roelofs effect as an indi-
cator of the use of information in the sensorimotor system, we
have found that a symbolic message about which of two targets to
jab can be communicated from the cognitive to the sensorimotor
system without communicating the cognitive system’s spatial bias
as well. Thus cognitive-to-sensorimotor communication can be
observed between the two representations.

Arbib et al., however, assert on the basis of neuroanatomy that
the two systems engage in direct cross talk (p. 244). They cite ex-
tensive anatomical and neurophysiological evidence. If the senso-
rimotor system were able to pass spatial values to the cognitive
system, however, humans would experience neither the Roelofs
effect nor induced motion, for the sensorimotor system’s spatial
representation is not affected by these illusions. We still have a
long way to go before neurophysiology and neuroanatomy can re-
liably specify cognitive processes.

Cognitive incrementalism:
The big issue

Andy Clark
Philosophy/Neuroscience/Psychology (PNP) Program, Washington
University in St. Louis, St. Louis, MO 63130. andy@twinearth.wustl.edu

Abstract: Neural organization raises, in an especially clear way, a major
problem confronting contemporary cognitive science. The problem (the
“big issue” of my title) is: What is the relation between the strategies used
to solve basic problems of perception and action and those used to solve
more abstract or “cognitive” problems? Is there a smooth, incremental
route from what Arbib et al. call “instinctual schemas” to higher-level kinds
of cognitive prowess? I argue that, despite some suggestive comments, Ar-
bib et al. do not resolve this issue.

A major feature of Neural organization is, as its subtitle suggests,
the delicate and principled attempt to interweave structural, func-
tional, and dynamical themes. Getting this interweaving right is, I
am inclined to believe, the single greatest challenge facing con-
temporary cognitive science. One reason it is so important is that
(or so I shall argue) getting this balance right may be the key to
solving an increasingly pressing problem, that is (and this is the
“big issue” of my title), What is the relation between the strategies
used to solve basic problems of perception and action and those
used to solve more abstract or “cognitive” problems (problems of
long-range planning, deductive reasoning, and thought about the
distal, the absent, the abstract, the nonexistent, etc.)? I shall first
comment on the general problem, then on a suggestion made by
Arbib et al.

The general problem is that much of the recent literature on
“embodied cognition” often seems committed to a rather dubious
notion that I’ll call cognitive incrementalism. This is the idea that
you get full-blown, human cognition by gradually adding bells and
whistles to basic (embodied, embedded) strategies of relating to
(adaptively coupling with) the present-at-hand. It is just such a
principle of continuity that prompts Thelen and Smith, for exam-
ple, to comment that there is in principle no difference between
the processes engendering walking, reaching, and looking for hid-
den objects and those resulting in mathematics and poetry; cog-
nition is seamless and dynamic (Thelen & Smith 1994, p. xxiii).
Much depends, of course, on what is meant by the phrase “no dif-
ference between.” In many interesting instances we can discern
both a kind of (often structural) continuity alongside some quite
radical functional discontinuity. As a result, some cognitive func-
tions may depend not on the tweaking of basic sensorimotor pro-
cessing, but on the development of relatively (functionally) inde-
pendent and (functionally) novel kinds of neural processes.

A case in point is the two visual systems hypothesis of Milner
and Goodale (1995) treated in Chapter 8 of Arbib et al. Milner and
Goodale’s claim, very (very!) briefly is that on-line visuomotor ac-
tion is guided by neural resources that are quite fundamentally
distinct from those used to support conscious visual experience,
off-line visual reasoning, and visually based categorization and
verbal report. The latter complex of activities depends, it is ar-
gued, upon a ventral processing stream and the former, upon a
largely independent dorsal stream. Milner and Goodale’s (admit-
tedly quite contentious) explanation thus invokes a radical disso-
ciation of codings-for-on-line action and for off-line reason and
imagination. Here, then, is one concrete case in which we seem to
confront not a simple incremental process in which off-line rea-
son exploits the very same basic mechanisms as on-line action
guidance, but something more dramatic and different: a case, per-
haps, where nature adds functionality by developing whole new
ways of processing and exploiting sensory input.

Interesting to note, however, Arbib et al. opt for a somewhat dif-
ferent story: one designed to do justice to a kind of continuity
while attempting to come to grips with what is special and dis-
tinctive about advanced human reason. The story has two main
components:

The first is the “schema theory” developed in Arbib (1992) and
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elsewhere. Schema theory seeks to characterize the functional (in-
deed, often representational) role of mental (ultimately neural)
resources. But unlike (some) classical approaches, schema theory
does not require that there exist inner, static, textlike symbol struc-
tures ready to be operated upon by a single kind of “central pro-
cessing.” Instead, a schema is tied to the execution of a type of task
in an environment and incorporates both knowledge and proce-
dures for applying the knowledge. It is not invoked by top-down
control but by a process of cooperative computation, and is thus
designed to function as part of a larger distributed network of such
functional elements. Much of Neural organization concerns itself
with basic schemas used for perceptual and motor tasks. Note that
a schema, thus understood, is a functional unit and may be
anatomically distributed throughout different structural brain re-
gions.

But the big issue rapidly looms. How can schema theory, which
seems so well-suited to understanding basic, often preprogrammed
behaviors (e.g., the famous work on frog visuomotor coordination
and more generally on what Arbib et al. call “instinctive schemas”),
deal with the higher reaches of human thought and reason? The
second part of the Arbib et al. story offers a sketch of a mecha-
nism. The idea is that instinctive (basic, special-purpose, percep-
tuo-motor) schemas are joined by somewhat more abstract
(learned) schemas and that these two types of resources then in-
teract in flexible ways to support intelligent human behavior. It is
in the interaction that much of the real work, it seems, gets done.
Thus, commenting on Milner and Goodale’s proposal with its
quite severe dissociation of vision-for-thought and vision-for-ac-
tion, Arbib et al. comment that “it is not enough to dissect more
carefully a variety of specialized subsystems. In general, the vari-
ous aspects of our visual recognition of, and motor interaction
with, an object are joined seamlessly” (p. 244). Drawing on Jean-
nerod (1994), it is suggested (and see Clark 1999 for a similar ac-
count) that a rather more complex web of interactions unites the
two streams, and (in Ch. 8) that the effective connectivity patterns
between component schemas may often be dynamic and mal-
leable.

The trick to high-level cognition, if I understand the authors
correctly, lies largely in this kind of seamless joining and dynamic
reconfigurability (accomplished perhaps by neural gating mecha-
nisms and/or various binding and unbinding techniques). Hence,
in section 8.6, with the alluring title of “From action-oriented per-
ception to cognition,” we are told that the instinctive schemas (ba-
sic perceptuo-action routines) provide “a basis for, and are inter-
twined with” (p. 260) rational behavior. The final picture is one in
which a variety of basic (“embodied, action-oriented”) resources
are combined with some more abstract learned schemas and the
whole caboodle orchestrated (not top-down but by cooperative
computation) into temporary ensembles according to the de-
mands of a current task: one that may call, for example, for the fine
interweaving of planning and action, recruiting ventral and dorsal
resources in some complex, task-dependent mixture.

As a broad story about the nature of the continuities and more
important, the discontinuities that make human cognition the flex-
ible tool that it is, this is an appealing model. But it leaves one cru-
cial element unexplained: how does the process of cooperative
computation actually solve the recruitment problem? How are the
RIGHT schemas assembled into the right temporary wholes at
the right times? With the right “coordinated control program”
(p. 250) in place, some very complex problems (see e.g., the VI-
SIONS example in sect. 8.6.1) can be solved. But how do we learn
these control programs and how is that learning neurally imple-
mented? Must the right control program be in place in advance or
can we generate it “on the fly”? Regarding “how the various as-
semblages that exercise . . . restructuring are themselves acquired
and updated through experience,” we are told only that all this “re-
mains to be discovered” (p. 250). The trouble is that as long as that
is so the big issue remains unresolved. For what really counts is
the unknown process by which the right stuff (schemas) gets re-
cruited at the right time so as to meet higher-level demands. But

that is, in essence, a version of the notorious frame problem itself!
The question about cognitive incrementalism then becomes sim-
ply the question whether the fundamental principles that lie be-
hind nature’s solution to the “flexible schema recruitment” version
of the frame problem are functionally continuous with those de-
veloped to subserve embodied, embedded cognition. And since
we don’t know the answer to the recruitment problem yet, we can-
not really say one way or the other. But it looks (and here I must
agree with Fodor 1983) increasingly unlikely.

I don’t wish this to sound too negative. The basic picture that
Arbib et al. paint is one I find deeply attractive (see, e.g., Clark
1997). But I do think that deep questions about cognitive incre-
mentalism remain unresolved, and that the final value of the em-
bodied, action-oriented approach, as an approach to cognition, de-
pends almost entirely on the outcome.

Let me end, however, with a mere speculation. It strikes me as
possible that we shall need two fundamentally distinct frame-
works for understanding cognition. One framework would ex-
plain how, given a set of temporarily recruited resources (given
an effective connectivity pattern), the organism solves a specific
problem. Here, we may well be on familiar ground, able to ex-
ploit computational and representational stories of a moderately
conventional kind (though with distributed encodings, processes
of cooperative computation, partial, action-oriented representa-
tions, etc.). The other framework, still barely imagined, would
deal with the way multiple specialized neural resources exploit
complex feedback and feedforward pathways, and dynamically
modifiable links, so as to create the right instantaneous cognitive
architecture to solve the problem at hand. Comprehending this
latter process requires us to do simultaneous justice to the (gen-
uine) specialization of neural structures and to the complex in-
terdependencies and interactions that create new, temporary
functional wholes from this underlying cloth. It is my suspicion
that this latter process, though arguably at the heart and soul of
higher-level cognition, is itself either not a cognitive process at all,
or else is a cognitive process of some fundamentally different
stripe – one perhaps best investigated using the rather different
resources of some (information-processing-friendly?) version of
dynamical systems theory.

The basic framework sketched by Arbib et al., with its valiant
attempt to balance considerations of anatomical structure, poten-
tially distributed functionality, and complex self-modifying dy-
namics, offers a detailed, valuable, and timely window onto this
kind of new and puzzling territory. But the big issue (here surfac-
ing as the superficially innocent question, how do we acquire,
modify, and appropriately activate coordinated control pro-
grams?) remains unresolved.
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A moveable feast

Peter F. Dominey
Institut des Sciences Cognitives, CNRS UPR 9075, 69675 Bron Cedex,
France. dominey@isc.cnrs.fr www.isc.cnrs.fr

Abstract: Neural organization achieves its stated goal to “show how the-
ory and experiment can supplement each other in an integrated, evolving
account of structure, function, and dynamics” (p. ix), showing in a variety
of contexts – from olfactory processing to spatial navigation, motor learn-
ing and more – how function may be realized in the neural tissue, with ex-
planatory and predictive neural network models providing a cornerstone
in this approach.

In Neural organization, Arbib, Érdi, and Szentágothai undertake
the quite noble but difficult task of weaving into a coherent tissue
a multidimensional characterization of their collective views on
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modern neuroscience. At first sight of the table of contents, the
reader will be quite pleased with the variety of subjects treated,
from nervous system development, dynamics, and chaos to the ol-
factory system, cortex, thalamus, basal ganglia, and more – a true
intellectual feast. But the reader may also wonder how such a
broad range of topics could be treated in a single volume, if not
just as a collection of unrelated chapters.

The final result of the authors’ efforts here, however, has
yielded a volume that will be of significant value in the training of
new and confirmed neuroscientists for two related reasons. First,
many of the chapters stand alone as excellent treatments of topics
of central importance. At the same time, through the “meta chap-
ters” and extensive cross-referencing between chapters, the book
does achieve the difficult task of providing an excellent and unique
view of the connections among these topics, showing in a variety
of contexts, from olfactory processing to spatial navigation and
motor learning, how these functions may be realized in the neural
tissue with explanatory and predictive neural network models pro-
viding a cornerstone in this approach.

In the remainder of this review, I will not repeat the contents of
the book, but rather comment on specific aspects of special note-
worthiness. Thus the first two major parts treats the thematic is-
sues of structure, function, and dynamics. The structure chapter
provides among other things a quite useful perspective on the
adult nervous system by way of embryological development. In
the function chapter, schema theory is introduced as a methodol-
ogy for describing function and allowing the mapping of function
onto neural systems, which can then be tested in corresponding
neural network models. Of particular value here were case stud-
ies demonstrating the utility of the interaction between experi-
mentation and modeling in frog approach versus avoidance be-
havior and in primate reaching and grasping. The chapter on
dynamics provides an excellent treatment of this topic (including
clear introductions to ideas of state spaces, attractors, stability,
chaos, etc.) and its relevance and application to neuroscience. Re-
lating back to ideas developed in the treatment of structure in
Chapter 2, self-organization is addressed within this framework.

While Part I thus introduced the thematic foci, Part II then
treats six of the major neural systems in modern neuroscience, the
olfactory system, hippocampus, thalamus, cerebral cortex, cere-
bellum, and basal ganglia, and then terminates with a synthesis
and prospective for the study of the neuroscience of cognition. At
first glance it might seem rather presumptuous to treat, in single
chapters, topics as vast as the olfactory system or the cerebral cor-
tex! But within the framework established for this book I think that
the authors have done an excellent job in treating these topics
from the perspective of systems neuroscience. That is, they have
looked at the defining neuroarchitectural properties of the system
in question, characterized the functional role of the system and
presented – when possible – neural network models that achieve
the specified function within the identified structural constraints.

Thus a central strength of the book is this systems neuroscience
approach that is applied to a rather overwhelming collection of
brain systems. The importance of this approach should not be un-
derestimated. While it is true that great progress is being made in
more fine-grained approaches to neuroscience, including molec-
ular biology, progress in understanding system-level function can
only proceed by putting these elements together into system-level
models. A second major strength of this book comes from the ef-
fort, already alluded to, of the authors to assure the connectivity
among the interwoven topics. A clear example of this is in the
chapters devoted to thalamus, cortex, and basal ganglia, with ex-
tensive referencing among these chapters.

The obvious criticism that can be levied at this book is that by
treating, in a series of chapters, topics that merit complete vol-
umes themselves, the authors must have been forced to cut some
corners. Indeed, it is clear that a treatment of “the basal ganglia”
in thirty pages cannot be complete. Thus, for example, it would
have been interesting to see how data from the treatment of
Parkinson’s disease by selective lesions and stimulation in the basal

ganglia nuclei can provide important constraints for improved
models of basal ganglia function. To such criticism the authors can
offer two responses. First, while Chapter 10 itself is only thirty
pages long, this is in fact misleading, since the basal ganglia and
their fundamental role in thalamocortical interaction is already il-
lustrated in the chapters on thalamus and particularly cortex. In
other words, the whole is greater than the sum of its parts.

The second response to the criticism that “they tried to do too
much” is related to the stated objective of the book. It does not
pretend to be a complete reference volume on neuroscience –
such animals already exist. Instead, in its stated goal to “show how
theory and experiment can supplement each other in an inte-
grated, evolving account of structure, function, and dynamics”
(p. ix) the book is a clear success. It provides a series of examples
for affirmed and developing neuroscientists of exactly this – the
fruitful interaction between theory and experiment, providing a
guide for the systems neuroscience methodology that will clearly
play an important role in the ongoing challenge of understanding
the brain and its structure, function, and dynamics. What may now
be required is an effort to integrate the pieces (i.e., the models of
cerebellum, basal ganglia and cortex, hippocampus, olfactory sys-
tem, etc.) into a system model, with “macaca computatrix” as the
descendent of “rana computatrix.”

Brahe, looking for Kepler

Shimon Edelman
Department of Psychology, Cornell University, Ithaca, NY 14853-7601.
se37@cornell.edu kybele.psych.cornell.edu/~edelman

Abstract: Arbib, Érdi, and Szentágothai’s book should be a required read-
ing for any serious student of the brain. The scope and the accessibility of
its presentation of the neurobiological data (especially the functional
anatomy of select parts of the central nervous system) more than make up
for the peculiarities of the theoretical stance it adopts.

. . . inkhorns, arrows, loaves, cruses, fetters, axes,
trees, bridges, babes in a bathtub, shells, wallets,
shears, keys, dragons, lilies, buckshot, beards, hogs,
lamps, bellows, beehives, soup-ladles, stars, snakes,
anvils, boxes of vaseline, bells, crutches, forceps,
stags’ horns, watertight boots, hawks, millstones,
eyes on a dish, wax candles, aspergills, unicorns.

– Joyce, Ulysses, p. 325

1. A scrambled mosaic. One bright June day in graduate
school, I asked my advisor to recommend some reading material
for the approaching summer. One of the articles thus recom-
mended left me with an impression sufficiently vivid to prompt to-
tal recall on the slightest provocation (such as groping for an open-
ing line for the present review). The article in question (Gilbert
1983), albeit informative and well-written, evoked a lingering feel-
ing of disappointment, no doubt because its title – “MicroCir-
cuitry of the Visual Cortex” – had initially sounded misleadingly
suggestive to a literal-minded ex-electrical engineer such as my-
self. That article listed all manner of neurons and their distribu-
tion throughout the visual cortex, but, alas, did not quite specify
wiring diagrams.

Satisfyingly, Neural organization does provide some actual
wiring diagrams, and not just for the visual cortex. The anatomy of
other neocortical, archicortical, thalamic, and cerebellar struc-
tures as well as their development and models of their function are
discussed. All this adds up to a grand tableau resembling nothing
as much as a Joycean procession of saints “bearing symbols of their
efficacies,” complete with buckshot, beards, bellows, and beehives
(not to mention eyes on a dish).1

The attempt undertaken by Arbib et al. to introduce some order
into the masses of currently available findings on brain function is
highly commendable. That the result appears less orderly than
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hoped for can be attributed in part to the sheer scale of the en-
terprise. It is tempting to compare the present state of knowledge
in neurobiology (and, on a different level, in cognitive psychology)
to that of pre-Ptolemaic astronomy: there are observations to be
explained, but theories (even wrong ones) are hard to come by.
This analogy, however, is strained: the amount of neurobiological
data to be explained is vaster than anything that Ptolemy (or even
Kepler) had to confront, and the explanation is highly unlikely to
consist of a few equations accompanied by a simple diagram.
The problem of commenting on books such as Neural organiza-
tion is, therefore, this: how to evaluate an attempt to reconstruct
a huge scrambled mosaic, without having a clear idea of what the
big picture is supposed to show, or, for that matter, whether or not
there is a single big picture at all.2

In lieu of speculations concerning the existence and the possi-
ble nature of the big picture, the book offers three threads com-
mon to all the chapters: structure, function, and dynamics (as re-
flected in the book’s subtitle). I shall comment on these in the
reverse order, starting with dynamics.

2. Dynamics. The argument underlying the book’s construal of
dynamics as an all-encompassing explanatory paradigm is that of
unity of approach across time scales. The basic premise – that
phenomena involving change over time are properly described
by differential equations – is unimpeachable. I wonder, however,
whether it is productive to lump together, say, compartmental
models of membrane potential in single neurons on the one hand
and models of development of neural wiring on the other hand.
Differential equations are ubiquitous in the sciences; most scien-
tists, however, do not take this to mean that all natural phenom-
ena, even in their own field, are merely different aspects of a sin-
gle whole.3

Fortunately (I think), the book does not actually adhere to this
extreme approach: apart from Chapter 4 (which offers a very good
survey of “neurodynamical system theory”) and a few paragraphs
in the last chapter, “dynamics” does not play too prominent a role
in the book. Typically, dynamics and differential equations tend to
crop up where explanatory (rather than descriptive) approaches
are as yet unavailable. For example, toward the end of Chapter 4,
“invariant” pattern recognition is finessed into the “binding prob-
lem” and is offered a solution in the form of von der Malsburg’s
(1985) dynamic link architecture (p. 102) – a model that only be-
comes relevant if one accepts the prior assumption that binding is
indeed a problem.4 Likewise, in Chapter 8 (which is devoted to
the cerebral cortex), one finds dynamical models of ocular domi-
nance formation (nothing is said about why there are ocular dom-
inance columns in the first place), and of thalamocortical oscilla-
tions (another phenomenon whose function remains obscure).

3. Function and schemata. If we relegate dynamics to the sta-
tus of a mathematical means rather than an explanatory end, the
issue of function is brought to the fore. Regrettably, Neural orga-
nization takes “function” consistently to mean “how does this bit
of the brain function?” rather than “what does this bit of the brain
do for a living?” In other words, no clear distinction is made be-
tween explanation of operation and explanation of goals and
means.

The dearth of this latter kind of explanation is apparent
throughout the book. For example, the most succinct and explicit
description of the function of the visual cortex in all of Chapter 8
is found in a quote from J. Maunsell (1995), suggesting that “while
the early stages of processing in the visual pathway provide a faith-
ful representation of the retinal image, later stages of processing
in the visual cortex hold representations that emphasize the
viewer’s current interest” (p. 223). To be sure; but what are these
representations, and why do they have the properties they do, and
how do they support visual behavior?

The preference for operational rather than functional explana-
tion that one finds in the book is explicitly justified in section
11.2.2 (“Brain theory”): “The issue for the brain theorist, then, is
to map complex functions, behaviors, and patterns of thought ei-
ther on the interactions of these rather large entities (anatomically

defined brain regions) or on these very small and numerous com-
ponents (the neurons)” (p. 338). It seems to me that such a map-
ping would constitute an incomplete theory of the brain, unless it
includes an explanation of its function (over and above its opera-
tion). The theoretical concepts which Arbib et al. bring to bear on
this issue – dynamics, self-organization, and schemata – are in-
herently incapable of filling this lacuna. The reason for this is sim-
ple: dynamics, self-organization, and schemata all belong to a level
of explanation that deals with the operation of a system, rather
than its function. In particular, attempting to explain the function
of a system by saying that it employs schemata is like explaining
how a computer program fulfills its function by saying that it em-
ploys subroutines (to make this analogy work better imagine ap-
plying it to some really complicated piece of software, such as
SABRE, the flight reservation system).

Chapter 3 is entirely devoted to an explanation of the concept
of schemata. The overview is excellent and wide-ranging, but it
does not convince me that recruiting schemata as an explanatory
aid (let alone making the concept of schemata an explanation an
sich) can advance a theory that does not otherwise address itself
to the functional level. Intuitively, the idea of multiple schemata,
agents, subroutines, etc., operating in parallel seems to be a very
plausible framework for trying to understand brain and behavior.
In itself, however, it is not an explanation, and attempts to present
it as such tend to give rise to oxymoronic titles such as “A robot
that walks: Emergent behaviors from a carefully evolved network”
(Brooks 1989); the emphasis is mine. In other words, if you want
your flock of schemata to cooperate and do something useful,
these days you still have to carefully engineer your system, and
that takes understanding. Moreover, if you ever succeed to have
the schemata evolve without supervision, you’d still want to ana-
lyze the emergent behavior to gain understanding of what is going
on – just the problem we have with explaining brain function.

4. Anatomy. The discussion of structure (that is, anatomy) is
truly excellent throughout the book (which is only expected, given
Szentágothai’s contributions to this field over the past half cen-
tury). The anatomical data are presented in a lucid form, and are
accompanied by outstanding illustrations and a good discussion. I
found the chapter on the hippocampus, with its “systems view”
(p. 170), especially illuminating. The problem of integrating current
ideas about the function (not merely the operation) of hippocam-
pus in animals and in humans is well presented. The prospects of
linking the idea of cognitive maps with more general notions of
memory and other cognitive processes are very intriguing. The
possibility of the involvement of the hippocampus in the repre-
sentation of relational information (discussed on pp. 182–84)5 is
fascinating, in view of the present attempts of brain theorists to
address the so-called problem of compositionality (Bienenstock &
Geman 1995). I hope this section will prompt further studies and
will generate more discussion in the future.

5. Summary. The last chapter presents some wonderful oppor-
tunities for a lively debate. To quote just one example, the reader
is told that “Digital computers . . . have low adaptability” (p. 340);
this must mean that a compartmental simulation of a neural cir-
cuit running on a digital computer is equally handicapped. For the
sake of brevity, I shall forego all these opportunities,6 and proceed
to summarize my impression of the book.

I believe that this book is a required reading for any serious stu-
dent of the brain. Even if one disagrees with the theories Neural
organization propounds, the scope and the accessibility of its pre-
sentation of the neurobiological data make it more useful than
most textbooks and many reviews.7 My guess is that it will stimu-
late many readers to try their own hand at the big mosaic, perhaps
playing Theon and Hipparchus to a future Ptolemy – or maybe
even Brahe to someone’s Kepler.

NOTES
1. I wonder to what extent this is intentional; on p. 337, this approach

to the study of the brain is characterized as “nonmonolithic.”
2. Marr, in one of his last papers, expressed concern regarding the

prospects of developing comprehensive, analytically explicit (Type I) the-
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ories of some visual submodalities, the alternative being the idea that these
may turn out to be describable only as bags of unrelated (Type II) tricks
(Marr 1981).

3. As one should expect, there are exceptions, such as S. Grossberg’s re-
current invocation of “neural dynamics” as an explanatory device.

4. Arbib et al. do not define the binding problem until p. 244, where it
appears in italics, and is described as “linking representations of a single
object, task, or action widely distributed over many brain regions.” For an
alternative view of binding, see (Edelman 1999), p. 246.

5. A central reference discussed in the text, (Eichenbaum et al. 1994),
does not appear in the book’s bibliography.

6. I must mention, however, a disturbing typographical error in three
places on p. 339, where Descartes’ res cogitans is spelled “res cognitans.”

7. Neural organization would have been even more useful if the Web
links mentioned in Appendix B worked. None of the links I tried allowed
me to get much farther than the front page of the project; some links were
dead, others pointed back to the front page, and some were password-
protected.

A multidimensional approach to the 
mind-brain: Behaviour versus 
schemata versus cognition?

Jonathan K. Foster
Programme in Neuropsychology, Department of Psychology, University of
Western Australia, Nedlands, Perth WA 6907, Australia.
jonathan@psy.uwa.edu.au

Abstract: Arbib, Érdi, and Szentágothai’s book seeks to present a multi-
disciplinary, multistrategied approach to the study of the mind-brain, en-
compassing structural, functional, and dynamic perspectives. However,
the articulated framework is somewhat underspecified at the cognitive
level. The representational level of analysis will need to be fleshed out if
the explanatory potential of Arbib et al.’s framework is to be fulfilled.

In their volume, Arbib, Érdi, and Szentágothai valiantly attempt
to develop a multidimensional, integrative, and multistrategied
approach to the study of brain-behaviour relationships. In so do-
ing, they seek to integrate data from a wide range of empirical
sources, ranging from anatomical tracing studies via single cell
electrophysiology to computational network modelling. Arbib et
al. attempt to synthesize structural, functional, and dynamic ap-
proaches to the mind-brain, and they sensibly consider the extent
to which these complementary perspectives can be truly dissoci-
ated. Their attempt to explore such a broad canvas is ambitious,
and it is especially laudable and refreshing in the current era,
given the strictures placed on many research workers by some-
times obsessively focused funding bodies and superspecialised ac-
ademic meetings and journals. The book would be most suitable
for those at the early graduate student or later stage of their ca-
reer, working within neuroscience (broadly defined).

As a whole, the book is strongly rooted in neuroscience, and in
that tradition the emphasis – from a psychological perspective –
is on behaviour rather than on cognitive functioning. This is un-
derstandable when one is basing one’s conclusions on data derived
from studies involving a number of animal species, but this ap-
proach also presents certain inevitable constraints. The emphasis
on behaviour rather than cognitive representations is also mir-
rored at the anatomical level, with more coverage of subcortical
structures than of the cerebral cortex, albeit within a framework
of interactive brain systems. At the level of the neural substrate
(the “hardware”), the authors consider a range of perspectives, en-
compassing anatomical, physiological, and computational frame-
works. However, at the representational (“software”) level, the ap-
proach taken by Arbib et al. is somewhat underspecified. This is
perhaps unsurprising given the respective scientific backgrounds
of the three coauthors, but it is significant nevertheless.

From the top-down perspective, there is extensive reference by
the authors to the role of “schemata.” However, the use of this
catchall terminology corresponds with little exploration in any real

detail of specific intervening variables, hypothetical constructs, or
psychological component processes and mechanisms, and there is
consequently limited exploration in the book of the full range and
depth of the human cognitive landscape. This has important im-
plications, in terms of the kinds of top-down constraints that are
considered by Arbib et al.

In the past 20–30 years, cognitive neuropsychology has made
tremendous strides in delineating the “architecture of cognition”
and in “carving cognition at its joints,” so that the cognitive mech-
anisms underlying processes such as attending, reading, speaking,
remembering, and identifying are now quite well specified. Al-
though theirs is a bold and wide-ranging endeavour, Arbib et al.
do not consider adequately findings in cognitive neuropsychology
in particular (and neuropsychology in general) when articulating
their theoretical framework of mind-brain function. The cognitive
neuropsychology school of scientific research has placed particu-
lar emphasis on functional dissociation as the methodology of
choice for identifying specific functional units (or “modules”) sub-
serving particular cognitive and computational processes. The way
in which distinct functional modules map onto physiology and
anatomy (how the “software” can be interrelated with the “hard-
ware”) provides an ongoing challenge, and one that needs to be
fleshed out if the explanatory potential of Arbib et al.’s framework
is to be fulfilled. In so doing, it will be important to think of how
particular, detailed cognitive representations are embodied by
particular hardware elements of the brain, and whether these are
represented in a localist, a distributionist, or some hybrid manner.
In the future, a more complete interdigitation and dovetailing of
neurobiological, computational, and cognitive data and concepts
will be critical.

More specifically, there is, unfortunately, little consideration in
the chapter on the hippocampus of the ongoing debate between
those researchers who regard the hippocampus as being specifi-
cally involved from a cognitive perspective in the mediation of
recall memory (for example, John Aggleton) and those who argue
that it has a more wide-ranging role in subserving memory,
encompassing both recall and recognition (for example, Larry
Squire), nor of the contentious role of the hippocampus in the
phenomenon of retrograde amnesia. These are significant omis-
sions when one is considering how best to interrelate structural,
functional, and dynamical aspects of this important brain region
and highlight the problems one faces when top-down constraints
are not adequately considered in formulating an ambitious frame-
work of mind-brain functioning.

Analyzing the brain

Peter Gouras
Department of Ophthalmology, Columbia University, New York, NY 10032.
pg10@columbia.edu cpmcnet.columbia.edu/dept/eye/retina

Abstract: Neural organization describes an approach to analyzing neural
function in anatomically defined subsystems in the brain, the hippocam-
pus, cerebellum, sensory systems, thalamus, basal ganglia, and cerebral
cortex, combining information on neurocircuitry with mathematical mod-
els that link structure with function. It is an up-to-date source on the ma-
jor schemes and background for neural modeling of the central nervous
system and is combined with a Web site that includes tutorials and on-line
modeling possibilities.

Neural organization describes one of the best methods to under-
stand how our brain works but at the same time illustrates how dif-
ficult the problem still is with current technology. The book con-
centrates on the three main strategies needed to define brain
function: the anatomical connections between neurons, the time-
varying excitatory and inhibitory signals within these multiple
neural channels, and the logic of these signals and connections
when considered in concert.
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The authors emphasize that one must distinguish the forest
from the trees in considering global brain function. But the book
shows that this is still impossible. The authors had to chop the for-
est down into subunits of operation, defined by anatomy: hip-
pocampus, cerebellum, sensory systems, thalamus, basal ganglia,
and cerebral cortex. Many important links that connect all of these
structures are broken in the analysis. Therefore, seeing the forest
in its entirety remains difficult. Nevertheless the strategy de-
scribed and well developed in this book is a promising and
tractable one to achieve the ultimate end result, understanding
how the brain works as a total organ.

Each of these neural centers is considered in separate chapters.
The known neural connectivity within, from, and to the center is
described. In general, the connectivity is far from complete for
many of the subunits, for example, the cerebral cortex. Then a the-
oretical model relating input to output is suggested in a mathe-
matical framework. This approach has been most successful in
analyzing neural centers involved in stereotypical quasireflex op-
erations like the vestibular ocular reflex and the saccadic oculo-
motor system, which have obvious motor corollaries in their pro-
grams. This strategy becomes procrustean when applied to more
arcane structures like the hippocampus or the cerebellum. Nev-
ertheless the exercises of analysis in each of these areas is valuable
for all participants in this field.

There are certain topics that are included, presumably to be
complete but which complicate the picture. For example, the con-
sideration of epilepsy or oscillations or the pharmacological in-
gredients that are liberated at synapses seem irrelevant. It is really
important to the purpose of this book to know only whether a par-
ticular synapse is excitatory or inhibitory and not what chemical
determines this effect. That an epileptic focus can develop in cer-
tain areas, presumably due to some defect in negative feedback,
also seems irrelevant. Modeling epilepsy or oscillations seems of
secondary importance. The need to describe the Hodgkin-Huxley
equations for propagated axonal conduction, though a highpoint
in the history of mathematical descriptions of neural function, is
of little relevance to understanding the logic of how neural con-
nectivity defines brain function. Instead, more space could have
been devoted to describing new insights into wide-field network
properties of the living brain using functional neuroimaging.

What is invaluable in this book is its attempt to define these
functional links with a semistandardized mathematical logic and
describe everything that is known about the connectivity within
each of the neural systems considered. This is therefore a useful
source for students as well as advanced investigators in the field of
brain science. There are some minor errors in the bibliography,
but the illustrations and format are, on the whole, good.

Few analogies are made between the brain and the evolution of
the World Wide Web, another example of how standardized se-
quences can be linked in a universal way to create much more
complex abstractions. But the authors describe a useful format for
heuristically integrating and expanding their approach on the Web
at http://www-hbp.usc.edu.

The book is dedicated to the wife of one of the authors, Janos
Szentágothai, who died during the writing of the book. Dr. Szen-
tágothai was a giant in the field of neuroanatomy and was a driving
force in unraveling the brain’s complex connections. His lifetime’s
work and his insight into the importance of anatomy for under-
standing the brain are aptly commemorated in this publication.

Chaotic dynamics and 
psychophysical parallelism

Robert A. M. Gregson
Division of Psychology, School of Life Sciences, Australian National
University, Canberra, ACT 0200, Australia. ramg@macquarie.matra.com.au
www.psy.anu.edu.au/psychophysics

Abstract: An impressive review of brain neurophysiology provides the ba-
sis for modelling the dynamics of transmission in neural circuits, using ap-
propriate nonlinear mathematics. The coverage is unbalanced, however:
the parallel dynamics at the level of behaviour and sensory-cognitive pro-
cesses are sparsely addressed, so the final chapter fails to indicate the com-
plexity and subtlety of relevant modern work.

Neural organization is so impressive and comprehensive in its cov-
erage that it may confidently be expected to serve as a preferred
reference source for some time to come. Arbib et al. have initially
set out the plan of their work so that the intricate interrelation of
the sections, both neuroanatomical and mathematical, can be fol-
lowed even by the novice in the area. A work like this could not be
written, nor reviewed, by a single person as the necessary erudi-
tion cannot today be found even in one polymath. The rapidity
with which new physiological discoveries and mathematical sub-
tleties are being presented in the relevant literature, scattered
over a diversity of disciplines, means that though this work covers
results in some areas up to 1995, inevitably the hypercritical can
discover gaps that would need remedial treatment in a second edi-
tion.

My review focuses on Chapter 4 and its linkage to Chapter 11,
treating other chapters as supportive evidence to the arguments
pursued. Consider the two levels of treatment, neurophysiologi-
cal and mathematical, as the two sides of the dynamics. The ob-
jective is to match, not necessarily as strict isomorphisms, what the
events in the neural pathways and the trajectories in the preferred
mathematical models can together tell us about such matters as
sensory acuity, timing, plasticity, learning capacity, memory, adap-
tation, and even consciousness. In short, the body-mind problem
is still with us and is honestly though cursorily raised in the last
chapter.

Precisely because dynamics is applied mathematics, here ap-
plied to cortical neurophysiology, what a dynamic treatment re-
quires to carry conviction is four things A,B,C,D, which may be
thought of as being in a 2 3 2 arrangement. One contrast (A-C, or
B-D) is between physiological and psychophysical, the other (A-B
or C-D) is between substantive data and mathematics. The cov-
erage of substantive-physiological (cell A) is the strength of the
book, the other three cells are subordinate to it. For example, in
cell A the critical role of timing within closed but leaking loops of
excitation can be traced, in Chapter 6, in the pathways involving
the hippocampus; and how such pathways will function when they
are themselves linked and arranged in a dominance hierarchy can
be modeled (in cell B) by simultaneous nonlinear difference-dif-
ferential equations. Chapter 4 is their cell B coverage; Arbib et al.
give various examples and prefer the more traditional differential
equations written in continuous functions.

More recent mathematical developments in nonlinear dynam-
ics should feature in cell D but are absent. Consequently the cells
C,D do parallel what the authors are attempting, but instead of us-
ing nonlinear dynamics to model behavioral data from cell C,
which is needed to complete the picture, this course is ignored.
This is perhaps presently excusable because such developments
are recent and specialized (Gregson 1995; 1999), but if the body-
mind problem (or a reductionist variant) is the justification for
considering the dynamics of whole subsystems in the brain for
their part in consciousness, then the book has still a built-in yawn-
ing gap.

I am, like others such as Haken or Kelso whom Arbib et al. cite
in their bibliography, in complete sympathy with getting away
from single idealized neurons and using the properties of recur-
sive pathways as the elements of modelling. Such pathways need
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augmentation by gating functions, whose dynamics have been
studied from both physiological and mathematical perspectives.
The practical difficulties of identifying what the simplest underly-
ing dynamics actually are need emphasis; the roles of delay and
noise are ubiquitous (Aguirre & Billings 1995; Arhem et al. 1999;
Chapeau-Blondeau & Chauvet 1992).

Not only in terms of convenient computer simulation, but in
psychological dynamics, discrete time processes may be more
plausible and tractable (Dehaene 1993; Geissler et al. 1999). The
treatment of chaotic dynamics (sect. 4.3) introduces, appropri-
ately, Lyapunov exponents and their spectra, but is weak on one-
dimensional complex systems (Gregson 1988; Milnor 1992) and
may give the misleading impression that sensitivity to initial con-
ditions is a legitimate defining property and test of chaos, which it
is not (Crannell 1995). It is the capacity of nonlinear dynamics to
jump around, reversibly or irreversibly, in the phase space be-
tween the Fatou and the Julia sets and exhibit what is observed as
nonstationarity in outputs with hidden stationarity in higher-order
system parameters, which is potentially most useful in modelling
in biological systems (Christiansen et al. 1997). This leads to new
statistical methods that are needed to cope with sparse and short
data strings (Buhlmann 1999); such sparseness is a perennial 
problem in confirming dynamical modelling when real data are
from cell A, as opposed to being from physics, and certainly from
cell C.

Now that we have a marriage of cortical microphysiology and
dynamics, which computer simulation has made possible, our un-
derstanding of systems that are chaotic at one level of resolution
and stationary and almost linear at another will have to be explored
more, both substantively and mathematically (Contopoulos 1998).
That such multilevel systems exist, as the authors note, in part ex-
plains why simpler models in psychology have survived so long but
only as locally plausible, but why it has been so difficult to con-
struct plausible global models after the paradigm of the physical
sciences.

Schema theory: Very promising

Alexander Grunewald
Division of Biology, California Institute of Technology, Pasadena, CA 91125.
alex@vis.caltech.edu www.vis.caltech.edu/~alex

Abstract: A direct equivalence between neural function and neural struc-
ture does not provide a fruitful approach to understanding brain func-
tioning. Arbib et al. describe a new and powerful approach to circumvent
this problem, which they call schema theory. However, in examples they
fall prey to the tradition of finding such equivalences, not doing schema
theory justice.

The goal of artificial intelligence (AI) was to build machines that
could think. To do this, human thinking was used as a guide to de-
velop better thinking machines. AI never really succeeded in this
goal, but it had a profound impact in the converse direction: many
notions about how the brain works come from AI. For example,
in AI it was assumed that there is a representation of the sensory
world that is multimodal, not tied to a specific sensory coordinate
system, and from which information could be used to perform any
movement (Marr 1982). While this notion is attractive for its sim-
plicity, it has been difficult to find psychophysical or physiological
evidence in favor of such a central representation.

The first major defeat for the notion of a central representation
was provided by compelling evidence that suggests that there
are two visual pathways, one for perceptual information and one
for action information (Goodale & Milner 1992; Ungerleider &
Mishkin 1982). Recent evidence suggests that there are also two
auditory pathways (Romanski et al. 1999), separated by their per-
ceptual or motor functions. It is possible that analogous auditory
and visual action pathways converge at one central action repre-

sentation in frontal cortex. However, that representation is not
likely to play a central role for action since several parietal areas
that are part of the dorsal pathway are preferentially active before
arm movements but not eye movements, and vice versa (Snyder
et al. 1997). If the earlier stages of visual processing already have
a movement preference, then it seems unlikely that there is a later
stage that is independent of movement planning.

With all these developments one wonders whether a central
representation exists at all. It is in this discussion that Arbib et al.
provide a great contribution with their book. They abandon the
notion of a central representation, and instead propose schema
theory, where schemas are functions that the brain carries out.
The authors suggest that there is no isomorphism between
schemas and brain structures, but rather that this is a many-to-
many mapping. This mapping can be restricted to a one-to-one
mapping depending on the context. In other words, a given brain
structure may participate in various schemas over time, but in only
one schema at a given time.

Similarly, any schema may arise due to the cooperation of sev-
eral neural structures. Recently I have suggested that to under-
stand neural processing it is useful to think of various areas
providing different competencies (Grunewald 1999). The words
“competencies” and “schema” denote similar ideas: some specific
functionality that can be combined with other functions as the
context requires. I prefer the term “competency” only because it
is more intuitive. In essence I am suggesting that instead of there
being just two neural pathways (one for action and one for per-
ception), there may in fact be many pathways, and that each path-
way is called upon depending on the contextual demands, for
example, due to task requirements. These pathways do not by ne-
cessity exist in parallel, in the sense that they do not overlap, but
rather they may share common neural structures, and the assign-
ment to which neural pathway a structure belongs in a given situ-
ation occurs dynamically, again as a function of contextual de-
mands. This dynamic reassignment of the specific role of a given
brain area is in line with the central role that Arbib et al. have in
mind for neural dynamics. Arbib et al. have to be commended for
bringing this point out very clearly.

Schema theory is first introduced in section 3.1. The book in-
troduces perceptual and motor schemas, which are subdivided
into subschemas. Schema theory provides a great framework to
study brain functioning, but as always the difficulties come with
the details. The authors provide a detailed discussion of how such
schemas work, for example, the saccade schema. In that model
(described in sect. 8.4) they explain how saccades are generated
in a variety of contexts. As an example for their approach, they
show how memory arises out of the interaction between the
frontal eye fields (FEF) and the thalamus. Thus neither the FEF
nor the thalamus alone is responsible for memory, supporting the
notion (and need for) schema theory. However, in other aspects
they assign specific functions to specific brain areas. For example,
they suggest that the role of the posterior parietal cortex (PPC) is
to provide a remapping mechanism. Yet it is known that many neu-
rons in the PPC code a variety of signals at different times in-
cluding memory signals during visual memory saccades (Gnadt &
Andersen 1988) or auditory signals in fixation or saccade tasks
(Grunewald et al. 1999; Linden et al. 1999).

Arbib et al. reassure the reader that with more experimental
data a more careful assignment of functions may be possible.
However, one is left wanting, since many aspects of this model do
not distinguish it from other models without the benefit of schema
theory. Moreover, many of the puzzling details are left unex-
plained. For example, the role of the FEF cannot be restricted to
saccade or memory functions alone, since recent physiological ex-
periments suggest that the FEF is also involved in other functions
(Bichot & Schall 1999; Thompson & Schall 1999). In a sense, to
make schema theory concrete, Arbib et al. find it difficult to es-
cape the traditional approach of assigning specific functions to
specific brain areas. I interpret this failure not as an argument
against schema theory, but rather as evidence how prevalent the

Commentary/Arbib & Érdi: Neural organization

542 BEHAVIORAL AND BRAIN SCIENCES (2000) 23:4

https://doi.org/10.1017/S0140525X00283362 Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X00283362


view of functional specificity is, how difficult it is to escape it, and
how important schema theory is.

At present there are many questions regarding schemas that ad-
dress the identity of schemas: What constitutes a schema? What
differentiates two schemas that are related? Can two schemas be
hierarchically organized in one context, but be parallel in another?
While the book by Arbib et al. does not answer these questions, it
provides a good starting point to ask these questions, which will
be very important for neuroscience in the years to come.

A dynamical system theory approach 
to cognitive neuroscience

D. Heinke
Cognitive Science Research Centre, School of Psychology, University 
of Birmingham, Birmingham B15 2TT, United Kingdom.
d.g.heinke@bham.ac.uk web.bham.ac.uk/heinkedg/

Abstract: Neural organization contains a wealth of facts from all areas of
brain research and provides a useful overview of physiological data for
those working outside the immediate field. Furthermore, it gives a good
example that the approach of dynamical system theory together with the
concepts of cooperative and competitive interaction can be fruitful for an
interdisciplinary approach to cognition.

In Neural organization, Arbib, Érdi, & Szentágothai aim at an in-
terdisciplinary approach to understanding the functioning of the
human brain. In the first part of the book they present a “schema-
based theory” as a framework for achieving this objective. In this
approach, there is an initial decomposition of behaviour into coarse
processing modules (e.g., short-term memory) – the schemas.
Schemas operate in parallel and interact with each other mainly
in a competitive and cooperative fashion. In a second step, this
functional level of analysis is linked with a structural decomposi-
tion of the brain, for instance, derived from studies of brain le-
sions. Neural networks are then applied that attempt to imple-
ment the bottom-up constraints from neural circuitry. Here,
according to the authors, dynamical system theory (Ch. 4) plays an
important role as a mediator between the functional-structural
level of analysis and the neural level. The authors stress, rightly,
that satisfying the constraint from the two levels is not a straight-
forward process and that it requires numerous iterations. The au-
thors develop schema-based theories for various behaviors, for
example, approach and avoidance in frogs and toads, eye move-
ments, visual scene interpretation, and reaching and grasping. In
Part II these schema-based theories are applied to particular brain
regions, such as the olfactory system, the hippocampus, the thal-
amus, the cerebral cortex, the cerebellum, and the basal ganglia.
Here there is an emphasis on the role of subcortical structures in
cognition.

The book contains a wealth of facts from all areas of brain re-
search. Although probably not up-to-date in all areas covered –
inevitable considering the number of facts it covers (see the fol-
lowing paragraph for a concrete example) – it certainly provides a
useful overview of basic physiological data for those working out-
side the immediate field. However, there are also shortcomings.
For example, there is a paucity of data from behavioural (whole
system) levels of analysis – from experimental psychology and
neuropsychology, for instance – which is unfortunate, since the
behavioural level, as pointed out by Arbib et al. themselves, forms
the starting point for the whole modelling enterprise.

Overall the approach to brain research by Arbib et al. has a Mar-
rian flavor (Marr 1982). Their suggestion that different levels of
analysis are useful to understanding brain function shows some re-
semblance to Marr’s argument concerning the role of the compu-
tational, algorithmic, and hardware level theories. The main dif-
ference is that Arbib et al. show a commitment to the hardware or

neural level (using Marr’s terms) with a dynamical system theory
approach to it. Here I agree with the authors that the approach of
dynamical system theory together with the concepts of coopera-
tive and competitive interaction can be fruitful for an interdisci-
plinary approach to cognition.

For example, recently Duncan et al. (1997) developed a new
“integrated competition hypothesis” of visual attention, success-
fully bringing together numerous research disciplines. In their
theory, delayed reaction time for attending to one object, if many
objects are present in a scene, results, on the neural level, from
competition between different brain systems, each responsible for
a different relevances of objects for behaviour. In a computational
underpinning of Duncan et al.’s theory with a dynamical systems
theory approach, Heinke and Humphreys (1998) linked the com-
petition process to physiological properties of neurons, showing
that, indeed, competition between different brain regions can lead
to delayed responses. However, here some deficits of the book
have to be noted. The “integrated competition hypothesis” and
other contemporary theories have stressed the crucial contribu-
tion of covert selective attention to human visual perception. Ar-
bib, Érdi, and Szentágothai cover two aspects of visual perception:
eye moments and visual scene interpretation. In the case of eye
movements, experimental evidence supports the view that selec-
tive attention guides eye movements to new fixations by extract-
ing peripheral information prior to the movement (see Hoffman
1998 for a recent summary). As for visual scene interpretation, the
“window of attention” as put forward by the authors is nowadays
considered an oversimplification. Looking at selective attention as
an object-based process has gained substantial experimental sup-
port over the last years (see Baylis & Driver 1993 as one example
of the experimental evidence). In this context, newer discussions
of the involvement of the pulvinar in the control of selective at-
tention (e.g., LaBerge 1998) are ignored by the authors.

A final point concerns the structure and organization of the
book. The book is written in a lucid style, making easy reading of
often difficult and technical topics. The references between each
section and the repeated summaries will help readers coming
from different interdisciplinary backgrounds. In addition, the di-
vision of the book into discrete sections makes it approachable for
readers who are only interested in a subset of topics covered by
the whole book. Two things lacking are an author index and a glos-
sary of technical terms, which would be the icing on the cake.

Studies of synaptic elimination identify 
an intersection of neurocomputational 
and neurodevelopmental perspectives

Ralph E. Hoffman
Department of Psychiatry, Yale University School of Medicine, New Haven,
CT 06520-8038. ralph.hoffman@yale.edu

Abstract: In order to reach a better understanding of brain function, con-
ceptual synergies linking empirical neurobiological studies and neuro-
computational studies should be pursued. I describe an example of a po-
tential synergy based on studies of neural network pruning. Simulations
demonstrate that selective elimination of connections enhances the com-
putational capacity of networks capable of temporal processing. These
findings may shed light on the functional significance of postnatal neuro-
developmental pruning of cortical connections that occurs in mammals.

Neural organization reviews a large number of neuroanatomic, bi-
ological, and neural simulation studies in an attempt to mold a
comprehensive view of mammalian brain function. Some of the
concepts presented are undoubtedly right, while some are cer-
tainly wrong. How does one know if one is on the right track in
this vast and still largely uncharted domain of observations, theo-
ries, and speculation? How does one know that one is paying at-
tention to the right things?

Commentary/Arbib & Érdi: Neural organization

BEHAVIORAL AND BRAIN SCIENCES (2000) 23:4 543
https://doi.org/10.1017/S0140525X00283362 Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X00283362


My short answer to this question is that we will know when we
are on the right track when a synergy emerges – when laboratory
and human neurobiological studies seriously inform and constrain
computational and simulation studies of neural systems and vice
versa. Only then will theory and observation lift each other to an-
other level, enabling us to say, finally, yes, now we understand. I
don’t think we are there yet. The scope of Arbib, Érdi, and Szen-
tágothai’s book demonstrates how elusive this synergy remains
even as neurobiological and neurocomputational studies explode
in number and complexity.

One example of a potential intersection of simulation studies of
neural networks and empirical studies of mammalian brain sys-
tems pertains to the developmental process of network pruning.
It is now well known that postnatal mammalian development of
the cerebral cortex is characterized initially by extensive overe-
laboration of neuritic processes, that is, axons and dendrites, in the
cerebral cortex. Subsequently there is a gradual reduction in con-
nectivity, with synaptic density plateauing to about 60% of maxi-
mum levels (Huttenlocher 1979; Rakic et al. 1986). In humans,
this process is largely complete by the second year in sensory ar-
eas, but is much more extended in prefrontal and probably other
areas of association cortex and does not reach adult levels until
midadolescence (Huttenlocher & Dabholkar 1997). Early in de-
velopment it is likely that synaptic connections are created more
or less randomly, with subsequent selective elimination based on
environmental experience as well as endogenous factors. In adult-
hood, production of new synapses continues but is matched by a
similar rate of synaptic elimination so that synaptic density of dif-
ferent cortical areas remains relatively constant.

Why the ubiquity of this developmental process? Physiological
studies indicate that synaptic elimination reduces local metabolic
requirements (Mata et al. 1980; Roland 1993). Along these lines,
imaging studies of postnatal human brain development have
shown downward shifts in local cerebral metabolic rates that par-
allel developmental shifts in synaptic density (Chugani et al.
1987). One wonders, however, if the only advantage of develop-
mentally programmed cortical pruning is a metabolic one. To ad-
dress this issue, we have undertaken two studies that examined ef-
fects of progressive elimination of network connections based on
a Darwinian algorithm (i.e., weaker connections are selectively
eliminated). We found, using two very different network archi-
tectures, that network pruning enhanced computational perfor-
mance. In the first case, we used a recurrent, backpropagation
network based in part on a prior simulation described by Elman
(1990). The network was designed to learn grammatical rules
implicit in sequential word presentation to disambiguate noisy
inputs, a process that emulates some aspects of normal speech
understanding. We found that selective pruning of recurrent
connections dramatically enhanced the network’s ability to utilize
sequential expectations in processing inputs (Hoffman & McGlashan
1997). Estimations of the magnitude of synaptic elimination opti-
mizing network performance closely matched adult reductions of
synaptic density relative to peak childhood levels based on the
postmortem study reported by Huttenlocher (1979).

These results paralleled an earlier study of a recurrent network
designed to learn transition rules of finite-state automata reported
by Giles and Omlin (1994). Their study also found that network
pruning enhanced generalization performance of the network. A
second study by our group utilizing an attractor network system
was designed to emulate some aspects of semantic processing. We
found that local pruning of connections in this architecturally dis-
tinct system enhanced its ability to access semantic categories
(Siekmeier & Hoffman, submitted). Of interest is that all three
network simulations were designed to process inputs in sequence
rather than singly. This observation suggests that networks capa-
ble of temporal processing might preferentially benefit from se-
lective pruning.

An additional payoff of our simulation findings is that they may
provide insights into the pathophysiology of schizophrenia. There
is now a growing body of evidence supporting the view that this

disorder, which generally emerges during late adolescence or
young adulthood, arises from excessive, developmentally-driven
pruning of connections in association cortex (for reviews see Hoff-
man & McGlashan 1993; McGlashan & Hoffman, submitted).
Our simulations demonstrate how symptoms characteristic of
schizophrenia, such as hallucinated and disorganized speech, can
arise from overzealous pruning of cortical networks during ado-
lescence.

These simulation findings provide a compelling computational
rationale for postnatal cortical pruning and raise important ques-
tions regarding the timing of pruning, the specific types of con-
nections that are lost, and the relationship to learning capacity.
Further efforts to delineate intersections of neurodevelopmental,
neuroanatomical, and neurocomputational studies will, I believe,
produce beneficial conceptual synergies. Although it is impossible
for a book of the scope of the Arbib text to cover all relevant ar-
eas, I would suggest that the dramatic changes of brain organiza-
tion that unfold during postnatal development is an area deserv-
ing additional scrutiny.
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Lifting the screen on Neural organization:
Is computational functional 
modeling necessary?

Damian Keil and Keith Davids
Psychology Research Group, Manchester Metropolitan University, Alsager,
Cheshire ST7 2HL, United Kingdom. {k.davids; d.keil}@mmu.ac.uk
www.mmu.ac.uk/c-a/exspsci/welcome

Abstract: Arbib et al.’s comprehensive review of neural organization,
over-relies on modernist concepts and restricts our understanding of brain
and behavior. Reliance on terms like coding, transformation, and repre-
sentation perpetuates a “black-box approach” to the study of the brain.
Recognition is due to the authors for attempting to introduce postmodern
concepts such as chaos and self-organization to the study of neural orga-
nization. However, confusion occurs in the implementation of “biologi-
cally rooted” schema theory in which schemas are viewed as computer pro-
grams. The inclusion of an additional functional level between structure
and dynamics is unnecessary in a postmodernist perspective of brain and
behavior.

The explosion of research on the structure and function of the hu-
man nervous system during the past decade has produced a vast
array of information, the synthesis of which constitutes a worthy
feat. Arbib, Érdi, and Szentágothai have to be commended for
such a comprehensive amalgamation of ideas and data from cur-
rent research on neural organization. This text differs from others
in the liberal mixture of theoretical modeling from modernist and
postmodern scientific paradigms and a commendable stand against
excessive reductionism. Description at the structural level is com-
plemented with conceptualization at the systemic level, incorpo-
rating postmodern concepts such as self-organization and chaos in
the nervous system. At the same time, modernist assumptions are
made about a functional level of description invoking hypotheti-
cal constructs such as schemas, schema instances, and schema as-
semblages. The result is that the underlying tone of the book is
modernist, with postmodern concepts woven into the theoretical
fabric. It becomes clear that integration of the two philosophies
has not been directly approached. Rather, an attempt is made to
posit schema theory within a postmodern framework without ref-
erence to some of the thorny philosophical issues raised by mix-
ing metaphors.

Psychology has been called the “last resting place” of the mod-
ernist scientific paradigm (Pickering 1997). The traditional mod-
ernist view of the brain as a computer can be traced from the

Commentary/Arbib & Érdi: Neural organization

544 BEHAVIORAL AND BRAIN SCIENCES (2000) 23:4

https://doi.org/10.1017/S0140525X00283362 Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X00283362


metaphysics of Socratic Greece and the Aristotelian symbolic cat-
egorization of the “essence of things,” through to the Cartesian du-
alism of the eighteenth century, and the metaphysical materialism
of Hobbes and Liebniz. The modernist approach has been influ-
enced by the engineering and computer sciences in explaining
processes of brain and behavior, exemplified by the software-
hardware distinction in psychology, in which computation is as-
sumed to be independent of the structural organization and evo-
lutionary development of the nervous system. A weak form of
computation is invoked by Arbib et al. in the dubious claim that
schema-based modeling needs little commitment to the localiza-
tion of individual schemas, and needs only to “be linked to a struc-
tural analysis as and when it becomes appropriate.” (p. 33). On the
one hand it is claimed that schemas are “biologically rooted,” and
yet it is also argued that “schemas are composable programs in the
mind. A schema is like a computer program” (p. 41), ignoring the
philosophical morass in implementing modernist and postmodern
concepts in a unitary framework. What is lacking in the current ac-
count of neural organization is integrative modeling, in which
functional and structural levels of analysis are mutually constrain-
ing.

In modernist science, problems occur due to the lack of an ex-
plicit, empirically verified interpretation of terms like “coding”
and “transformation,” and specification of the role of “computa-
tions” and “representations.” Explicit definitions would avoid as-
sumptions in the modeling process, captured metaphorically as
“loans” and “mortgages” in the psychology literature. In some re-
spects, the book does try to advance schema theory by placing it
in a biological context, that is, neural anatomy and mechanism re-
lated to a particular schema. However, at critical points in the ex-
planation, there is a reversion to modernist terminology and as-
sumptions.

Superficially, a computer might seem a useful analogy for how
brains perceive and act in information-rich environments. How-
ever, just because an algorithm can be written for a machine to act
as a sensing device, this does not constitute an explanation for per-
ception and action in biological systems. Despite the pervasive-
ness of the computational view, neurobiology has failed to provide
reliable evidence for an architecture suited to symbolic manipu-
lation and syntactical communication within biological nervous
systems. For example, there is no existing evidence specifying the
translation process between representational codes in biological
systems. Another problem with computational accounts is that of-
ten several types of representations and several types of codes in
the CNS are required, invoking the need for “translators” and
“controllers,” exemplified by the need for schema instances and
schema assemblages in the current book. With the introduction of
one hypothetical construct, that is, schemas, more are needed to
clarify and qualify the function of the original representation,
thereby perpetuating the need for additional system sublevels.
The notion of schema is indeed recursive.

The problem is not just that the phenomenology of cognitive
science has been inordinately influenced by modernism, but also
that it has proceeded unconstrained by neuropsychology. The con-
straints imposed on cognition by other systems in the body, and
the typical environments for action, have been ignored. Cogni-
tions and intentions towards environmental objects need to be un-
derstood in a biological context, and are not static, discrete, and
private affairs.

Postmodernism promotes the scientific goal of examining dy-
namic stability in natural phenomena. It is argued that all pro-
cesses, including consciousness and intentionality, should be stud-
ied within natural order, not apart from it. Mental life in humans
is viewed as having evolved from physical, biological and psycho-
logical processes, and not produced by special substances com-
posing representations and codes. Postmodern frameworks for
understanding neural organization encompass data and theory
from psychology, biology, physics, and the neurosciences, reject-
ing the notion of the mind as a machine. Modernist concepts of
“representations,” “computation,” and “coding” are rejected for

an understanding of the stability and instability of pattern forma-
tion in complex, natural systems and a neo-Darwinian emphasis
on exploration, assembly, variation, and selection in brain and be-
havior. thoughts, emotions, ideas, beliefs, images, and actions are
merely the neural traffic constantly being produced between the
billions of neurons in the CNS.

A postmodernist approach attempts to explain processes of
brain and behavior within the boundaries of natural laws. Their
delineation should not be screened by the unnecessary introduc-
tion of an additional layer of hypothetical constructs, which a mod-
ernist framework imposes. Lifting the screen could help us to fully
understand brain, behavior, and, ultimately, consciousness.

Multiple personalities and views 
of neural organization

Rolf Kötter
C. & O. Vogt Brain Research Institute and Institute of Anatomy II, Heinrich
Heine University, D-40225 Düsseldorf, Germany.
rk@hirn.uni-duesseldorf.de www.hirn.uni-duesseldorf.de/rk

Abstract: Neural organization has many facets; multiple descriptive lev-
els and multiple analytical strategies coexist. Although most neuroscien-
tists agree that a multidisciplinary, multistrategic approach is necessary to
understand neural organization, diverse individual approaches make it dif-
ficult to find the optimal mixture and priority list.

Arbib, Érdi & Szentágothai’s Neural organization is a conven-
tional title for an unconventional book. Its scope is very broad and
its views are quite specialized. This is no surprise to anyone fa-
miliar with the work of the three authors who are to be credited
for their best intentions and their ceaseless efforts to promote sys-
tems approaches to the central nervous system.

The book touches many aspects that such a broad title may en-
compass – “structure, function, and dynamics” of biological as well
as artificial neuronal networks, reaching from the single-cell level
to a range of complex behaviors. It consists of two parts: the first
introduces the authors’ notions of structure, function, dynamics,
and their integration; the second exemplifies their approaches
in six specific brain regions, namely, the olfactory system, hip-
pocampus, thalamus, cerebral cortex, cerebellum, and basal gan-
glia. The development of the chapters is quite systematic – to the
limit of didactic overkill. Part I, in particular, requires a long
breath to find, between preliminary remarks and multiple cross-
references, a continuous stretch of text that has some contents to
convey. Thus, the preface provides a general overview, followed
by the overview of Part I, which gives overviews of the overviews
to follow.

Within the structural overview, for example, very important as-
pects of neural organization are highlighted: an embryological
perspective, the modular architectonics principle, and multiple
models of modularity. These interesting and important aspects are
sketched with unsatisfactory incoherence and brevity. Consider
section 2.3.2 on the cerebral cortex as an example: we hear about
staining methods revealing different aspects of cortical organiza-
tion and are provided with some historical views of cortical mod-
ularity before learning that “the architecture . . . is more sophisti-
cated in reality than could have been imagined earlier” (p. 30).
The concluding diagram from Szentágothai 1993 (Fig. 2.17) is an-
notated to emphasize multiple levels of modularity, but it unfor-
tunately lacks the clarity needed to convey a precise concept of
cortical organization. Both theme and sequence recur in the cor-
responding chapter on cerebral cortex in section 8.1 of Part II,
leading to a discussion of cortical modularity from Szentágothai’s
detailed view of neuronal connectivity.

In section 8.2, as another example, we take a big step to large-
scale mathematical models generating modularity in the visual
cortex: some detail is provided from the work of Érdi and col-
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leagues on the development of ocular dominance columns in af-
ferent-driven cellular sheets; models by others describing the
formation of orientation columns are nicely contrasted for the dif-
ferent underlying principles. Other aspects of visual cortical orga-
nization are only hinted at or completely ignored (e.g., topologi-
cal analyses of long-range connectivity by Young 1992, 1993, and
the more recent work of his group). Among the unavoidable er-
rors, the definition of forward and feedback connections on p. 223
as both terminating in layer IV of their target areas but originat-
ing from cell bodies in supra- and infragranular source layers, re-
spectively, is particularly misleading in view of an ongoing discus-
sion of whether delineation of retrogradely stained cell bodies is
sufficient to establish hierarchical relationships (see Batardière et
al. 1998).

By contrast, I am quite impressed by the breadth and level of
discussion presented in Chapter 10 on the basal ganglia. For neu-
ronal mechanisms, the authoritative chapter by Wilson (1998) in
The synaptic organization of the brain is hard to beat, but the pres-
ent chapter recalls not only fairly recent insights into the genera-
tion of up and down states in striatal medium spiny neurons, but
also discusses experiments on motor imagery in Parkinsonian pa-
tients and basal ganglia models of reinforcement and sequence
learning.

The appendix to the book introduces Neural Simulation Lan-
guage as a convenient programming language for large-scale net-
works of single-compartment neurons, and Brain Models on the
Web (BMW) as an online repository primarily for models written
in this language. The URL given for BMW fails to produce the
desired page, which at the time of writing seems to reside at
http://www-hbp.usc.edu/Thrusts/bmw.htm instead. The avail-
able collection of models clearly requires further development by
the Arbib group, but there is hope because many of them feature
in the announcement of another book titled Neural simulation
language, by Weitzenfeld et al. (2000). Neural organization was
published in 1998 and ends with an index and a reference section
that has only a few entries after 1995. Thus, we are looking back
five years, which means that many details will have to be updated
or revised. As a general remark, the print quality of many (in par-
ticular the anatomical) figures is not sufficient to show their intri-
cate details – quite in contrast to the attractive dustcover design.

In my opinion, this book by Arbib et al. contains interesting but
quite diverse material. The prominent personal components are
not, and could not be, sufficiently glued together to serve the in-
tention to “point out the advantages of a multidisciplinary, multi-
strategied approach to the brain” or to “offer a plan for the use of
their methods” as stated on the dustcover. The lack of coherence
of the material and the unequal style of exposing the topics causes
an indigestion that is not ameliorated by the stitches of multiple
overviews and cross-links. I suspect that it would have been bet-
ter to publish the interesting historical material by Szentágothai
(and the many references to other eminent Hungarian neurosci-
entists) separately, and to provide the framework and cross-link-
ing in an electronically accessible format that lends itself better to
accessing multiple threads. In addition, the book contains read-
able introductions to systems modeling and worthwhile reviews of
previous modeling work, which help to clarify the state of the field
and to foster systematic progress in building working models of
the brain.

Meanings of “function” in neuroscience,
cognition, and behaviour analysis

Julian C. Leslie
School of Psychology, University of Ulster at Jordanstown, Newtownabbey,
Northern Ireland BT37 0QB. jc.leslie@ulst.ac.uk

Abstract: Different sciences approach the brain-behaviour system at var-
ious levels, but often apparently share terminology. “Function” is used

both ontogenetically and phylogenetically. Within the ontogeny it has var-
ious meanings; the one adopted by Arbib et al. is that of mainstream cog-
nitive psychology. This usage is relatively imprecise, and the psychologists
who are sceptical about the ability of cognitive psychology to predict be-
havioural outcomes may have the same reservations about Arbib et al.’s
cognitive neuroscience.

It is possible to maintain a “unified-science” view of the brain and
behavioural sciences, and to assert, for example, that cognitive
psychology, behaviour analysis, neuropsychology, neuroanatomy,
ethology, and evolutionary biology are all studying the same sys-
tem, but from different perspectives and using different levels of
analysis. If this view is to be sustained, it is important that the con-
cepts currently used in each discipline be regularly examined from
the perspective of the other disciplines, in the hope of indicating
meaningful linkages.

What do we, in the brain and behavioural sciences, mean by
“function”? In the tradition of behaviour analysis, the term “func-
tion” has important and resurgent meaning. The function of a class
of behaviours of an organism is described in terms of the out-
comes, or changes in the environment of the individual organism,
that it produces. Applied behaviour analysts have in recent years
been particularly concerned with functional analysis as a behav-
ioural assessment technique: it is desirable, and perhaps essential,
to determine the current functions of classes of behaviour if suc-
cessful plans are to be laid for changing the frequency of target be-
haviours (Leslie & O’Reilly 1999). For those concerned with de-
veloping behaviour analytic accounts of language and cognition
(e.g., Barnes-Holmes et al. 2000), it is of central importance that
operant stimulus classes and response classes are entirely func-
tionally defined, and there is thus no reason to suppose that topo-
graphic similarity (that is, similarity of form) will be a guide to class
membership.

There is a different but equally clear tradition in ethology of as-
cribing a phylogenetic meaning to the term “function.” The etho-
logical function of a class of behaviours lies in its utility for the
species. Both behaviour analysis and ethology have “selectionist”
views of behaviour and of the use of the term “function,” but they
relate to selection at different levels. Evolutionary biologists as-
sert, and it widely agreed, that characteristics of species, includ-
ing those of behaviour, arise and persist through the process of
natural selection. Behaviour analysts assert that the behavioural
characteristics of individuals arise and persist through the rein-
forcement contingencies that those individuals encounter in their
environments. (This position is widely ignored, however, or mis-
understood by those who approach psychology from other per-
spectives.)

What do Arbib et al. mean by function? They distinguish (e.g.,
p. 35) between “mental function” and “neuronal function,” in the
course of presenting a case for the use of schemata as functional
entities that will enable them “to bridge from mind to neuron”
(p. 41). Further details (of a representative account of schemata)
are:

A schema constitutes the “long-term memory” of a perceptual or mo-
tor skill or the structure coordinating such skills, whereas the process of
perception or action is controlled by active copies of schemas called
schema instances. . . . For certain behaviors, there may be no distinc-
tion between schema and instance; a single neural network may em-
body the skill memory and provide the processor that implements it.
However, in more complex behaviors, the different mobilizations of a
given “skill-unit” must be distinguished carefully. A schema assemblage
is a network of schema instances, and its characteristics are similar to
that of a single schema. (p. 41)

What type of explanatory system is proposed here? It is, in this
form at least, an ontogenetic rather than phylogenetic one (al-
though Arbib et al. make clear their concurrent interest in phy-
logeny in other important passages), and it thus belongs in the
domain of psychological rather than evolutionary biological expla-
nation. The authors themselves categorise it as cognitive neuro-
science, which is generally seen as a close relative of cognitive psy-
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chology. The notion of a schema as a purely psychological entity is
of course one that has been current in cognitive psychology for a
considerable time. As with other versions of cognitive neuro-
science, the approach of Arbib et al. is explicitly neuroreduction-
ist, and steps are taken towards specifying the links between the
psychological processes, which have a function in the sense de-
fined above within behaviour analysis, and the neural systems
which support these processes.

The notion that it should be possible to identify neural systems
that are functionally equivalent to behavioural processes has been
enthusiastically pursued at least since Hebb (1949), and Arbib et
al. provide an extended account of the neural architecture that
may underpin a substantial number of important behavioural pro-
cesses. [See also Amit: “The Hebbian Paradigm Reintegrated”
BBS 18(4) 1995.] Their aspiration is to define function at the level
of behaviour, using the terminology of cognitive psychology. In
each area discussed they indicate what they believe to be the linked
cognitive processes, and they give a central role to schemata. They
conclude (e.g., p. 344) that minds consist of many schemata that
interact in complex and hierarchical ways. From an ontogenetic
perspective, the authors can therefore be classed as mainstream
cognitive psychologists, and those of us who doubt the predictive
value of much contemporary cognitive psychology will have the
same types of concern about the psychological applicability of the
work of Arbib et al. Enthusiasts for the use of the type of ex-
planatory system favoured by cognitive psychology may retort that
the types of neural model proposed by Arbib et al. can potentially
provide an account of how and why schemata interact to deter-
mine particular behavioural outcomes. This may be the case, but,
so far, the neural modelling approach provides hints about specific
psychological processes rather than specific predictions.

Is schema theory an appropriate framework
for modeling the organization of the brain?

Pietro G. Morasso
University of Genova, Department of Informatics, Systems,
Telecommunications, 16145 Genova, Italy. morasso@dist.unige.it
www.laboratorium.dist.unige.it/~piero

Abstract: This review evaluates pros and cons of the schema theory as a
general framework for expressing what Arbib et al. call “systems neuro-
science.” We discuss the software/hardware duality of the schema concept
and the relative neglect of the mechanical properties of muscles. We pro-
pose a computational alternative to the functional decomposition in terms
of schemas.

Neural organization is a bold and ambitious attempt to outline
some of the common threads in the constant flux of neuroscience
research. Readers with backgrounds in computer science who are
not so familiar with the multifaceted complexity of computational
neuroscience can find an inspirational and wide-ranging tour
d’horizon of neuroanatomy, neurophysiology, neuroembryology,
neurophylogeny, and so on. Readers with a more pronounced in-
clination toward the neurosciences are offered a framework for
modeling brain organization and activities. A recurrent concept
is that, despite undeniable advances, cellular and molecular neu-
rosciences are ill-suited to capture the overall picture, but their re-
ductionistic short-sightedness might find a guiding hand in what
Arbib et al. call “systems neuroscience.” Schema theory is pro-
posed as a general framework for designing models and inter-
preting experimental results. However, this is the less convincing
part of the book, even if one agrees with the premise, that is, the
need of a nonreductionist brain theory on the side of cellular and
molecular neuroscience.

A schema is a functional unit, based on the action-perception
cycle. Hence “defined functionally, a given schema may be distrib-
uted across more than one brain region; conversely a given brain

region may be involved in many schemas” (p. 45). In other words,
the brain is viewed as a network of interacting schemas.

At this level of generality, nobody can disagree. The notion of a
schema is simply a concise recapitulation of the diverse body of
research in which, after the pioneering work of Anokhin (1974),
Bernstein (1957), Gibson (1950), Piaget (1963), von Holst (1950),
and others, it has become clear that perception and action are not
independent functions but are always intermingled in complex
and peculiar ways. However, this is not the stuff of a scientific
model, which is supposed not only to recapitulate what is already
known but also to set the stage for predictions and novel experi-
ments that can in principle falsify the model. As a matter of fact,
the authors admit that the schema concept is just a container
whose content must come from other sources of information:
“When a schema is provided with a precise functional characteri-
zation and a neurological localization, it sets the appropriate
framework for neural network modeling” (p. 66). The point is that
if we have a “precise functional characterization” of some task
coming from a suitable set of behavioral experiments and a reli-
able “neurological localization” provided by electrophysiological/
brain imaging/neurological/neuroanatomical evidence, what do
we gain by rephrasing the evidence in terms of formal schemas?

At the philosophical level, the notion of schema is traced back
by the authors to Kant and, indirectly, to platonic idealism that by
its very nature favors pure over empirical knowledge and the im-
mutable container over its volatile content. In terms of more mod-
ern scientific metaphors, a schema is a “software object” that can
precede and in a sense be independent of the “implementation”
in a specific experimental environment. Matching brain regions to
schemas is then defined as a kind of “neuralization” of schemas
(p. 234): neural models follow schemas and not the opposite. This
explains the criticism of neural network modeling and connec-
tionism (p. 33 and other parts of the book).

We might also find a parallel between the “software” nature of
schemas and David Marr’s approach toward perceptual-motor
modeling, although the authors explicitly criticize Marr’s well-
known 2¹⁄₂-D primal sketch of early visual processing. Marr (1982)
posits that in attempting to understand perception and action one
has to follow a logical order by asking (1) what is the problem from
the computational point of view, (2) why it needs to be solved, and
only last (3) how would such a solution be “implemented” in the
brain. One of the fundamental contributions of the neural net-
work modeling revolution of the 1980s is just to negate the con-
ceptual necessity or even the usefulness of the software/hardware
distinction in computational neuroscience. Understanding the ways
in which brain structures learn and process information is the nec-
essary prerequisite for constraining functional models like Marr’s
primal sketch or Arbib’s schemas in an empirically plausible way
and not the opposite: neuralizing a functional model on the basis
of empirical knowledge. In the connectionist way of thinking it still
makes sense to conceive of schemas as emergent patterns, arising
from the complex nonlinear dynamics of interacting neural net-
works coupled with the equally complex dynamics of the outside
world. But this is a quite different kind of schema.

Probably the same bias toward an idealistic interpretation of
neural processes, implicit in the schema theory, can justify the au-
thors’ neglect of the role of the mechanical properties of muscles
(and of biomechanics in general) in the neural organization of ac-
tion and the action-perception cycle. Curiously, this contrasts
with their view, which I deeply share, that “the key for analyzing
the brain . . . is . . . to understand how local interactions can inte-
grate themselves to yield some overall results without explicit ex-
ecutive control” (p. 42). After the work of Bernstein (1957), Feld-
man (1995), Bizzi (1992), and many others it has become clear
that the organization of motor patterns cannot be understood
without taking into account the mechanical properties of mus-
cles. One can agree or disagree with specific aspects of the many
versions of mass-spring models, lambda or alpha models, and the
like, but the basic idea is now well established. Internally gener-
ated patterns alone are insufficient to determine purposive ac-
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tions in a reliable way, and mechanical compliance carries out a
double computational function: it is at the same time a source of
information on external dynamics and a tunable coupling device
for allowing such processes to become “partners” rather than ob-
stacles in the formation of complex sensorimotor patterns. In
general, one can observe that the action-perception cycle implies
a bidirectional flow of energy between biological organisms and
their environments as well as a circular flow of information. Both
flows are essential for the self-organization of purposive actions,
but their interplay cannot be understood in terms of functional
schemas alone.

The authors are well aware of the importance of self-organization.
For example, they speak of cooperative computation as a pattern
of strengthening the alliance between mutually consistent schema
instances. But how this might be carried out in the actual neural
machinery is not even hinted at. The problem is in the level of
analysis. Choosing the software modular level (implicit, for exam-
ple, in the notion of “instantiating” multiple schema copies for
“schema assembly”) automatically sets the insurmountable obsta-
cle of the “credit assignment problem” that has motivated much
of connectionist research in the first place. As a matter of fact, un-
derstanding the ways in which self-organizing processes shape the
formation of brain structures and functions is clearly a work in
progress; however, the key is to emphasize the constraining role
of the nonlinear dynamics of the organism-environment interac-
tion, on the one hand, and the interactions among neural assem-
blies as in the formation of cortical maps, on the other, rather than
an abstract self-organization of schemas.

Braitenberg et al. (1997) have clearly identified the distinction,
but also the deep complementarity between the brain represen-
tations of morphological-geometric objects, on the one hand, and
dynamic-physical objects, on the other, suggesting that the cere-
bral cortex and the cerebellar circuitry, respectively, might be the
candidate brain structures for the two types of computational
functions. As a further clarification of the same theme, we wish to
cite recent work by Doya (1999), who has pointed out that the
learning paradigm, rather than specific perceptual or motor func-
tions, characterizes in a unique way the computational nature of
these two brain macro-areas, as well as their natural partners (the
basal ganglia): (i) an unsupervised self-organizing paradigm in the
cerebral cortex, for building cortical maps, (ii) a (self )-supervised
paradigm in the cerebellar circuitry, for learning internal dynam-
ical models, and (iii) a reinforcement-learning paradigm, in the
basal ganglia, for learning sequential aspects of actions in complex
tasks.

Regarding cortical maps, Arbib et al. appear to share the opin-
ion of some neurophysiologists (summarized in a recent review
paper by Rizzolatti et al. 1998) that beyond primary cortical areas
somatotopic structure is hardly significant, because we observe a
fragmentation of cortical representations of body parts and highly
specialized neural clusters, such as “mirror neurons.” This is
deemed to rule out the possibility of unitary computational func-
tions of associative cortical areas, such as the classic concept of
“body schema.” In fact, this view is consistent with the articulated
and somehow fragmented nature of the schema assembly con-
cept, but its Achilles’ heel is the formation of coherent assemblies
of cortical clusters (i.e., again the credit assignment problem). The
authors do not take into account a computational alternative for
explaining the apparent fragmentation while maintaining a com-
mon representation, which is outlined in Morasso and Sanguineti
(1997): if cortical maps are trained to represent higher-dimensional
manifolds, as is possibly the case in associative parietal areas, then
the apparent fragmentation is a side effect of a hardware con-
straint (hosting an N-dimensional grid on a 2-dimensional sub-
strate) but is compensated by using long-distance corticocortical
connections (which are known to be present in a massive and or-
ganized manner).

Summing up, a feasible alternative to a “functional decomposi-
tion” of brain activity in terms of schemas is a “computational de-
composition” in terms of maps, dynamic models, and sequences

that is grounded in the organization of the neural hardware and
exhibits functional regularities as “emergent properties.” The dif-
ference between the two alternatives can also be appreciated in
relation to the notion of intelligence, whose evolution is discussed
in pages 260–61 of the book in relation to the “Great Move” idea
of Newell (1990). [See also multiple book review of Newell’s Uni-
fied Theories of Cognition. BBS 15(3) 1992.] His observation is
that as biological organisms became more and more complex as a
result of natural selection, learning an exponentially increasing set
of specialized mechanisms became inefficient and might have
prompted the “Great Move” of evolution: “establishing a neutral,
stable medium that is capable of registering variety and then com-
posing whatever transformations are needed” (p. 260). The core
of the argument is the neutral computational medium; we suggest
that from what we know about neuroscience it should be able to
build internal representations of the outside world in terms of
maps, dynamic processes, and sequences, independent of any
functional schemas.

Synthetic approaches 
to cognitive neuroscience

Olaf Sporns
The Neurosciences Institute, San Diego, CA 92121. sporns@nsi.edu
www.nsi.edu/users/sporns

Abstract: Cognition and behavior are the result of neural processes oc-
curring at multiple levels of organization. Synthetic computational ap-
proaches are capable of bridging the gaps between multiple organizational
levels and contribute to our understanding of how neural structures give
rise to specific dynamical states. Such approaches are indispensable for
formulating the theoretical foundations of cognitive neuroscience.

Finding the neural correlates of mental or cognitive states is one
of the foremost goals of cognitive neuroscience. But many theo-
retical and practical challenges remain, facing any meaningful at-
tempt to forge connections between brain and mind. Two of these
challenges are posed by the levels problem. First, nervous systems
function across multiple levels of organization, ranging from mo-
lecular and synaptic events to the activity of cells and circuits, the
integrated function of large-scale neural systems, and the behav-
ioral activity of an organism in an environment. Clearly, no single
level suffices to fully explain how brain and cognition interrelate.
Processes at all levels interact. For example, synaptic changes give
rise to modifications in network activity, which leads to changes in
overt behavior. In turn, behavior influences what is sensed and ex-
perienced. and experience shapes synaptic and cellular processes
within the organism’s brain. Second, at any of these organizational
levels, the conceptual linkage between structure and dynamics re-
mains insufficiently understood. Obviously, neuroanatomy (struc-
ture) constrains very strongly the activity and correlational pat-
terns (dynamics) of a given circuit. Yet, which anatomical patterns
underlie specific patterns of functional connectivity (thought to be
good candidates for correlates of cognitive or perceptual states) is
still unknown. A variety of theoretical and computational ap-
proaches have been developed in recent years to address the chal-
lenges posed by the levels problem.

Biologically based computational approaches are ideally suited
for bridging gaps between multiple levels of organization, as well
as between structure and dynamics. Computational models en-
capsulate characteristic properties of neurons in simple equations
and connect them in anatomically defined patterns. Such neu-
ronal networks show temporal dynamics and may engage in synap-
tic plasticity or organize into coherent states. If connected to in-
puts and outputs, such networks may perform sensory processing
or control motor behavior. Models that incorporate diverse neu-
robiological knowledge, from realistic synaptic rules to patterns of
interconnectivity that mimic those of real brain areas, are syn-
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thetic, in that they “put together” individual components across
levels (Reeke et al. 1990). Their study provides the opportunity to
correlate synaptic, cellular, network, and behavioral aspects of
brain function, something that is hard (if not impossible) to do
with real organisms. Synthetic neural models offer insights into
what kind of higher-order phenomena can be generated given an
explicit set of elementary rules and components.

A wealth of empirical information on the structure, function,
and dynamics of neural systems has become available in recent
years, much of it reviewed in Neural organization. A major ac-
complishment of this book is to have exposed the interrelationship
between structure, function, and dynamics for all major functional
subdivisions of the vertebrate brain. Particular emphasis is given
to computational models of olfactory, hippocampal, cerebellar,
and cortical networks (among others). In the past, computational
approaches have scored some significant successes, but there have
been disappointments as well. “Classical” connectionist networks
with their highly stereotypic architectures and algorithmic learn-
ing procedures have proven to be inadequate as realistic models
of brain circuits and processes. Network models based on attrac-
tors emphasize content-addressable memory and fixed-point dy-
namics and may be useful parallel or physical implementations of
particular algorithms. However, their status as adequate brain
models is questionable. There is very little experimental evidence
suggesting that storage or retrieval of memories involve fixed-
point attractors. Rather, brain dynamics (at least of cortical net-
works) appears to be characterized by dynamic transients, abun-
dant spontaneous activity, and time-varying inputs rather than by
attractors selected by constant input patterns. Brain responses oc-
cur on a time scale of tens to hundreds of milliseconds, while it
may take considerably longer for a complex interactive system to
“find” its attractor state from an initial condition. A more in-depth
discussion of what the dynamical concept of “attractor” means in
the context of realistic brain models or analysis of neural data sets
would have been a useful addition to the book.

Neural organization does not concern itself much with statisti-
cal approaches to neural activity based on information theory
(Rieke et al. 1997) or with approaches based on functional con-
nectivity, correlation, or coherency analysis. However, investigat-
ing the relationship between the statistics of neural population
activity and functional (e.g., perceptual) states has yielded signif-
icant insights. From a theoretical perspective, information-theo-
retical measures have been used to characterize global dynamical
states of neural systems, capturing how information is integrated
across multiple functional subdivisions of the cerebral cortex
(Tononi et al. 1998). Analytical techniques based on information
theory may prove useful in the analysis of multidimensional data
sets from neurophysiology or neuroimaging. They may also be
useful in relating anatomical and functional connectivity (Sporns
et al. 2000), adding to our theoretical understanding of major as-
pects of cortical organization such as clustering of areas, conserved
wiring, and reciprocity of pathways.

While the analysis of structure and dynamics is largely confined
to the nervous system itself, the realm of function (visual scene
analysis, sensorimotor coordination, reaching and grasping, and
navigation) necessarily deals with an organism embedded in an
environment. The organism’s body structure, its movements, and
the sensory content of its environment must be taken into account.
Neural organization largely centers on Arbib’s “schema theory” as
a functional framework for expressing behavioral processes, al-
lowing the mapping of functional relationships onto structural
networks. In its emphasis on the active organism, continually en-
gaged in action-perception cycles, schema theory is in agreement
with more recent theoretical developments toward active percep-
tion and embodied cognition. These approaches, exemplified by
recent neural (Almassy et al. 1998) and developmental (Thelen et
al. 2000) modeling studies, link the structure and dynamics of the
nervous system to the structure and dynamics of body and world.
Behavioral, perceptual, and cognitive function are more fully un-
derstood when viewed from a perspective that takes into account

body and brain, both subject to development and experience in
the course of an individual history.

Arbib, Érdi, and Szentágothai write that a multilevel analysis of
brain function “is a necessary complement to the reductionist pro-
gram of empirical neuroscience” (p. 4). This notion is all the more
important since the research program of reducing mental phe-
nomena to molecular or cellular processes has shown no signs of
succeeding. As a theoretical framework, reductionism is in per-
haps terminal decline, as the complexity, interconnectedness, and
integrated function of biological systems are increasingly recog-
nized as central and irreducible problems of modern biology. In-
stead, computational approaches are on the rise, capturing and
disentangling the many parallel interactions present in biological
systems, including the brain. Neural organization points the way
to a cognitive neuroscience based on a computational and syn-
thetic view of how neural structure and dynamics interrelate
across multiple levels.

Self-organisation or reflex theory?

George Székely
Department of Anatomy, University Medical School, Debrecen, Nagyerdei krt
98, Hungary. szekely@chondron.anat.dote.hu

Abstract: Neuromodelling is one of the techniques of modern neuro-
sciences. The “at a distance” type of triadic synapse is probably the pre-
vailing form of impulse transmission in many parts of the brain. If the ge-
netically controlled cell-to-cell neuronal interconnections are abandoned,
self-organisation may be the mechanism of structure formation in the
brain. This assumption weakens the position of the reflex arc as the basic
functional unit of nervous activities.

Contemporary research has accumulated such a large body of data
and revealed such a high degree of complexity in the organisation
of the nervous system that model building, realistic or abstract, is
an indispensable complement to the armament of modern neuro-
science. Fruitful modelling that helps us orient in the abundance
of data and in the maze of complexity of nervous structures re-
quires comprehensive knowledge, deep insight into the nature of
the nervous system, and masterful handling of sophisticated mod-
elling techniques.

I think the book under review is a fortunate combination of
these conditions. The backbone of Neural organization is the ner-
vous system. This is very good because it guarantees the continu-
ous contact between models and the brain and introduces the
brain from the fundamental principles to the outmost complexity
of cortical structures. From an introductory chapter we learn that
the nervous system consists of modules that can be separately
studied. The formidable structures of the functional systems are
stepwise unwrapped, and the text is complemented with self-
explanatory drawings, which are themselves inviting for model
studies. The presentation of the structure of the nervous system is
not just a description, it is rather a humble confession of a person
who spent his lifetime in intimate contact with the brain. This en-
abled Szentágothai to provide a “ready-made” brain for model
studies. I would like to select two points for further comment from
the rich selection of the book.

Szentágothai did pioneering work in describing synaptic
glomeruli, also known as encapsulated synapses. An extra section
is devoted to the question of impulse transmission in such com-
plex synaptic arrangements. The activity of individual components
cannot be investigated with the present techniques; their proba-
ble function can only be investigated in model studies. The sim-
plest of complex synapses, the synaptic triad, is chosen for this pur-
pose. Attributing chaotic behaviour to the synapsing elements, the
synaptic triad acts as an input-dependent ON-gate in the visual
system. I think the successful treatment of triads in model studies
has special further significance from the point of view that serial
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section electron microscopic studies reveal the “at a distance” type
synaptic triads in great abundance in the spinal cord where the
conventional “closely packed” triads are relatively rare (Székely et
al. 1989). Sensory boutons are often surrounded by a number of
presynaptic profiles, and boutons establish synapses with about
twice as many dendrites. Many of the component elements are
members of “at a distance” triadic arrangements, which are prob-
ably the prevailing type of synaptic engagements in many parts of
the brain. The model presented can also treat interacting multi-
ple triads, and subsequent studies may provide suggestions about
the function of other complex couplings as well.

The most interesting paragraphs for me are those in which the
eternal questions of how nervous structures evolve in phylogene-
sis and develop in ontogenesis are discussed. As long as one ad-
heres to the precise cell-to-cell interconnections among neurons
forming reflex arcs, allegedly the functional units of the nervous
system, it is very difficult to find a rational answer to that question.
On the basis of morphological complexity of neuronal intercon-
nections, Szentágothai (1978) questioned the rigid deterministic
structure of the brain more than 20 years ago.

As one comes to think of the triadic arrangement, the simplest
of complex synapses, it is very difficult to conceive a kind of ge-
netic determination mechanism that could guarantee that the
“corresponding” synapsing profiles find one another in the throng
of fibre terminals. Several years ago, Szentágothai (1978) sug-
gested that the structural organisation may come about by some
kinds of self-organisation mechanisms among neurons in tissue
culture (see also pp. 14, 73). Probably because of its vague defi-
nition, self-organisation is not a generally accepted mechanism in
the organisation of the nervous system, although it is emphasised
in the first part of the book that complex dynamic systems are ca-
pable of self-organisation. In the book there are a number of struc-
tures in which this possibility is pointed out. The most beautiful
example is the formation of modules in the basal ganglia in which
the peculiar form of the component neurons almost present them-
selves to get organised “spontaneously” into a structure. In a quan-
titative neuromorphological study characterising the dendritic
geometry by thirty-two numerical variables, we succeeded in
showing a strong form-function relationship in the fifth and sev-
enth motor nuclei (Matesz et al. 1995), and simple qualitative ob-
servations indicated similar relationship in the spinal motor col-
umn (Székely 1976).

It seems that neuronal morphology plays a significant role in
the organisation of neural structures. The assumption of self-
organisation in the brain has an important implication. The for-
mation of interacting reflex arcs cannot be conceived without the
genomic determination of “correct” neuronal interconnections,
and genetic determination leaves a very narrow margin for self-
organisation. I think the book, especially the last chapter, can be
a good starting point for revisiting the classical reflex theory.

Difficulties with synaptic theory of learning
and memory and possible remedies

Mikhail N. Zhadin
Laboratory for Neurocybernetics, Institute of Cell Biophysics, 142292
Pushchino, Moscow Region, Russia. zhadin@online.stack.net

Abstract: The absence of a clear influence of an animal’s behavioral re-
sponses to Hebbian associative learning in the cerebral cortex requires
some changes in the Hebbian learning rules. The participation of the brain
monoaminergic systems in Hebbian associative learning is considered.

Neural organization by Arbib, Érdi, and Szentágothai is a unique
encyclopedia of basic achievements in theoretical neurobiology.
One of the main subject matters of the book is analysis of a wide
complex of experimental data and basic lines in development of

the synaptic theory of learning and memory. A series of sections
in the book is devoted to these questions. However, despite the
success of this theory, one cannot but infer that it has serious dif-
ficulties. The capacities for learning and the memory are evolu-
tionally formed mechanisms for adapting the behavioral responses
of the whole organism to the perpetually changing milieu in which
some elements of previous situations vital to the animal occasion-
ally occur. In learning, it is important that information about the
usefulness or harmfulness of an animal’s behavioral responses
should continually flow into the brain. The information manifests
itself as positive (PR) or negative reinforcement (NR). This
process is an obligatory element in any model of learning. Unfor-
tunately, in most models of associative learning, this function is not
considered in its entirety.

Reinforcement is most often introduced in the form of an un-
conditioned input in Hebbian associative learning at the level of a
single neuron. But in the real brain, the learning of complicated
behavioral responses to complicated polymodal stimuli embraces
a great many neurons and interneuronal connections. In these
conditions, unconditioned inputs originating from unified centers
of PR and NR must terminate on the overwhelming bulk of neu-
rons to provide a wide variety of conditioning forms. Similar
polyneuronal inputs are revealed in the cerebellum in the form of
climbing fibers (Arbib et al., sect. 9.3) and in the basal ganglia in
the form of dopaminergic fibers (sects. 10.3 and 10.4), but the role
of climbing fibers in the reinforcement system is not quite so ev-
ident.

Nothing of this sort is seen in other brain structures, however,
including the neocortex and hippocampus. It is also worth noting
the strange finding that many Hebbian synapses are detected in
the hippocampus, exhibiting the most primitive form of memory
(habituation), and in the developmental neocortex, but they are
very seldom seen in the mature neocortex, which is responsible for
the highest mental activity: recognition and complicated forms of
memory and learning. This suggests that there may be something
wrong in either the way we are searching for them or in the con-
cept of Hebbian synapses. Monosynaptic LTP (sects. 4.5 and 6.3)
is unlikely to have anything to do with the learning at all, having
no association with the reinforcement process.

The following features of a multiple synaptic input of the rein-
forcement could be stated a priori: (1) These inputs must termi-
nate on an essential population of neurons and must originate
from a single center of PR or NR. (2) Their chemistry and postsy-
naptic receptors must be elsewhere than in internal connections
inside the structures where the memory traces are formed, and
the chemistry of the PR input must differ from that of the NR in-
put. (3) For each Hebbian associative neuron, this input should
have a possibility to influence all the multitude of synapses on the
neuronal membrane, no matter how far they are located from this
input synapse.

Among all brain structures, such features are inherent only in the
monoaminergic systems (MS) (Ungerstedt 1971): the serotoninergic
one (SS) coming from the raphe nuclei, the norepinephrinergic one
(NS) from the locus coeruleus, and the dopaminergic one (DS)
from the substantia nigra. Fibers of these systems are widespread
over all diverse brain structures; moreover, synapses with such
chemistry never occur among internal interneuronal connections in
the structures where the MS endings exist.

What is most interesting is the unique structure of the MS
synapses in the neocortex, hippocampus, and other laminar struc-
tures (Beaudet & Descarries 1978). These synapses are simple
varicosities including synaptic vesicles without any postsynaptic
parts, which just saturate the intercellular space with the appro-
priate monoamine for a time until its inactivation by monoamine
oxidase. So monoamines have free access to all other synapses
upon activation of the appropriate monoaminergic centers.

In several laboratories in the mid-1970s (Libet et al. 1975;
Freedman et al. 1977; Zhadin 1977) there independently arose an
idea that it is the MSs that convey the information on usefulness
or harmfulness of animal’s behavioral responses; they constitute
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an essential part of the reinforcement system and change the ef-
ficacy of active synapses according to appropriate rules. Gromova
(1980) showed that destruction of the raphe nuclei impedes learn-
ing with PR (food), but does not affect learning with NR (pain).
Destruction of the locus coeruleus, conversely, impedes learning
with NR, not affecting learning with PR. Hence it follows that SS
mediates PR, and NS mediates NR.

This contradicts the view of Libet et al. (1975) and Freedman
et al. (1977) who consider the NS to mediate PR according to Olds
and Olds’s (1963) experiments with autostimulation. Olds used
rather high intensity stimulation, hence they had no reliable way
to localize nuclei as small as the raphe nuclei and locus coeruleus.

In our mathematical model (Zhadin 1987; 1991; 1993; Zhadin
& Bakharev 1987), the electrical activity of cortical neurons dur-
ing prolonged action of PR or NR was studied. It was shown that
under these conditions the neurons must manifest typical and
well-distinguishable patterns of their activity. With PR, the neural
excitation tends toward its highest level upon initial relatively high
excitation or to complete inhibition upon initial low excitation with
possible accidental transitions from one extreme level to another.
With NR, it tends to some intermediate excitation level, regard-
less of its initial level. These conclusions have been verified in
experiments (Mamedov 1987; Zhadin 1987; 1993) involving a
long-term increase in concentration of serotonin or norepineph-
rine in the intercellular medium with direct application of these
monoamines to the neocortex. These patterns in neuronal activity
occurred: serotonin induced the patterns typical of PR and nor-
epinephrine of NR. In experiments (Zhadin & Karpuk 1996) on
neocortical tissue slices, increase in the concentration of serotonin
in the intercellular medium caused a rise in the efficacy of rela-
tively highly activated synapses and a fall in the efficacy of less ac-
tivated ones.

In light of all the foregoing, some modification of Hebbian
learning rules seems to be necessary. Two changes might be pos-
sible:

(1) An increase in intercellular concentration of serotonin or
dopamine facilitates Hebbian heterosynaptic associative learning.
An increase in intercellular norepinephrine prevents Hebbian as-
sociative learning or facilitates anti-Hebbian learning. According
to this alternative, Hebbian or anti-Hebbian synapses in the neo-
cortex or other brain structures should be sought, along with nat-
ural or artificial introduction of the appropriate monoamine into
the intercellular medium.

(2) Monoaminergic influence on neuronal membrane receptors
could play the role of a direct reinforcement input. Arbib et al.’s
section 10.4 describes a model and experimental evidence show-
ing that usual dopaminergic synapses provide unconditioned in-
puts in Hebbian associative learning. One might expect that in
the neocortex and other laminar brain structures the similar
synapses would have more complicated design with a presynaptic
component in the form of a host of varicosities on all proper
monoaminergic fibers within this structure, with a postsynaptic
component in the form of a magnitude of corresponding
monoamine receptors on the whole membrane of the neuron, and
with a synaptic cleft in the form of the entire intercellular space
of the structure saturated by the monoamine for a short time.
Here serotonin or dopamine would mediate PR, as norepineph-
rine does NR.

Perhaps direct experimental tests on this hypothesis will reveal
new lines in the development of the synaptic theory of learning
and memory.

Authors’ Response

Organizing the brain’s diversities

Michael A. Arbiba and Peter Érdib

aUSC Brain Project, University of Southern California, Los Angeles, 

CA 90089-2520; bDepartment of Biophysics, KFKI Research Institute for

Particle and Nuclear Physics of the Hungarian Academy of Sciences, H-1525

Budapest, Hungary. arbib@pollux.usc.edu

www-hbp.usc.edu/erdi@rmki.kfki.hu

www.rmki.kfki.hu/biofiz/biophysics.html

We clarify the arguments in Neural organization: Struc-
ture, function, and dynamics, acknowledge important con-
tributions cited by our critics, and respond to their criti-
cisms by charting directions for further development of our
integrated approach to theoretical and empirical studies of
neural organization. We first discuss functional organiza-
tion in general (behavior versus cognitive functioning, the
need to study body and brain together, function in on-
togeny and phylogeny) and then focus on schema theory
(noting that schema theory is not just a top-down theory
and discussing the transition from action-oriented percep-
tion to cognition). We then turn to dynamical organization,
with a focus first on neural modeling and dynamics (clari-
fying the multiple functions of neurons and brain regions,
and looking further at various forms of dynamics) and sec-
ond on learning, development, and self-organization (look-
ing at monoaminergic systems, reinforcement, self-organi-
zation, postnatal development, and disease). We close with
a brief philosophical discussion of postmodernism and re-
ductionism.

R1. Functional organization

R1.1. Principles for brain theory

Two of our principles of neural organization are listed by
Borisyuk. (1) Principle of modular architectonics – the
nervous system is composed of building blocks; and (2)
Principle of topographical order representation of sensory
information in primary sensory cortices and a number of
other structures. It is not clear whether the principle of
topographical order can be used for olfactory sensory in-
formation, but for the auditory system we have tonotopy in
auditory cortex and a spatial map of auditory location in su-
perior colliculus. Some other principles of information pro-
cessing in the brain noted by Borisyuk are the principle
of synchronization of neural activity; the principle of spatio-
temporal information encoding; and the principle of flexibil-
ity of neural circuits (the same neural elements participate in
the implementation of different functions). In Organization,
other principles include the action-perception cycle, the ex-
istence of collective population phenomena to be described
by statistical dynamic theories, the occurrence of hierar-
chical and recurrent connections, and self-organization. We
agree with Borisyuk that the list is far from complete.

Székely applauds the way in which (in Ch. 2) the formi-
dable structures of the functional systems are unwrapped
stepwise by Szentágothai with the text complemented by
self-explanatory drawings that invite model studies. But this
applause shows up one of the book’s shortcomings – its
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models are not explicitly based on Szentágothai’s drawings.
Nonetheless, these drawings offer much to inspire the brain
theorist.

Edelman notes Marr’s (1981) concern regarding the
prospects of developing comprehensive, analytically ex-
plicit (“Type I”) theories of some visual submodalities, the
alternative being the idea that these may turn out to be de-
scribable only as bags of unrelated (“Type II”) tricks. Our
search for general organizational principles may suggest a
commitment to grand Type I theories, but in fact our prin-
ciples summarize general perspectives on neural organiza-
tion, which can be used to constrain theorizing, rather than
offering logical axioms from which neural organization can
be rigorously inferred. Nonetheless, as we chart the im-
mense diversity of regions and cell types within the human
brain, let alone the incredible diversity of specialized brain
structures revealed by neuroethology, it is our hope that the
use of such principles will show that the “bags of tricks” are
far from unrelated, and that brain theory will employ an in-
creasingly powerful set of principles and theories to provide
a taxonomy in which many of these tricks can be related to
yield a general understanding.

Marr (1982) posited that in attempting to understand
perception and action one has to follow a logical order by
asking (1) what is the problem from the computational
point of view, (2) why it needs to be solved, and only finally
(3) how such a solution would be “implemented” in the
brain. Morasso seems to believe that our approach to
schema theory follows this line, for he thinks it a criticism
of Organization when he states that

One of the fundamental contributions of the neural network
modeling revolution of the 1980s is just to negate the concep-
tual necessity or even usefulness of the software/hardware du-
alism in computational neuroscience. Understanding the ways
in which brain structures learn and process information is the
necessary prerequisite for constraining functional models like
Marr’s primal sketch or Arbib’s schemas in an empirically plau-
sible way and not the opposite: neuralizing a functional model
on the basis of empirical knowledge.

Heinke understands that we espouse a more subtle ap-
proach than Marr’s “logical order,” when he notes our com-
mitment to the hardware or neural level (using Marr’s
terms) with a dynamical system theory approach to it. He
agrees with us (and Morasso!) that the approach of dy-
namical system theory together with the concepts of coop-
erative and competitive interaction can be fruitful for an in-
terdisciplinary approach to cognition. We shall have more
to say on this topic below.

R1.2. Behavior versus cognitive functioning

Foster states that “The emphasis on behavior rather than
cognitive representations is also mirrored at the anatomi-
cal level, with more coverage of subcortical structures
than of the cerebral cortex.” It is true that Organization
provides relatively limited coverage of such higher cogni-
tive capacities as attention, executive functioning, social
cognition, and the many aspects of memory and language,
but Chapter 11 is very much concerned with showing how
the approach to neural organization, developed through-
out the book, paves the way for new developments in cog-
nitive neuroscience. However, the book makes clear that
it is a mistake to associate cognitive capacities with corti-
cal to the exclusion of subcortical structures. All too many

researchers within human neuropsychology neglect the
roles of neurochemical systems or subcortical mecha-
nisms, of which the latter receive especial emphasis in Or-
ganization.

Foster suggests that cognitive neuropsychology has
made tremendous strides in delineating the “architecture
of cognition” and in “carving cognition at its joints,” so that
the cognitive mechanisms underlying processes such as at-
tending, reading, speaking, remembering, and identifying
are now quite well specified (see, e.g., Ellis 1996; McCarthy
& Warrington 1990; Parkin 1999). He notes that the cogni-
tive neuropsychology school has placed particular empha-
sis on functional dissociation as the methodology of choice
for identifying specific functional units (or “modules”) sub-
serving particular cognitive and computational processes.
The ways in which distinct functional modules map onto
physiology and anatomy provides an ongoing challenge. In
Organization we were at pains to distinguish functional
units – schemas – from structural units – modules – and to
stress that a given schema may rest on the cooperative com-
putation of many modules, while a given “cognitive behav-
ior” may in turn rest on the cooperative computation of
many schemas. All too often, “carving cognition at its joints”
yields entities that have no neural reality, especially in those
topics related to language and planning, with over-inter-
pretation of human brain imaging coupled to computation-
ally incomplete models that have little relation to the find-
ings of animal neurophysiology. The discipline of iteratively
reformulating a schema analysis in the light of varied neu-
roscience data is crucial to the future success of cognitive
neuroscience.

Section 11.3.1 (Memory, Perception, and Intelligence) of
Organization articulates our theoretical framework for
mind-brain function. The section is very brief considering
its strong title. In his approach to cognitive architecture,
Anderson’s (1983) main technique is spreading activation
which, going back to Collins and Quillian (1969), was con-
sidered as a general mechanism for the dynamics of the 
retrieval processes. The dynamic model for spreading acti-
vation has been formulated based on some “quasineurolog-
ical” allusion. In this spirit Érdi et al. (1992a) used the con-
cept of a “double architecture,” for example, memory systems:
namely, neural and mental architectures. Connectionist
models have evolved in different levels (i.e., both at the
neural and mental or cognitive) of natural information pro-
cessing systems, as well as in artificial intelligence re-
searches. Psycholinguistics has been an important field of
connectionist applications. Word perception (Rumelhart &
McClelland 1982; 1986) and word/sentence production
(Dell 1986) are illustrative early examples. High-level cog-
nition systems have been simulated with varying degrees of
neural constraint by “production systems,” such as SOAR
(Newell 1990), a new version of the spreading activation hy-
pothesis (Anderson 1993), and the different versions of
CAPS (Just et al. 1999). Although the state of the art now
is to connect brain imaging data to cognitive level model-
ing, there is a clear missing link between conventional
neural modeling and data produced by brain imaging; a
link that our Synthetic PET technique seeks to supply (see
below).

Amos & Wynne, in discussing how to avoid the confla-
tion of executive function and frontal lobe function, stress
that Organization provides a structure that could be used
to motivate a principled integration of multiple levels of
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neuropsychological data, models, and theories. The struc-
ture both clarifies previous endeavors, and identifies valu-
able avenues for future investigation. However, they lament
that the gaps between the levels are still all too evident even
in our own work (e.g., in Ch. 6 on the hippocampus). They
suggest [PCC] that in the hippocampus chapter integration
occurred in limited domains, whereas most of the discus-
sion seemed to indicate fairly strict separation of levels in
the reported research. Foster sees little consideration in
this chapter of the ongoing debate between researchers
who regard the hippocampus as being specifically involved,
from a cognitive perspective, in the mediation of recall
memory (e.g., John Aggleton) and those who argue that it
has a more wide ranging role in subserving memory, en-
compassing both recall and recognition (for example, Larry
Squire), or of the contentious role of the hippocampus in
the phenomenon of retrograde amnesia. By contrast, Edel-
man found the chapter on the hippocampus especially il-
luminating. For example, he finds the possibility of the in-
volvement of the hippocampus in the representation of
relational information (discussed on pp. 182–84) fascinat-
ing, in view of the present attempts of brain theorists to ad-
dress the so-called problem of compositionality (Bienen-
stock & Geman 1995).

Here, the Précis goes beyond the book, since it both up-
dates the sampling of data, and summarizes our own recent
work on “schema-level” analysis of the hippocampus as part
of a far larger brain system involved in place cells, cognitive
maps, and navigation (Guazzelli et al. 1998; see Redish 1999
for related material). Other models worthy of mention in-
clude Rolls and O’Mara (1993) and Treves and Rolls (1994),
as well as the study by Traub et al. (1999) of the hippocam-
pal and cortical fast gamma oscillations. As for the role of hip-
pocampal regions in encoding/retrieval of memory, there are
ongoing debates on the eventual division of labor between
the caudal and rostral portions of the hippocampal forma-
tion. Lepages et al. (1998) reported that, at least based on
PET studies, the rostral regions are more active in the en-
coding process, while the caudal portions take part predom-
inantly in retrieval processes. Results deriving from fMRI
recordings (Schacter & Wagner 1999) seem to be partially
contradictory to these findings and interpretations.

Borisyuk states that, consistent with the anatomy of dif-
ferent brain structures in the book, the “neural network
with a central element” (Kazanovich & Borisyuk 1999) is a
very common architecture of connections between the
brain structures. For Borisyuk (PCC), the thalamus is a
central element according to the information distribution
in the cortex – information from the thalamus goes to the
cortex by divergent connections and comes back to the thal-
amus by convergent connections. To this we would just add
that the thalamus has many nuclei, each with very different
patterns of connections with cerebral cortex and other re-
gions (Organization, Ch. 7). Thus we might argue that dif-
ferent nuclei of thalamus serve as a central element for dif-
ferent neural networks.

R1.3. Body and brain together

As Sporns notes, the realm of function (visual scene analy-
sis, sensorimotor coordination, reaching and grasping, and
navigation) necessarily deals with an organism embedded
in an environment. The organism’s body structure, its
movements and the sensory content of its environment

must be taken into account. In its emphasis on the active
organism, continually engaged in action-perception cycles,
Sporns sees Organization as in agreement with recent
work on active perception and embodied cognition exem-
plified by recent neural (Almássy et al. 1998) and develop-
mental (Thelen et al. 2000) modeling studies, which link
the structure and dynamics of the nervous system to the
structure and dynamics of body and world. For example,
Almássy et al. (1998) have modeled the generation of trans-
lation invariant and object selective properties of inferior
temporal neurons. The neural model was embedded in a
mobile robot equipped with a camera. The continuity of the
visual input due to self-generated movements of the robot
was crucial in setting up an architecture within IT that re-
sembled the one found in adult primates. If the continuity
(the “movie-like” quality) of the visual input stream was dis-
rupted (without changing the input patterns themselves) no
translation invariance developed. This is a case where be-
ing “embodied” and active in an environment actually made
a difference to the nervous system.

However, Morasso takes us to task for our neglect of the
role of the mechanical properties of muscles (and of bio-
mechanics in general) in the neural organization of action
and the action-perception cycle. Morasso (PCC) notes that
all the evidence is that motor patterns for locomotion (walk-
ing as well as running) are tuned to the body-environment
interaction (the pendular movements due to gravity), so
that the mechanical properties of the musculoskeletal sys-
tem are fundamental for the “neural organization” of the
skill (Inman et al. 1981; Morasso et al. 1999). His slogan is
that external physics is a co-processor of the computational
processes from which the skill unfolds. We agree com-
pletely. Organization has provided an advance on most
overviews of brain function in that it places great emphasis
on the motor system from the start (note the frequent dis-
cussion of MPGs, motor pattern generators), but Morasso
is correct that it would be salutary to look more at muscle
models and spinal circuitry, for the brain does not act on
kinematics, but on a dynamic system of a body interacting
with the world, and these dynamics are not experienced di-
rectly but rather through the medium of brainstem and
spinal circuitry. As Morasso (PCC) further observes, me-
chanical compliance is at the same time a source of infor-
mation on external dynamics, and a tunable coupling device
for allowing such processes to become “partners” in the for-
mation of complex sensorimotor patterns. In general, one
can observe that the action-perception cycle implies a bi-
directional flow of energy between biological organisms
and their environments as well as a circular flow of infor-
mation. All this provides an excellent challenge for another
chapter, perhaps with the title of the paper by Chiel and
Beer (1997), “The brain has a body: Adaptive behavior
emerges from interactions of nervous system, body and en-
vironment.” In this regard, we need more computational
models that show how the structure of NNs may change
radically (as distinct from some weight tuning) when “dy-
namic coprocessing” is taken into account. However, there
may be cases where the dynamics makes the brain’s work
harder than it might be. For example, our recent work on
cerebellar involvement in control of arm movements pays
particular attention to the fact that interaction forces mean
that one cannot treat the control of each joint kinemati-
cally, but must take these dynamic interactions into account
(Schweighofer et al. 1998a; 1998b).
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R1.4.R1.4. FunctiFunction: Ontogeny and phylogeny

Leslie argues that our approach to “function,” at least as
embodied in schema theory, is an ontogenetic rather than
phylogenetic one, and thus belongs in the domain of psy-
chological rather than evolutionary biological explanation.
Similarly, Edelman notes that Organization most often
takes “function” to mean “how does this bit of the brain
function?” rather than “what does this bit of the brain do for
a living?”, making no clear distinction between explanation
of operation and explanation of goals and means. Organi-
zation (sect. 11.2.2) states that “The issue for the brain the-
orist . . . is to map complex functions, behaviors, and pat-
terns of thought either on the interactions of these rather
large entities (anatomically defined brain regions) or on
these very small and numerous components (the neurons).”
Edelman feels that this would constitute an incomplete
theory of the brain, unless it includes an explanation of its
function (over and above its operation), and that the theo-
retical concepts that Organization brings to bear on this is-
sue – dynamics, self-organization, and schemas – are in-
herently incapable of filling this gap.

We think that Edelman is partly right. Each brain is partly
the way it is because we are the products of evolution, and
thus a complete brain theory should include an account of
how the brain got to be the way it is. This would include an
account of how parts of the brain have evolved within a sys-
tem for achieving a certain goal, and would help us under-
stand to what extent the brain structure was optimal, and to
what extent its structure is suboptimal because evolutionary
“design” is more a matter of tinkering (bricolage) than of
global analysis. Organization does discuss evolution – but
only briefly – and it would certainly be valuable to further ex-
plore this topic within the framework that Organization pro-
vides. Materials for such an exploration could include the
work of Allman (1999), Kaas (1993), and Krubitzer (1998), as
well as our current attempts to understand the evolution of
language (Arbib 2000; Rizzolatti & Arbib 1998).

We think that Edelman is partly wrong. Much of the
structure of the adult brain is shaped by patterns of devel-
opmental “self-organization,” and by learning from experi-
ence. The former may shape structures in ways that reflect
general constraints on “growing a brain” more than they are
related to the function of the region. The latter helps us un-
derstand how circuitry may become tuned to better meet a
range of goals. Organization has much to say about both of
these (see, e.g., sects. 4.4 and 8.2 for the self-organization
of modular architectonics of visual cortex; and sects. 4.5,
6.4, 6.5, 8.5, 9.3, 9.4, and 10.5 for a variety of approaches to
learning).

Amos & Wynne (PCC) suggest that comparative neu-
roscience and developmental neuroscience are equally rel-
evant in reaching understanding of the links between struc-
ture and function because the emergence of new functions
in new structures will depend on the functions performed
in older structures. Disease research (more on this below)
seems useful as a means of testing hypotheses generated by
such integration. They also note that it may be impossible
to control for either different “social experiences” or for re-
organization of damaged neural tissue. Our limited knowl-
edge of chaos theory has left us with the dim apprehension
that in complex dynamic systems such as the social net-
works of evolving animals and the developing brains of mul-
ticellular creatures, small disturbances can cause large and

unpredictable changes in equilibrium states, making atten-
tion to the dynamic level necessary. This accords very well
with the point made in Organization that integration of
multiple levels is necessary.

As Leslie notes, there is a tradition in ethology of as-
cribing a phylogenetic meaning to the term “function.” The
ethological function of a class of behaviors is in terms of its
utility for the species. Evolutionary biologists assert that
characteristics of species, including those of behavior, arise
and persist through the process of natural selection. (This
is true in part. Much of what makes us human today is the
result of cultural, rather than biological, evolution.) Behav-
ioral analysis assert that the behavioral characteristics of 
individuals arise and persist through the reinforcement
contingencies those individuals encounter in their environ-
ments. This characterization of behavioral analysis is too
rigid. Am I different from a cat because I have a different
genetically predisposed brain-body matrix, or am I only dif-
ferent because I experience different reinforcement con-
tingencies than a cat does? We would seek (and Leslie
[PCC] agrees) a “joint solution” in which the “genetically
predisposed brain-body matrix” interacts, from conception
on, with the environment. Those interactions change, or
become part of, the genetically predisposed brain-body ma-
trix, and thus this interaction is a very strong one.

Leslie sees Organization as exemplifying “a type of
cognitive approach which I feel is bound to fail because
of its imprecision.” But consider, for example, the work of
Goodale and Milner (1992) (Organization, sect. 8.4.3) on
the role of parietal cortex in setting parameters for motor
control. Is that a failure? If so, will conditioning studies be
the right path to precision or (as indeed Bridgeman sug-
gests) will more precise psychophysics solve the problem?
Leslie notes that Organization provides an extended ac-
count of the neural architecture that may underpin a sub-
stantial number of important behavioral processes. Yet, he
then states that “From an ontogenetic perspective, [Arbib
et al.] can therefore be classed as mainstream cognitive psy-
chologists, and those of us who doubt the predictive value
of much contemporary cognitive psychology will have the
same types of concern about the psychological applicability
of [Organization].” Leslie (1996) offers examples of what,
presumably, are more satisfying neural approaches for be-
haviorists, such as the

remarkable effects . . . demonstrated by Stein, Xue and Belluzzi
(1993). Using a slice of hippocampal tissue removed from the
brain of a rat, they found that a type of neural activity (pyrami-
dal cell bursting responses) could be reinforced with applica-
tions of dopamine, a neurotransmitter, to the slice of brain tis-
sue. This was the result of operant conditioning.

But this very example seems to show the strength of Orga-
nization rather than weakening it. For example, in Chapter
9 on the cerebellum, we progress from the role of cerebel-
lar circuitry in classical conditioning to its role in the adap-
tation and coordination of movement to close with an all too
brief look at “The Cerebellum and Mental Activity.” More
generally, the book gives a variety of well-grounded case
studies of the brain’s varied learning mechanisms. In short,
we provide a bridge from the controlled but cognitively
bland studies of the strict behaviorist through controlled
semicognitive behaviors to the general prospectus for a cog-
nitive neuroscience rooted in schema theory, dynamics, and
anatomy provided in the last chapter of Organization.
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R1.5.The worldwide web

Gouras suggests the interest of exploring analogies be-
tween the brain and the evolution of the worldwide web as
another example of how standardized sequences can be
linked in a universal way to create complex abstractions.

Kötter found that URL given for the Brain Models on
the Web of the USC Brain Project (which Arbib directs)
fails to produce the desired page while Edelman found
that some links were dead, while others pointed back to the
front page. Arbib is happy to report that much progress has
been made by the USC Brain Project since Organization
went to press, and the website for the Brain Project is now
greatly improved even since the time when Edelman
wrote his commentary. However, since the website is still in
a state of flux, we suggest the reader turn to the home page
at http://www-hbp.usc.edu, rather than depending on the
stability of links to specific pages. An overview of the work
of the USC Brain Project, Arbib and Grethe (2000).

R2. Schema theory:The next step

R2.1. Schema theory is not just a top-down theory

For Morasso, the notion of schema is “simply a concise re-
capitulation of the diverse body of research in which, af-
ter the pioneering work of Anokhin (1974), Bernstein
(1957), Gibson (1950), Piaget (1963), von Holst (1950), and
others, it has become clear that perception and action are
not independent functions but are always intermingled in
complex and peculiar ways. However, this is not the stuff of
a scientific model.” Our first response is that schema the-
ory has two senses: (1) a general framework like differential
equations, and (2) a set of specific models expressed in that
framework, such as, to take a specific example from Chap-
ter 3 of Organization, the Hoff-Arbib model of reach-grasp
coordination. The former is useful to the extent that it helps
one express the latter; it is the latter that meet the test of
experiment. However, at either level, the schema theory of
our book goes well beyond the work of Morasso’s progen-
itors. We shall say more about Anokhin in the next section.
Arbib (1984) pays explicit tribute to Bernstein’s notion of
synergy, but also notes that it lacks many of the crucial ele-
ment provided by the explicit notions of “motor schema”
and “coordinated control program” of our schema theory.
Gibson (1966) gave us superb intuition into the diversity of
information that we can “pick up” from the environment,
but he resolutely spoke of “direct perception” and it has
taken much work, including our own, to relate his insights
to plausible computational (Prager & Arbib 1982) and
neural (Arbib 1997) mechanisms. Piaget emphasized the
role of “assimilation” and “accommodation” in developing
a form of schema theory to describe his observations on the
child’s progression from infantile behavior to logical
thought, but emphasized “one schema at a time” rather
than the crucial role of multiple interacting schemas in
giving a processing account of the child’s behavior. Thus
the schema theory offered in Organization is far more than
a recapitulation of the work of the pioneers – it pays
homage to their work, yes, but also adds to the thrust of
each of them within a new and powerful framework which
makes far closer contact with modern neuroscience than
they would have aimed for.

As noted earlier, Morasso is mistaken in his claim that a

schema is a “software object” that can precede and in a
sense be independent of the “implementation” in a specific
experimental environment. Yes, matching brain regions to
schemas is defined as a kind of “neuralization” of schemas
(p. 235) but section 3.2.1 is explicitly designed to counter-
act the view that “neural models follow schemas and not the
opposite.” The section shows that an initial functional de-
composition when linked to a “neural localization” of spe-
cific schemas can yield hypotheses that can be empirically
tested by neuroscientific experiments, and that this may
lead to explicit restructuring at the schema level. Morasso
suggests that a feasible alternative to a “functional decom-
position” of brain activity in terms of schemas is a “compu-
tational decomposition” in terms of maps, dynamic models,
and sequences that is grounded in the organization of the
neural hardware and exhibits functional regularities as
“emergent properties.” Edelman seems on somewhat the
same wavelength as Morasso when he asserts that “if you
want your flock of schema[s] to cooperate and do some-
thing useful, these days you still have to carefully engineer
your system, and that takes understanding. Moreover, if you
ever succeed to have the schema[s] evolve without super-
vision, you’d still want to analyze the emergent behavior to
gain understanding of what is going on – just the problem
we have with explaining brain function.” But we do not see
the second sentence as a criticism. If we simply take a very
large network and let it self-organize we gain no insight un-
less we can provide some high-level analysis of the out-
come. Thus it may well be a fine strategy (one might even
call it neo-Piagetian) to confront a functional decomposi-
tion of an adult behavior with developmental data, detailed
neurophysiological recording, and modeling studies of self-
organization (as indeed Organization itself does on several
occasions). But, when the dust settles, we still need a lan-
guage that bridges from an overall description of behavior
or cognition to the differential contribution of a multitude
of neural circuits. Schema theory (sense i) is our bridging
language for this purpose, and we have offered specific
models (schema theory, sense ii) to show how schema the-
ory may maintain a dialog with a wealth of data as we try to
build ever more comprehensive models of the roles of mul-
tiple brain regions in such overall behaviors as “saccade
control” or “reaching and grasping.”

Organization critically reviews and integrates the con-
cepts of structural, functional, and (much more implicit)
dynamic modules. We adopted a pluralist strategy combin-
ing a functionalist top-down approach and a structuralist
bottom-up approach, and we offered many ideas for what
might be called structure-based modeling of schemas.
Morasso and Sanguineti (1997) entitle their book Self-
organization, cortical maps and motor control. Unlike
Morasso, we do not see these concepts as antithetical to
schema theory; rather, we see them as full partners with
schema theory in the development of Brain Theory, a part-
nership very much exemplified in Organization. As Heinke
notes, our dynamical system theory (Ch. 4) plays an impor-
tant role as a mediator between the functional-structural
level of analysis and the neural level. Satisfying the con-
straints from these two levels is not a straightforward process
and it requires numerous iterations.

Grunewald suggests that to understand neural process-
ing it is useful to think of various areas providing different
competencies (Grunewald 1999). The words competence
and schema denote similar ideas; some specific functional-
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ity that can be combined with other functions as the con-
text requires. However, we do not find it useful to introduce
new terminology (running a risk of confusion with Chom-
sky’s “competence”), and urge Grunewald to use his in-
sights to clarify the concept of schema. (It was in the latter
spirit that, back in 1975 or so that, at the urging of the late
Richard Reiss, Arbib adopted Piaget’s word, rather than us-
ing a neologism of his own.) Grunewald (PCC) says that
he would tend to shy away from a relationship to Piaget’s
schema, since that refers to the whole S-R process, but our
use of “schema” in Organization is precisely aimed at pro-
viding a hierarchical refinement of Piaget and linking it to
the brain. Our schemas are recursive. Chomsky’s work
seems inappropriate to us because (a) Chomsky’s “compe-
tence” is innate, whereas the brain and mind develop, and
(b) it is explicitly distinguished from performance – the
rules, rather than the implementation of them. In any case,
we agree with Grunewald that “there may in fact be many
pathways [in the brain, and] each pathway is called upon de-
pending on the contextual demands, for example due to
task requirements,” but we stress – as Organization shows
– different coalitions forming, rather than a switching from
one pathway to another, as when we recognize what an ob-
ject is to determine how to grasp it.

R2.2. Anokhin

Borisyuk notes that in the 1970s the Russian physiologist
Petr Anokhin developed the theory of “functional systems,”
and that the theory is still the basis for many neurophysio-
logical studies (Sudakov 1997), but is not reflected in the
book. However, this work has certainly influenced the au-
thors of Organization. In the pages of BBS, Arbib and Ca-
plan (1979) wrote:

Luria transfers the emphasis from the brain-damaged patient
to how brain regions interact in some normal performance –
but using data on abnormal behavior to provide clues about
neurological processes. Luria’s approach is founded upon the
idea of a functional system (Anokhin 1935) in which an invari-
ant task can be performed by variable mechanisms to bring the
process to an invariant result, with the set of mechanisms be-
ing complex and, to an important degree, interchangeable.
From such a background, as well as from the developmental
studies of Vygotsky (1934, translated 1962) and his own wide
experience in neurology and psychology, Luria (1973, pp. 33–
34) formulated the following program for neuropsychology: ‘It
is accordingly our fundamental task not to localize higher hu-
man psychological processes in limited areas of the cortex, but
to ascertain by careful analysis which groups of concertedly
working zones of the brain are responsible for the performance
of complex mental activity; what contribution is made by each
of the zones to the complex functional system and how the re-
lationship between these concertedly working parts of the brain
in the performance of complex mental activity changes in the
various stages of its development.

This 1979 paper was part of an attempt to develop
schema theory within the context of neurolinguistics, and
has clear resonances (though not explicit acknowledgment)
in Chapter 3 of Organization. Szentágothai (1979) wrote (in
Hungarian) that

P. K. Anokhin had already worked on the concept of the ner-
vous system as a self-organizing system during the late forties.
He assumed, based on results from repeating earlier experi-
ment of Ten Kate under modified conditions, that at least some
unspecific afferent input is necessary to generate movement
patterns in the spinal cord. While Anokhin was hindered by the

dogmatic atmosphere of his time and by the Pavlovian school
being strongly reflex-oriented (he still got in trouble in 1950), I
was less affected by these scruples. . . . Although those, aiming
to explain neural function as a whole, and especially P. K.
Anokhin, had been faced with this contradiction since the last
decades of the 19th century, still no one has so far been able to
either solve the problem or propose a clear experimental setup
for solving it. However, the theory of dynamic patterns has sub-
stantially altered this situation, and can be easily approached by
studying the highest center of the nervous system, the cerebral
cortex.

This perspective is reflected in section 2.1.

R2.3. Schema theory: From action-oriented perception
to cognition

Clark asks whether the strategies used to solve basic prob-
lems of perception and action also apply to more abstract
and “cognitive” problems (problems of long range planning,
deductive reason, thought about the distal, the absent, the
abstract, the nonexistent, etc.). He labels as “cognitive in-
crementalism” the idea that you get human cognition by
gradually adding bells and whistles to basic embodied
strategies of relating to the present-at-hand. By contrast, he
notes that the two visual systems hypothesis of Goodale and
Milner (1992; Ch. 8 of Organization) holds that on-line vi-
suomotor action is guided by neural resources that are quite
fundamentally distinct from those used to support con-
scious visual experience, off-line visual reasoning, and visu-
ally based categorization and verbal report. Goodale and
Milner argue for a radical dissociation of codings for on-line
action and off-line reason and imagination. Organization
tries to do justice to a kind of continuity while attempting
to get to grips with what is special and distinctive about ad-
vanced human reason.

But how, Clark asks, can schema theory, which seems so
well-suited to understanding basic, often pre-programmed
behaviors (e.g., the work on frog visuomotor coordination,
Rana computatrix, sampled in Ch. 3 of Organization), deal
with the higher reaches of human thought and reason? We
argue that instinctive (basic, special-purpose, perceptuo-
motor) schemas are joined by somewhat more abstract
(learnt) schemas and that these two types of resources then
interact in flexible ways to support intelligent human be-
havior. In section 8.6, we suggest that a variety of basic
(“embodied, action-oriented”) resources are combined with
some more abstract learnt schemas with the whole assem-
blage orchestrated by cooperative computation into tem-
porary ensembles according to the demands of a current
task. But, Clark worries, how does the process of coopera-
tive computation actually solve the recruitment problem?
How are the right schemas assembled into the right tem-
porary wholes at the right times? Morasso recalls (from
Organization, p. 261) that Newell (1990) observed that as
biological organisms became more and more complex as a
result of natural selection, learning an exponentially in-
creasing set of specialized mechanisms became inefficient
and might have prompted the “Great Move” of evolution
that established “a neutral, stable medium that is capable of
registering variety and then composing whatever transfor-
mation are needed.” Morasso suggests that neural self-or-
ganization should be able to build internal representations
of the outside world in terms of maps, dynamic processes
and sequences. We accept this, but not his caveat that this
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would occur “independent of any functional schema,” for in
fact the cerebral cortex involves many specialized subre-
gions linked in highly specific ways to specific thalamic nu-
clei and thence to other regions of the brain. The self-or-
ganization that proceeds within these regions is then
constrained by the functional specificity implicit in the
anatomy. We share with Clark a sense of how much re-
mains to be done here, but feel that Organization has made
a genuine contribution by providing in section 8.6 at least
the framework for seeing how complex cognitive behavior
builds upon the interactions of a set of complex, specialized
neural structures, rather than being an unconstrained cre-
ation of “pure rationality” – or pure self-organization.

Our humanity both builds on and defies our animal past.
Arbib (1985) quotes Shylock’s impassioned defense of his
humanity: “Hath not a Jew eyes? Hath not a Jew hands, or-
gans, dimensions, senses, affections, passions? Fed with the
same food, hurt with the same weapons, subject to the same
diseases, healed by the same means, warmed and cooled by
the same winter and summer, as a Christian is? If you prick
us, do we not bleed? If you tickle us, do we not laugh? If
you poison us, do we not die? And if you wrong us, shall we
not revenge?” (Shakespeare, The Merchant of Venice, Act
3.) It is his “experience” that makes Shylock human. What
is amazing about this quotation is how much of that experi-
ence Shylock shares with animals, but he is distinguished by
his conscious knowledge of much of this experience. Theo-
ries of the mind that treat it as disembodied falsify the na-
ture of our cognitive lives.

Indeed, Grunewald notes that much of the early work
on artificial intelligence (AI) assumed that there is a repre-
sentation of the sensory world that is multimodal, not tied
to a specific sensory coordinate system, and from which
information could be used to perform any movement,
whereas neuroscience continues to amass compelling evi-
dence against this notion of a single central representation.
He not only notes the data on the “two visual pathways”
(Goodale & Milner 1992; Ungerleider & Mishkin 1982)
cited in Organization, but also notes evidence that there are
also two auditory pathways (Romanski et al. 1999). More-
over (cf. Organization, sect. 8.4), several parietal areas are
preferentially active before arm movements but not eye
movements, and vice versa (Snyder et al. 1997). Schema
theory explicitly rejects the notion of a central representa-
tion, instead stressing cooperative computation of multiple
representations.

Bridgeman, too, discusses the two visual systems, but
here emphasizing the need for psychophysical data.
Bridgeman et al. (1997; Bridgeman 1999) show how psy-
chophysical studies demonstrate independent representa-
tions of visual space in the two systems. In particular, they
show that a symbolic message about which of two targets
to jab can be communicated from the cognitive to the sen-
sorimotor system without communicating the biases that
they have demonstrated in the cognitive system. Bridge-
man notes that Organization asserts that the two systems
engage in direct cross talk (p. 244), and appears to see this
as a criticism. However, our models (whether expressed as
schema assemblages, neural networks, or dynamic sys-
tems) are both predictive and open to refinement in the
light of new data. We thus see Bridgeman’s data as a
welcome input for our further development of models of
visuomotor integration, rather than as in any way a reflec-
tion on our methodology.

R3. Neural modeling and dynamics

R3.1. How detailed a model of the neuron is relevant 
to neural organization?

For Gouras, the consideration of oscillations or the phar-
macological ingredients that are liberated at synapses seem
irrelevant. He sees the Hodgkin-Huxley equations for
propagated axonal conduction as a highpoint in the mathe-
matical description of neural function, but of little rele-
vance to understanding how neural connectivity defines
brain function. For him, McCulloch-Pitts models are just
detailed enough for understanding the brain, and there is
no need to use biophysically detailed models. We cannot
fully accept this argument – though we would be ready to
defend the merit of the McCulloch-Pitts model if some-
body attacked it as completely irrelevant neurally! In sym-
pathy with Gouras, we note that in modern biological re-
search we often meet with the “tyranny of microscopic
details,” whereas the search for organizational principles is
neglected. However, the Hodgkin-Huxley equations cer-
tainly are important in understanding the neural building
blocks of the brain. We would argue that different problems
call for different levels of detail in their analysis, and that
models with intermediate complexity will have an increased
role in modeling interacting brain regions. Population
models, simplified network models (sect. 8.4.1. in Organi-
zation) and models with spiking neurons are specific exam-
ples of this approach. In Érdi’s group (Barna et al. 1998;
Bazsó et al. 1999; Gröbler et al. 1998), a scale-invariant the-
ory (and software tool) was developed (see Précis), which
gives the possibility of simulating the statistical behavior of
large neural populations, and monitoring the behavior of an
“average” single cell synchronously. There is a hope that ac-
tivity propagation among neural centers may be realistically
simulated, and schemas can be built from structure-based
modeling. In other studies, detailed multicompartmental
modeling led to the understanding of the dynamic emer-
gence of schemas. These include the analysis of the central
pattern generators (CPGs) for the lamprey spinal cord
(Wallen et al. 1992) and leech heart beat (Nadim et al. 1995).

Networks of neurons organized by excitatory and in-
hibitory synapses are structural units subject to time-de-
pendent inputs and they also emit output signals. From a
functional point of view, a single neural network may be
considered sometimes as a pattern generating and/or a pat-
tern recognizing device. More often it is not a single net-
work but a set of cooperating neural networks that forms
the structural basis of pattern generation and recognition.
(Pattern generating devices are functional elements of
schemas.) Consequently, whereas the structural organiza-
tion of many neural centers can be understood based on the
concept of modular architectonics, that is, a network made
up of repetitive modular elements, there is no one-to-one
correspondence between structural and functional mod-
ules.

Depending on its structure, an autonomous neural net-
work may or may not exhibit different qualitative dynamic
behavior (convergence to equilibrium, oscillation, chaos).
Some architectures show unconditional behavior, which
means that the qualitative dynamics does not depend on the
numerical values of synaptic strengths. The behavior of
other networks can be switched from one dynamic regime
to another by tuning the parameters of the network. One
mechanism of tuning is synaptic plasticity, which may help
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to switch the dynamics between the regimes (e.g., between
different oscillatory modes, or oscillation and chaos, etc. . . .).

Turning to finer levels of detail, Székely notes the im-
portance of studying synaptic triads. Attributing chaotic be-
havior to the synapsing elements, the synaptic triad acts as
an input dependent ON gate in the visual system. He thinks
the successful treatment of triads in model studies has a
special significance because serial section electron micro-
scopic studies reveal that the “at a distance” type synaptic
triads are in great abundance in the spinal cord where the
conventional “closely packed” triads are relatively rare
(Székely 1989). He notes (PCC) the challenge of analyzing
impulse transmission in the more complex synaptic islands.

R3.2. Clarifying the multiple functions of neurons 
and brain regions

Grunewald asserts that Organization suggests that the
role of the posterior parietal cortex (PPC) is to provide a
remapping mechanism, and then he stresses that many
neurons in PPC code a variety of signals at different times
including memory signals during visual memory saccades
(Gnadt & Andersen 1988), or auditory signals in fixation or
saccade tasks (Grunewald et al. 1999; Linden et al. 1999).
However, this is consistent with our approach because, in
section 8.4, we too stress the specialization of different sub-
regions of PPC. The emphasis on remapping was for por-
tions of PPC involved in saccadic eye movements. In the
same spirit, Grunewald notes that the role of the frontal
eye fields (FEF) cannot be restricted to saccade or mem-
ory functions alone, as it was in section 8.4.2 of Organiza-
tion, because recent physiological experiments suggest that
FEF is also involved in other functions (Bichot & Schall
1999; Thompson & Schall 1999). But this is fine with us.
Each model is limited in scope. Our continuing challenge
is to show that our models do explain some new data,
whereas other data are accommodated by minor revisions
of the model that preserve its explanations of datasets con-
sidered earlier. What is to be avoided at all costs is the ad
hoc development of a new model for each and every
dataset. As such modeling progresses, we will come to bet-
ter understand the interplay between specificity and poly-
functionality exhibited in so much of the nervous system.

R3.3. In defense of dynamics

Edelman may be right when he says that “‘dynamics’ does
not play too prominent a role in the book.” However, he
qualifies this fact as a fortunate one. We believe that it re-
flects the present status of research rather than the ten-
dency of the future. We think that both structuralist “bot-
tom up” and functionalist “top down” approaches should
lead to models formulated in the language of dynamical sys-
tem theory. Of course, we do not expect to find (or even to
search for) the differential equations to be called “the brain
equations.” In accordance with what we wanted to express
in Organization, Érdi (2000) argues that dynamical system
theory offers conceptual and mathematical tools for de-
scribing the performance of neural systems at very differ-
ent levels of neural organization. Neural rhythms, neural
and mental development, and macroscopic brain phenom-
ena monitored by brain mapping devices are different as-
pects of neural dynamics.

R3.4. Functional neuro-imaging

We certainly accept the critique (Sporns and Gouras) that
neuroimaging is under-represented in the book. Indeed,
the whole area developed very much during the writing of
the book and thereafter. Here, we briefly summarize our
views on bridging the gap between conventional neural
modeling and data evaluation for the new brain imaging
methods. PET and fMRI studies observe average activity
data calculated for volume units (voxels). A voxel of the
present techniques is large compared with even a cortical
module. (A cortical module contains several thousand neu-
rons.) Voxels showing correlations in blood flow during a
specific cognitive task are assumed to be functionally con-
nected. Interacting brain regions form a functional net-
work. Structural modeling provides the numerical values of
correlation coefficients between brain regions by assuming
a linear relationship between these active areas. More pre-
cisely, although functional connectivity reflects temporal
correlations between remote neurophysiological events, ef-
fective connectivity characterizes the influence one neural
system exerts over another (Friston 1994). The present
evaluation techniques are based on statistical analysis (such
as correlation, regression, principal component, and inde-
pendent component analysis). A more sophisticated, still
static, technique, called “covariance structural equation
modeling” was also introduced and applied for a number of
specific cognitive tasks. This method combines anatomical
and hemodynamic-metabolic data and was qualified (Hor-
witz et al. 1999) as system-level neural modeling. Arbib et
al. (1995) introduced a large-scale neural modeling tech-
nique that connects neural activity to PET data. The key hy-
pothesis to establishing a synthetic PET result (cited in the
book) is that counts acquired in PET scans are correlated
with the synaptic activity within a region. Simulated PET
activity was computed by integrating the absolute value of
the total synaptic activity of a neural subnetwork over the
time course of the study within the different areas. To study
saccade generation, for example, several regions, such as
basal ganglia, frontal eye fields, posterior parietal cortex, vi-
sual cortex, and superior colliculus were modeled.

Sporns notes that Organization does not concern itself
much with statistical approaches to neural activity based on
information theory (Rieke et al. 1997), or with approaches
based on functional connectivity, correlation or coherency
analysis. By and large, there are two classes of problems re-
lated to modeling studies. First, the direct problem starts
with the setting up of a model, and then studies the prop-
erties of the model. Second, the inverse problem starts
from experimental data, and tries to find out the proper
mechanisms and algorithms, which produce results best fit-
ted to the data. Techniques of data evaluation, even in a
broad sense, were outside the scope of the book. Nonethe-
less, we await with interest the outcome of Sporns’s claim
that analytical techniques based on information theory may
prove useful in the analysis of multidimensional data sets
from neurophysiology or neuroimaging.

Recently (see, e.g., the Fifth International Conference
on Functional Mapping of the Human Brain, http://www.
apnet.com/hbm99/methphyscog.html) there has been an
increasing tendency both to improve the temporal resolu-
tion of the experimental devices, and to develop new tech-
niques of evaluation. Among others the use of nonlinear dy-
namics was demonstrated in the human brain using PET
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and transcranial magnetic stimulation (Meyer-Lindenberg
et al. 1999). Unstable cortical states are accompanied by in-
creased rCBF in a well-defined, discrete set of areas. This
may reflect increased synaptic activity due to increased net-
work firing rate near the transition point. There seem to be
methods to detect cortical instabilities, which may lead to
neuropsychiatric disorders, and analyze them by the meth-
ods of dynamic system theory. To connect neural mecha-
nisms to dynamic cognitive networks is still a long way off.
There is a need for mesoscopic level neural simulations to
bridge the gap between microscopic single-cell activities
and macroscopic brain states. A step in this direction is sta-
tistical population dynamics (Barna et al. 1998; Gröbler et
al. 1998).

R3.5. Attention

The metaphor of a window of attention describes a space-
based selection process (Crick 1984). Heinke argues that
nowadays selective attention is not considered as a merely
spatial selection. Heinke (PCC) offers the following exam-
ple: If two identical items move in the same direction and
the two items are separated by a static different item, the
two moving items still can be selected together. This con-
tradicts the view of selective attention operating as a focus
of attention (FOA). Interesting to note, a similar issue was
considered long ago in the modeling of stereovision. If grass
is viewed through a picket fence, there is no reason the dis-
parities of the fence should be related in any way to the dis-
parities of the grass surface. Similarly, one may observe a
pane of glass and the scene behind it. Prazdny (1985) of-
fered an algorithm that successfully detects disparities gen-
erated by opaque as well as transparent surfaces. The prin-
cipal disambiguation mechanism is facilitation due to
disparity similarity; Prazdny argues that dissimilar dispari-
ties should not inhibit each other because, when there are
transparent surfaces, features at a given disparity may be
surrounded by a set of features corresponding to other sur-
faces, and thus at different disparities.

R3.6. Synthetic brain theory versus attractors

Sporns notes that models that incorporate diverse neuro-
biological knowledge, from realistic synaptic rules to pat-
terns of interconnectivity that mimic those of real brain
areas, are synthetic, in that they “put together” individual
components across levels. We agree with Sporns about the
necessity and possibility of constructing a synthetic brain
theory. Typically, one approach (the bottom up) we adopted
in the book is in accordance with its spirit. First, we defined
structure, including network architecture, then activity pat-
terns are determined, followed by the formation and mod-
ification of synaptic connectivity patterns. If everything
goes well, overall behavioral patterns are constructed. A
very clear illustration of this strategy in Organization is
Chapter 5 on the olfactory system. However, the neural
coding problem is under-represented in the book. At the
time of writing of Organization, an extensive discussion
started about the nature of the neural code. The specific
question is how strong are the arguments for supporting the
traditional (but not clearly defined) coding scheme based
on the “mean firing rate,” and what evidence supports the
view that the neural code is buried in the temporal pattern

of the spikes? To give some pointer to the broad literature
we mention the two recent books by Rieke et al. (1997) and
Maass and Bishop (1999).

As Sporns notes, such biologically constrained models
are to be contrasted with “classical” connectionist networks
with their highly stereotypic architectures and algorithmic
learning procedures. He sees brain dynamics as character-
ized by dynamic transients, spontaneous activity and time-
varying inputs, rather than by attractors selected by con-
stant input patterns. Indeed, Organization offers a critique
of the role of attractors in neural modeling in section 4.5.4.
Sporns (PCC) adds that cortical dynamics is highly sto-
chastic, perhaps chaotic, with seemingly highly irregular
spike trains (Mainen & Sejnowski 1995; van Vreeswijk &
Sompolinsky 1996) with on-going activity characterized by
large fluctuations and persistent variability (Arieli et al.
1996). Another complication is that nervous systems often
arrive at “decisions” very quickly, with some people arguing
(e.g., Rieke et al. 1997) that very few spikes per neuron are
needed to produce a result, perhaps only a single one. Per-
haps transients are all there are. Indeed, models that take
explicit account of continuous interaction with the environ-
ment are nonautonomous in the mathematical sense (Aradi
et al. 1995; Érdi et al. 1992b). Such systems do not have at-
tractors in the general case. Consequently, attractor neural
network models cannot be considered as general frame-
works of cortical models.

However, the role of attractors in the dynamic system
theory of neural networks is not as limited as an emphasis
on fixed points might suggest. The notion of chaotic itiner-
ancy, as a universal dynamical concept in high-dimensional
dynamical systems, has been suggested and applied to
neural information processing by Tsuda (1991; 1992; 1996):

The starting point is a dynamical system which can be charac-
terized by the coexistence of attractors. A state can be a partic-
ular attractor. This attractor, however, may become unstable,
while other attractors could preserve their stability, i.e., the in-
stability can remain localized. The trajectory of the dynamical
system moves along the unstable manifold, and approaches an-
other attractor. If instability is strong enough, many chaotic
modes appear and consequently the system goes toward a tur-
bulent state, that is, a quite noisy macroscopic state. Then, even
a “trace” of the original attractors disappears. If instability is,
however, not so strong, an intermediate state between order
and disorder can appear. The dynamics may be regarded as an
itinerant process which ensures a transition among states which
were at the beginning described as attractors but now are no
longer attractors. In this case, a crucial characteristic is that a
“trace” of attractors remains in spite of the generation of un-
stable directions in the neighborhood of attractors. (Courtesy
of Tsuda; Érdi & Tsuda, in press.)

R3.7. Multi-rhythmicity

Borisyuk notes the occurrence of multi-frequency oscilla-
tion as a promising tool for neural information processing.
Although we have not analyzed it in a very detailed way, at
least in two cases we referred to this interesting concept.
First, referring to the work of Jahnsen and Llinás (1984) we
mentioned (p. 82) that multi-rhythmicity may occur even at
the single-cell level. Second, in the network model of the
olfactory bulb the numerical bifurcation analysis (Fig. 5.6)
showed a periodic-doubling bifurcation structure from pe-
riodicity to chaos. This transition goes trivially through mul-
tifrequency oscillations. However, its eventual role in the
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information processing was not mentioned, because it has
not been clarified. Multi-frequency oscillation may have a
very important role in hippocampal information processing.
Two main, normally occurring, global hippocampal states
are known: the rhythmic slow activity, called the theta
rhythm with the associated gamma oscillation, and the ir-
regular sharp waves (SPW) with the associated high fre-
quency (ripple) oscillation (Buzsáki 1996). In a recent
model of a network of interneurons we showed that syn-
chronized gamma oscillation and theta rhythm can be gen-
erated together (Kiss et al., in press).

R3.8.The binding problem

Edelman comments that “invariant” pattern recognition is
finessed into the “binding problem” and is offered a solu-
tion in the form of von der Malsburg’s Dynamic Link Ar-
chitecture (p. 102). He asserts that the model only becomes
relevant if one accepts the prior assumption that binding is
indeed a problem. Edelman (PCC) is now working on a
model of structure representation that does not require tra-
ditional symbolic binding.

Borisyuk states that the feature binding problem can be
described using multifrequency oscillations (Borisyuk et al.
1999) when feature binding is realized owing to synchro-
nization of oscillators. But if we see a bookshelf with hun-
dreds of books, we have the impression that they are clearly
segmented from one another – certainly we can see 50 or
60 books as distinct objects in a single foveation. How can
neural oscillators support this many different frequencies?
Something else must be at work. Borisyuk (PCC) agrees
that the range of possible frequencies is limited. He sug-
gests that the same frequency might be used in several dif-
ferent subregions of the visual cortex but this seems to raise
more questions than it answers.

R3.9. Cortical maps and architectonics

Edelman notes that when we discuss dynamical models of
ocular dominance formation, nothing is said about why
there are ocular dominance columns in the first place. In
fact, current evidence suggests that they are not functional,
but a product of early self-organization, after which func-
tional effects (e.g., mediating stereo) become more impor-
tant. Viewed this way, ocular dominance columns are a by-
product of squeezing several dimensions into two. Frogs
have complete crossing of optic fibers at the chiasm and
do not exhibit ocular dominance columns in the tectum.
Yet when a third eye is grafted into the tadpole, and the
tectum of the frog shows retinal innervation by two eyes
as a result, then eye-specific termination bands do indeed
appear (Constantine-Paton & Law 1978). Indeed, Mo-
rasso notes that if cortical maps are trained to represent
higher-dimensional manifolds, apparent fragmentation
will be a side-effect of mapping an N-dimensional mani-
fold into a two-dimensional substrate. Thus absence of so-
matotopy may be more apparent than real. However, this
does not, as Morasso argues, contradict our opinion that
the computational functions of associative cortical areas are
not unitary (sect. 8.4). For example, Krubitzer (1998)
stresses the strong role of activity-based reorganization of
cortical maps, but also notes that in a monkey with an eye
removed before the visual pathway was well established,

the primary visual area and its inputs still formed but were
smaller than normal (Rakic 1988). In other words, evolu-
tion lays down specialized areas in the brain that are mal-
leable during the self-organization of development, but are
not the mere expression of “mapping an N-dimensional
manifold” into a uniform cerebral cortex.

Kötter notes that our discussion (sect. 8.2) of models
generating modularity in visual cortex omits such other as-
pects of visual cortical organization as topological analyses
of long-range connectivity (Young 1992; 1993). Kötter
(PCC) suggests that new data to challenge Szentágothai’s
concepts came from studies of autoradiography of receptor
distributions (cf. Geyer et al. 1998; Zilles & Clarke 1997).
Such data could resolve the debate whether every layer V
pyramidal neuron in the cerebral cortex can be regarded as
the center of a virtual column or whether a far smaller num-
ber of columns exists. In the rodent barrel cortex, one can
ask whether barrels are superordinate to pyramidal cell-cen-
tered columns or replace them. They certainly are subject
to reorganization if vibrissae are removed. As a contribution
to updating the debate, we went beyond Organization in
the Précis by reviewing Somogyi et al.’s (1998) discussion of
“Salient features of synaptic organization in the cerebral
cortex” as well as recent developments related to modular
architectonics.

R3.10. Chaotic dynamics

Borisyuk suggests that chaotic activity in the brain might
be synchronized or partially synchronized and this is a pos-
sible basis for an information processing. Borisyuk (PCC)
offers Makarenko and Llinás (1998) and Zaks et al. (1999)
as relevant papers.

Gregson wants to get away from “single idealized neu-
rons and [use] the properties of recursive pathways as the
elements of modelling. Such pathways need augmentation
by gating functions, whose dynamics have been studied
from both physiological and mathematical perspectives.”
We are sympathetic with this approach, but are also con-
cerned that our dynamic analyses do indeed make contact
with the data of neurophysiology and neuroanatomy.

Gregson suggests that “in psychological dynamics, dis-
crete time processes may be more plausible and tractable.”
First, we admittedly reviewed neurodynamic models, though
fully aware of important problems and models at the psy-
chological level (e.g., multistable perception and cognition;
Stadler & Kruse 1994). There are many arguments for us-
ing continuous or discrete-time models. What is true is that
the notion of “immediate next time” can be interpreted eas-
ily in the discrete case only. Second, as concerns the history
of neurodynamics and neuropsychology, even the pioneers
made different choices: “Where Rashevsky had assumed
that the relevant mathematics was differential equations
and the relevant conceptual tools of physics, McCulloch
and Pitts assumed that the relevant mathematics was the
Boolean and first-order logic found in Rudolph Carnap’s
system logic, inspired by Bertrand Russell and A. N. White-
head” (Aizawa 1996). (The McCulloch-Pitts model is for-
mulated in discrete-time.) Third, the tractability of an
equation does not depend on its semantic connotation.
When you solve an equation, it is equally difficult or easy if
it is considered as a model of physical, chemical, biological,
economical, or whatever phenomenon.
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R4. Learning, development, and self-organization

R4.1. Monoaminergic systems, reinforcement,
and varieties of learning

Zhadin argues that positive reinforcement (PR) and nega-
tive reinforcement (NR) must be obligatory elements in any
model of learning, and that unconditioned inputs originat-
ing from unified centers of PR and NR must terminate on
the overwhelming bulk of neurons to provide a wide vari-
ety of conditioning forms. He then observes that many
Hebbian synapses are detected in the hippocampus, but
they are seldom revealed in the mature neocortex, which is
responsible for the highest mental activity, recognition, and
complicated forms of memory and learning. He even as-
serts that monosynaptic LTP is most likely to have nothing
to do with learning at all, having no association with the
reinforcement process. He argues that the only possible
source of the multiple synaptic input of reinforcement
could be the monaminergic systems (MS): serotoninergic
(SS) from the raphé nuclei, norepinephrinergic (NS) from
the locus coeruleus, and dopaminergic (DS) from the sub-
stantia nigra. Gromova’s (1980) lesion data suggest that that
SS mediates PR, and NS mediates NR. (We are unable to
adjudicate the apparent contradiction with the view of NS
mediating PR, Olds & Olds 1963.) Zhadin modeled elec-
trical activity of cortical neurons with prolonged action of
PR or NR. With PR, the neuronal excitation tends to its
highest level upon initial relatively high excitation or to
complete inhibition upon initial low excitation with possi-
ble accidental transitions from one extreme level to an-
other. With NR, it tends to some intermediate excitation
level, regardless of its initial excitation. In our own group,
we have recently analyzed related phenomena in striatum.
To model the transient influences of dopamine on mem-
brane properties of medium spiny neurons in striatal ma-
trisomes, Suri et al. (2000) simulated the in vitro finding
that activation of D1 dopamine receptors decreases firing
evoked from the hyperpolarized resting potentials but
increases firing evoked from elevated holding potentials
(Hernandez-Lopez et al. 1997). Likewise, we model dopamine
effects on corticostriatal transmission depend on the post-
synaptic membrane potential (Cepeda & Levine 1998).
The membrane potential is influenced by synaptic inputs,
by dopamine levels, and by rhythmic fluctuations of about
1 Hz between a depolarized up-state and a hyperpolarized
down-state (Stern et al. 1997).

Zhadin (PCC) stresses that learning must serve the goal
of helping a living being survive, and asserts that in the light
of all the foregoing, some modification of Hebbian learning
rules seems to be necessary. However, without in any way
diminishing the importance of Zhadin’s study of the role of
the monoaminergic systems in cerebral cortical plasticity,
we are still left with interesting problems: When is a generic
Olds-type signal an adequate basis for learning, and when
are more specific signals needed (as seems to be the case
for error-based learning in the cerebellum)? Going further,
when are both relevant? For example, when do we learn
something despite the pain, motivated by some distant
goal? Indeed, the whole point of reinforcement learning
(Sutton & Barto 1998; with roots going back to Samuel
1959) is that (as in playing a game of checkers) the primary
reinforcement (e.g., whether we win or lose) is seldom
available. We must continually build expectations of reward

and build our decisions on this. In fact, evolutionary “learn-
ing” does this by building in “pain” and “pleasure” systems
that give a “hard-wired” estimate of whether the current
state of activity is or is not conducive to survival. These be-
come the built-in “primary reinforcers,” but further learn-
ing is required to determine whether a particular activity,
neutral in itself, is more likely to lead to pleasure or pain.
Midbrain dopamine neurons do not signal “primary re-
ward,” but are themselves shaped by learning. They are
phasically activated by unpredicted rewards or by the first
sensory event that allows the animal to predict the reward.
They do not respond to predicted rewards (they have re-
sponded already to the prediction) and their activity is de-
pressed when a predicted reward fails to occur (Schultz
1998). These features of dopamine neuron activity can be
reproduced with the reward prediction error of temporal
difference models (TD models) (Montague et al. 1996;
Schultz et al. 1997; Sutton & Barto 1990).

Simulation studies with TD models demonstrate that a
dopamine-like reward prediction error can serve as a pow-
erful effective reinforcement signal for sensorimotor learn-
ing (Houk et al. 1995; Suri & Schultz 1998; 1999). In such
models, the TD model was the “critic” and the model com-
ponent that learns sensorimotor associations was the “ac-
tor.” Suri et al. (2000) simulate dopamine neuron activity
with an Extended TD model and examine the influence of
this signal on medium spiny neurons in striatal matrisomes.
This model includes transient membrane effects of dopamine,
dopamine-dependent long-term adaptations of corticostri-
atal transmission, and rhythmic fluctuations of the mem-
brane potential between an elevated “up-state” and a hy-
perpolarized “down-state.” The most dominant activity in
the striatal matrisomes elicits behaviors via projections
from the basal ganglia to thalamus and cortex. To investi-
gate possible functions of the simulated biological mecha-
nisms, we tested the performance of several model variants
that lack one of these mechanisms. These simulations show
that adaptation of the dopamine-like signal is necessary for
planning and for sensorimotor learning. Lack of dopamine-
like novelty responses decreases the number of exploratory
acts, which deteriorates planning capabilities. Sensorimo-
tor learning requires dopamine-dependent, long-term
adaptation of corticostriatal transmission. The model loses
its planning capabilities if the dopamine-like signal is simu-
lated with the original TD model. These simulation results
suggest that striatal dopamine is important for sensorimo-
tor learning, exploration, and planning.

But this is still very formal. In the end we must learn from
ethology and seek to relate our studies to observation of the
natural behaviors of animals (and ourselves). We must un-
derstand how animals that may have problems learning
what seem to us very simple tasks in the laboratory, may
nonetheless solve what seem to be far more complex prob-
lems when they are “natural.” Zhadin (PCC) observes that
his cat learns things very quickly when the cat considers
them useful. For example, when looking for the way to the
window through new positions of the blinds, he tries once,
then sits, thinking for a time, and then goes through a new
way at once without any hesitation. (Note the use of the
words “considers” and “thinking.”) Jean-Paul Joseph (per-
sonal communication) notes that in a delayed response task
(spatial) with distracters, young monkeys can perfectly per-
form the task if the wells are baited with the reward while
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they watch. Their working memory is good. By contrast, if
the same monkeys have to perform the same task with but-
tons in a match-to-sample task (Barone & Joseph 1989),
their performance is very poor. They do not understand the
task when it becomes too abstract. A monkey can learn un-
natural “spatial” or nonspatial (Push-Pull-Turn) sequences.
When the monkey becomes familiar with the task, there is
no doubt that it has an idea of the sequence. The problem
is that the animal does not transfer (or at least not easily)
this knowledge to a new environment or to a new setting.
The “idea” of sequence remains attached to the display
where the sequencing task has been learnt and performed.

R4.2. Self-organization

With this background, we may continue our response to
Morasso’s discussion of Newell’s “Great Move” in evolu-
tion: there is an interplay between a complex array of “nat-
ural” schemas and general learning mechanisms underlying
a vast range of behavior. It is still a great mystery why the
human brain can support sequences and symbols at an ab-
stract level denied to other species. Building on the work of
many others, this is a matter of current concern to us (Ar-
bib 2000; Rizzolatti & Arbib 1998).

Morasso notes that Doya (1999) has pointed out that the
learning paradigm, rather than specific perceptual or mo-
tor functions, characterizes in a unique way the computa-
tional nature of cerebral cortex, cerebellum, and the basal
ganglia: (1) an unsupervised self-organizing paradigm in the
cerebral cortex, for building cortical maps; (2) a (self )-
supervised paradigm in the cerebellar circuitry, for learn-
ing internal dynamical models; and (3) a reinforcement
learning paradigm, in the basal ganglia, for learning se-
quential aspects of actions in complex tasks. We find it hard
to see what Doya adds thereby to Organization. We present
models for each of the three classes above, but also present
models exploiting reinforcement learning in cerebral cor-
tex. Our model of the role of basal ganglia in sequence
learning (Organization, sect. 10.5; Dominey et al. 1995) 
has recently been extended to a “dual process model”
(Dominey et al. 1998) and applied to infant linguistic per-
formance (Dominey & Ramus 2000). Note, however, that
it is a mistake to think that learning principles alone exhaust
the significant differences in the cerebral cortex, cerebel-
lum, and the basal ganglia since the regions differ in their
cellular structure and connectivity, and have quite different
relations with the sensory and motor peripheries, which dif-
fer dramatically from subregion to subregion.

Morasso’s problem seems to be that he sees a sharp di-
chotomy where none exists. His approach to brain theory
emphasizes self-organization, cortical maps, and motor
control (Morasso & Sanguineti 1997), and we agree with
the importance of all of these. But he then insists that the
key lies in emphasizing the constraining role of the nonlin-
ear dynamics of organism-environment interaction and the
interactions among neural assemblies in the formation of
cortical maps, to the exclusion of the study of schemas. Yes,
much comes about by self-organization. Nonetheless, we
may properly ask how, for example, our navigating inte-
grates a cognitive map with visual and auditory cues, and
how the specialization of the architecture and chemistry of
different brain regions evolved to serve these subschemas
of the overall behavior and their integration. We fail to see
how progress can be made without a careful top-down

analysis of the animal’s range of behaviors to balance bottom-
up studies of the dynamics of self-organization. It would be
like a physicist who claims that it is a mistake to study
thermodynamics, for surely all will emerge from a statisti-
cal analysis of a myriad of molecules. No. Just as statistical
mechanics needs thermodynamics to frame its questions
(and can then yield new insights), so does neurophysiology
need schema theory as a language for behavioral analysis
adapted to the distributed computational style of the brain
to frame studies of how neural self-organization can yield
the types of natural behavior discussed above.

We certainly agree with Székely that questions of how
nervous structures evolve in phylogenesis and develop in
ontogenesis are hard to approach in a framework based on
precise specification of cell-to-cell interconnections among
neurons forming reflex arcs. Székely observes that if the
notion of genetically controlled cell-to-cell neuronal inter-
connections is abandoned, then self-organization may be
the mechanism of structure formation in the brain. We al-
most agree. Although we happily abandon “genetically con-
trolled cell-to-cell neuronal interconnections,” we would
still want to invoke species-specific genetical control of in-
terconnections between specific nuclei, with the gross po-
sitioning of nuclei and the morphology and position of the
cell types within them being also genetically controlled to a
first approximation. Indeed, Székely himself asserts that in
“the formation of modules in the basal ganglia . . . the pe-
culiar form of the component neurons almost present
themselves to get organised ‘spontaneously’ into a struc-
ture. . . . It seems that neuronal morphology plays a signif-
icant role in the organisation of neural structures.” How-
ever, it is unclear that the presence of self-organization is
relevant to Székely’s desire to displace “the position of the
reflex arc as the basic functional unit of nervous activities.”
The gross connectivity would favor or disfavor reflexes,
whatever the self-organization of the “second order con-
nectivity” achieved. However, we agree with Székely that
the reflex arc is not the basic functional unit of nervous ac-
tivities; our only disagreement is that we see the battle as
already won! We cited Székely (1989) as crucial evidence
for this in section 2.1.3. Other relevant data in Organization
concerns the study of central pattern generators (CPGs),
which displace reflexes even at the level of the spinal cord,
as well as “higher-level” considerations of action-oriented
perception, and so on.

R4.3. Synapse pruning during postnatal development

Hoffman’s simulations demonstrate that selective elimina-
tion of connections enhances the computational capacity of
networks capable of temporal processing. Early in devel-
opment it is likely that synaptic connections are created
more or less randomly, with subsequent selective elimina-
tion based on environmental experience as well as endoge-
nous factors. Earlier computational studies on the Boltz-
mann machine (Barna & Érdi 1990) showed that “contrary
to the naive expectation it turned out that sometimes per-
formance might be improved by reducing the degree of
connections.”

It is more or less accepted that very different variables
characterizing neural development (such as number and
density of synapses, dendritic spines, axonal and dendritic
arborization patterns, cortical volumes, etc.) exhibit a well-
defined maximum in their time course. Specifically, Quartz
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and Sejnowski (1987) suggested that directed dendritic de-
velopment seems to be an important component in brain
development and also establishing the representational
properties of the cortex. (The development is called “di-
rected” rather than “selected” because the emerging shape
is strongly dependent on its input activity pattern.) It is a
challenge to give a satisfactory explanation for the general
occurrence of the overshooting phenomena during normal
neural development. Based on kinetic analysis, Érdi (1984)
suggested as a phenomenological explanation that the “ge-
netic component” of the development shows a sharp maxi-
mum, and it decays without reinforcement; the environ-
mental factors may support the survival of the intrinsically
formed structure by some feed-forward mechanism.

R4.4. Disease

Where Gouras views the consideration of epilepsy in Or-
ganization as irrelevant – “That an epileptic focus can de-
velop in certain areas, presumably due to some defect in
negative feedback, also seems irrelevant. Modeling epilepsy
or oscillations seems of secondary importance.” – Bookstein
observes that the neurosciences arose in neurology, and
takes us to account for providing (almost) no explanations
of disease states that follow from predictable behaviors of
the models developed in Organization:

[The book restricts its] subject-matter to normative (healthy)
behaviors, and the more admirable of those behaviors at that –
nothing here about rage, lust, or the hallucinations of schizo-
phrenia – [and ignores] differences among the different ner-
vous systems that are all evidently equally possible: the nervous
systems that fill our psychiatric wards right alongside our neu-
roscience laboratory chairs.

Dominey suggests the importance of seeing how data from
the treatment of Parkinson’s disease by selective lesions and
stimulation in the basal ganglia nuclei could provide im-
portant constraints for improved models of basal ganglia
function. “What may now be required is an effort to begin
to integrate the pieces (i.e., the models of cerebellum, basal
ganglia and cortex, hippocampus, olfactory system, etc.)
into a system model, with ‘macaca computatrix’ as the de-
scendent of ‘rana computatrix’.” We believe that Organiza-
tion provides a proper conceptual and mathematical frame-
work for a “computational neurology,” but side with
Bookstein and Dominey in agreeing that further compar-
ison of brains in sickness and in health will greatly
strengthen our understanding of neural organization. We
offer some observations for work in this direction.

R4.4.1. Epilepsy: Dynamic models of generation and 
control. Epilepsy is a typical example of a dynamical dis-
ease, that is, one that occurs in an intact physiological sys-
tem yet leads to abnormal dynamics. Epilepsy itself is char-
acterized by the occurrence of seizures (i.e., ictal activities).
During epileptic seizures oscillatory activities emerge,
which usually propagate through several distinct brain re-
gions. The epileptic neural activities are generally displayed
in the local field potentials measured by local electroen-
cephalogram (EEG). Epileptic activity occurs in a popula-
tion of neurons when the membrane potentials of the neu-
rons are “abnormally” synchronized. Both experiments and
theoretical studies suggest the existence of a general syn-
chronization mechanism in the hippocampal CA3 region.
Synaptic inhibition regulates the spread of firing of pyra-

midal neurons. Inhibition may be reduced by applying
drugs to block (mostly) GABAA receptors. If inhibition falls
below a critical level, complete synchrony occurs. Collec-
tive properties of networks of pyramidal cells modulated by
inhibition have been studied successfully by Traub and
Miles (1991). As we already know, a certain degree of syn-
chrony is necessary for normal theta and SPW (sharp wave)
behavior, and the transition between normal and abnormal
degrees of synchrony is not clear. Rather arbitrarily, activ-
ity has been considered epileptic if more than 25% of the
cells fire during 100 msec. In vitro models of epilepsy
(Traub & Miles 1991) offer a means to study the cellular
mechanisms of the different types of epileptic phenomena
by combined physiological and simulation methods. Sev-
eral in vitro models of seizures have been developed, in-
cluding electrical stimulation, low calcium, low magnesium,
and elevated potassium levels.

Dynamic system theory offers a conceptual and mathe-
matical framework to study epileptogenesis (Barna et al.
1998; Lopes da Silva et al. 1994; Lytton et al. 1998; Traub
& Miles 1991). Analytical studies based on bifurcation the-
ory should clarify the possible operating modes of a given
neural network. The balance between excitation and inhi-
bition is certainly one important control parameter, and its
change may imply transition between the regimes. Epileptic
activities may be considered as chaotic processes (Babloyantz
& Destexhe 1986). There has been some hope that tech-
niques of controlling chaos may offer new therapeutic and
diagnostic tools for controlling epileptic activities (Schiff et
al. 1994).

R4.4.2. Alzheimer’s disease. Two network models of
pathogenesis of Alzheimer’s disease have been given. A
compensatory mechanism was suggested by Horn et al.
(1993) who showed that deterioration of memory retrieval
due to synaptic deletion can be much delayed by strength-
ening the remaining synaptic weights by a uniform com-
pensatory factor. A different approach was given by Has-
selmo (1994) by using the concept of “runaway synaptic
modification.” Runaway synaptic modification denotes a
pathological exponential growth of synaptic connections
that may occur due to interference by previously stored pat-
terns during the storage of new patterns. Menschik and
Finkel (1998) gave a model-framework for Alzheimer’s dis-
ease in terms of neuromodulatory control of hippocampal
function. They used a multicompartmental technique but
their network architecture mimicked the hippocampus
rather roughly, since the convergence and divergence
numbers were not take into account.

R4.4.3. Schizophrenia. Schizophrenia has both positive
and negative symptoms. One example of the former is hal-
lucinations, and an example of the latter is poor speech con-
tent. Although the general paradigm for explaining neural
diseases is correlated to diminished functions caused by
structural lesions, Han et al. (1998) suggested that hip-
pocampal lesions occasionally may enhance learning per-
formance. In some sense the lack of competitive cue in-
teraction can be explained by certain types of enhanced
learning. The pathogenesis of schizophrenia is basically un-
known. Several families of models toward the explanation
of schizophrenia exist. Hoffman reports on simulations
that may provide insights into the pathophysiology of schiz-
ophrenia. He argues that symptoms characteristic of schiz-
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ophrenia, such as hallucinated and disorganized speech,
can arise from overzealous pruning of cortical networks
during adolescence. Hoffmann (1987; 1996) used the
physicists’ well-known Hopfield model, and showed how
pathological alterations in the attractor neural network can
lead to the formation of so-called parasitic attractors. Such
attractors may be responsible for the emergence of schizo-
phrenic delusions and hallucinations. These phenomena
may correlate with overloading of memory capacity due
to neurodegenerative changes. Hoffman (PCC) offers
(Honer et al. 1999; Selemon & Goldman-Rakic 1999) as
pertinent to the notion that if the pruning in association cor-
tex that ordinarily occurs during adolescence does not get
shut off or if connectivity at baseline in childhood is exces-
sively sparse, then pathology should emerge which we see
as schizophrenia.

The hippocampus, the amygdala, and the “limbic region”
of the basal ganglia form a system which seems to be the
structural basis of anxiety and schizophrenia. The hypothe-
sis of Gray et al. (1991) is based on the neuropsychological
assumption that the septo-hippocampal system has predic-
tive and comparator functions. Friston (1998) reviewed the
disconnection hypothesis of schizophrenia and has pre-
sented a mechanistic account of how dysfunctional integra-
tion among neuronal systems might arise. It was hypothe-
sized that modulation of the asociative changes in synaptic
weights implies abnormal interactions between certain ar-
eas, such as prefronto-temporal interactions. Clearly, much
remains to be defined to extract a comprehensive under-
standing of schizophrenia from these diverse approaches.

R5. Postmodernism and reductionism

R5.1. Post-modernism and the brain

Keil & Davids brand our “reliance on terms like coding,
transformation, and representation” as reprehensibly mod-
ernist but applaud our efforts “to introduce postmodern
concepts such as chaos and self-organization to the study of
neural organization.” Moreover, Keil & Davids try to re-
duce schema theory to a mere “computer metaphor” by ig-
noring the whole discussion of cooperative computation
whose job it is to move us beyond classical serial models of
computation – so is schema theory modernist (computer
metaphor) or postmodernist (a new computational para-
digm)? We do not find the labels of modernism and post-
modernism useful, at least in discussing neural organiza-
tion. Indeed, Szentágothai and Érdi (1983), writing when
Szentágothai was searching for a third option between elim-
inative reductionist materialism and the interactions dual-
ism, stated in a footnote:

It has become (again) an unfortunate practice to label anybody as
an “xy-ist” on account of some theory he finds appropriate or ap-
plicable. If someone believes that Charles Darwin’s theory of nat-
ural selection correctly explains certain events that life underwent
in the history of [the] planet, he cannot (or ought not) by the same
token be labeled a “Darwinist”. This would put science on the
same footing with religion or political credos that [belong] to dif-
ferent categories. No harm is done, of course, if this were used in
a purely colloquial sense, like for example (to stay within neuro-
science) if someone were labeled as a “neuronist” or a “reticular-
ist”, because these terms carried no philosophical labels.

Keil & Davids reject the notion of “coding” without any
constructive suggestion as to what is to take its place. For

example, one could paraphrase the work of Hubel and
Wiesel (1962; 1967) by saying that they showed that cells of
visual cortex “encode” edges in the visual scene. Most stu-
dents of self-organization in the visual system would see one
of their tasks to be to understand why the nervous system
should organize itself to extract such features/constitute
such a code, rather than rejecting the notion of coding.
They would not find it useful to have such work categorized
as repudiating Hubel and Wiesel’s in favor of postmod-
ernism. Keil & Davids state that we assume computation
“to be independent of the structural organization and evo-
lutionary development of the nervous system” whereas Or-
ganization explicitly shows how schemas are distributed
across specific neural structures, and discusses evolution (ad-
mittedly briefly) in several places. We earlier suggested that
Morasso sees a sharp dichotomy between schema theory
and self-organization where none exists. Keil & Davids see
such a dichotomy between modernist and postmodernist
theories. We see such labeling as neither unambiguous nor
as useful. For us, a model is to be understood by its efficacy
in illuminating a variety of data. The labeling of the various
concepts by “-isms” seems to us irrelevant to the process of
model evaluation.

Keil & Davids state that
Thoughts, emotions, ideas, beliefs, images and, actions are
merely the neural traffic constantly being produced between
the billions of neurons in the CNS. A postmodernist approach
attempts to explain processes of brain and behavior within the
boundaries of natural laws. Their delineation should not be
screened by the unnecessary introduction of an additional layer
of hypothetical constructs, which a modernist framework im-
poses. Lifting the screen could help us to fully understand
brain, behavior and, ultimately, consciousness.

But this is to ignore at least three crucial questions: (1) We
are far from knowing what constitutes a successful theory of
consciousness. (2) What natural laws are they referring to,
and why is it wrong to add an additional layer of hypotheti-
cal constructs? For example, are their natural laws those of
fundamental physics? We have already seen that statistical
mechanics needs hypothetical constructs both to “get
started” and to bridge up to the level of thermodynamics.
Why should neuroscience be different? (3) How do they de-
cide which aspects of the neural traffic are characterized as
thoughts, emotions, ideas, beliefs, images or actions, re-
spectively? We still need to understand the role of different
skills and thought processes on the one hand, and the role
of different brain regions or neurons on the other – eye
movements versus reaching versus dancing, cerebellum
versus superior colliculus, and so on. We believe that the
only reason that much of neuroscience manages without a
computational layer of functional modeling is that most
neuroscience research finesses the issue by having a very
narrow focus. For example, if one talks of the role of supe-
rior colliculus in eye movements, the function “disappears
into the woodwork.” But such a strategy fails if one tries to
integrate a multitude of functions in one’s modeling.

Érdi (1993) proposed that neurodynamical system the-
ory may be used to connect structural and functional as-
pects of neural organization. Systems with feedback con-
nections and the systems of these connected loops can be
understood based on the concepts of circular and network
causality (Sattler 1986). Generalized causal systems, which
are more general than systems characterized by “single
cause-single effect” only, and which implement circular and
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network causality, are proper frameworks for describing the
self-organizing mechanisms of the nervous system. Such
concepts as circular and network causality (and many oth-
ers, such as chaos, unpredictability, information, emer-
gence, complexity, etc.) challenged the mechanistic para-
digms used to describe the behavior of “simple systems.”
Note, however, that circular causality and information were
already key concepts of the cybernetics of the 1940s. In any
case, brain theory and evolutionary theory are the proto-
types of the “science of complexity” irrespective of “-ism.”

Érdi (1996) suggested that hermeneutics, the “art of in-
terpretation,” which is neither a priori monist nor dualist,
can be applied to the study of the brain. On one side the
brain is an “object” of interpretation, on the other side it is
itself an interpreter: the brain is a hermeneutic device. He
argued that there seems to be a convergence between the
“device approach” and the “philosophical approach” to
the brain. Systems exhibiting “high” structural complexity
and “high” dynamic complexity” (e.g., but not exclusively,
chaos) may be candidates for being hermeneutic devices,
because they are both object or subject of interpretation
and interpreting agents. (It should be recalled, however,
that even simple systems may lead to complex dynamics,
May 1976). So, the occurrence of chaos is not a sufficient
condition for being a hermeneutic device. What can we say,
if anything, that we think may be reconcilable with some
views of postmodern philosophers? Both natural science as
an “objective analyzer” and (post)modern art reiterate the
old philosophical question: What is reality? The human
brain is not only capable of perceiving what is called objec-
tive reality; it can also create new reality. It is a hermeneu-
tic device.

R5.2. Reductionism

For Descartes, the properties of inanimate objects as well
as of animal bodies can exclusively be derived from the
arrangements of the constituting matter – physiology can
be reduced to physics. Based on this approach, Descartes
could be qualified as one of the founders of monistic-
flavored reductionism. However, Descartes argued that
two notions necessary to the operation of the “machine”
cannot be described by mechanics: First, Almighty God
created the world and gave the initial impetus; second, hu-
man thought cannot be “modeled” by automata. Descartes
is qualified in this sense as the founder of interactionist du-
alism (or dualistic interactionism, if you like) emphasizing
the interaction between that spatially extended body and
a noncorporeal mind (Érdi 1988). The opposite view,
monism, is that the human mind is indeed just an aspect of
matter. One view of monism then holds that the “laws of the
mind” or “the laws of the brain” can be reduced to those of
physics. What, then, did we have in mind when we stated
(Organization, p. ix) that

much of modern neuroscience seems to us excessively reduc-
tionist, focusing on the study of ever smaller microsystems to
the exclusion of an appreciation of their contribution to the be-
having organism. We do not reject the data gained in this way
but are concerned with restoring some equilibrium between
systems neuroscience, cellular neuroscience, and molecular neu-
roscience.

This is not an in-principle rejection of reductionism. It is,
rather, a rejection of the view that one need focus on only
the finest details of the brain (e.g, the molecules and mem-

branes of neurochemistry) and all secrets of the brain will
be revealed. Rather, we argue that sense can be made of
the fine details only if they are placed within the context
of the study of organisms which are the embodiment of
evolutionary forces shaped by complex historical acci-
dents, interacting with a complex physical and social envi-
ronment.

We reject the view that the lowest level of analysis of a
system is the “true” level for scientific understanding. In-
stead, we adopt the notion of “two-way reduction” (Arbib
& Hesse 1986) in which, for example, the study of personal
experience and neuroscience can act reciprocally to enrich
our understanding of both the mind and brain. This is in
contrast to the view that psychology, linguistics, anthropol-
ogy, and social sciences could be reduced to the scientific
vocabulary of an existing science, such as neuroscience, in
the way that chemical phenomena can be explained by the
formalism of physics. Even in the latter case, note that we
do not use physical terminology to discuss chemical pro-
cesses in general; we only use it when seeking explanations
of generically important chemical processes. Since the re-
lationship between physics and chemistry is paradigmatic
for reductionism, we make here a side remark. After the
birth of quantum physics, chemistry seemed, briefly, to be
reducible to (micro)physicics: “The underlying physical
laws for the mathematical theory of large part of physics and
the whole of chemistry are thus completely known, and the
difficulty is only that the exact application of these laws lead
to equations much too complicated to be soluble.” (Dirac
1929). As Golden (1969) later showed, the treatment of
chemical reactions needs additional requirements even at
the level of quantum statistical mechanics. In a celebrated
book, Primas (1983) deeply analyzed why chemistry cannot
be reduced to quantum mechanics.

Bookstein quotes the above excerpt from Organization
and then states that “in eschewing any concern for disease
states, the authors are inadvertently no less reductionist
than the level-specific approaches they would supersede
. . . [with] the reduction of the subject matter to normative
(healthy) behaviors.” But this is a confusion of reduction-
ism in the sense explained above with “reduce” in the sense
of “restricting one’s attention.” We have already expressed
our sympathy with Bookstein’s emphasis on the study of
brains in disease as well as in health. Bookstein (PCC) ex-
plains that his use of the word “reductionism” comes from
arguments in the history of biology, where (e.g., in system-
atics) the reduction of populations to type specimens is con-
sidered an explicit error under the heading of reductionism.
But he then offers a bridge between the two usages, aver-
ring that reducing the study of a population to the descrip-
tion of a mean is exactly the same as reducing the behavior
of water to water molecules, and so on: it is the same sys-
tematic omission of other levels of measurement.

Sporns quotes us as saying that a multilevel analysis of
brain function “is a necessary complement to the reduc-
tionist program of empirical neuroscience” (p. 4). For him,
reductionism is in perhaps terminal decline, as the com-
plexity, interconnectedness, and the integrated function of
biological systems are increasingly recognized as central
and irreducible problems of modern biology. In this spirit,
he sees Organization pointing the way to a cognitive neu-
roscience based on a computational and synthetic view of
how neural structure and dynamics interrelate across mul-
tiple levels.
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