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Extended classification of the buoyancy-driven
flows induced by a neutralization reaction in
miscible fluids. Part 1. Experimental study
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The buoyancy-driven instabilities triggered by neutralization reaction were studied
experimentally in a miscible two-layer system placed in a vertically oriented Hele-Shaw
cell. The initial density stratification was always set to exclude the development of the
Rayleigh–Taylor instability. The problem was examined for a few reactant pairs formed by
a strong acid and a strong base. To classify the numerous experimental observations we
introduced a dimensionless parameter, namely, a reaction-induced buoyancy number Kρ ,
which defines the density of the reaction zone relative to that of the upper layer. We show
that, depending on the value of this parameter, one of two global scenarios develops in the
system right after the layers came into contact. If Kρ > 1, the process is governed mainly
by diffusion, which results later on in the development of relatively weak convective
motion caused by a differential-diffusion effect. Besides the irregular finger-type flow
structures, reported earlier in numerous studies, we found a new type of instability,
called the concentration-dependent diffusion instability, which is characterized by the
formation of a regular cell-type convective pattern. In the case Kρ ≤ 1, the unstable density
stratification above the reaction front leads to the development of vigorous convection in
the upper layer, forcing the reaction front to move downwards fast, so that it takes just a
few minutes for reagents to burn out. We show that a new parameter can be used to plot
the stability maps, which allows us to predict reaction–diffusion–convection processes in
similar systems prior to experiment.
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1. Introduction

Chemical reactions with nonlinear kinetics in which substances transform into each
other can give rise to a complicated dynamics (Prigogine & Nicolis 1977). If reagent
concentrations change both in time and space, then one should account for molecule
diffusion, which causes the substances to spread out over space. The problems of
reaction–diffusion are mathematically described in terms of nonlinear evolution equations
in partial derivatives and have been extensively studied for more than sixty years
(Prigogine & Nicolis 1977; Grindrod 1996; Pismen 2006). Reaction–diffusion systems
have demonstrated a remarkable set of complex dynamical phenomena. These include
periodic, quasiperiodic and chaotic changes in concentration, travelling waves of chemical
reactivity and stationary Turing patterns (Epstein & Pojman 1998). We should remember,
however, that the transport of substances by bulk motion of a fluid is ignored in
reaction–diffusion problems that deal exclusively with the diffusive transport.

Although the chemo-hydrodynamic pattern formation in a system of two reacting
fluids was experimentally observed as early as 1888 (Quincke 1888), these studies
were mainly descriptive by nature due to the complexity of these processes. However,
a really consistent detailed study of the reaction–diffusion processes coupled with
hydrodynamic phenomena started only a century later, since it was stimulated by many
important technological applications including oil refining (Dupeyrat & Nakache 1978),
photochemical polymerization (Evans & Uri 1949; Belk et al. 2003), combustion processes
(Zeldovich & Kompaneets 1960), separation of uranium ore (Thomson, Batey & Watson
1984), chemical reactor design and technology (Levich, Brodskii & Pismen 1967; Jakobsen
2008), external control of continuous-flow microreactors (Jensen 2001; Bratsun et al.
2018; Bratsun & Siraev 2020), chemisorption (Lambert 1997; Karlov et al. 2007), etc.
Starting with the monograph (Levich 1962), the interaction between reaction–diffusion
phenomena and hydrodynamic instabilities has attracted increasing interest because
chemically induced changes of fluid properties, such as concentration, density, viscosity
and surface tension, may result in the instabilities, which exhibit a large variety of
convective patterns.

A second-order exothermic neutralization reaction has been actively studied in recent
years because of a comparatively simple, albeit nonlinear, kinetics. If two miscible
solutions of reagents A and B reacting according to the simple kinetic scheme A + B → C
with a high reaction rate, are brought into contact, then a reaction front arises. This
situation was thoroughly studied in several works (Gálfi & Rácz 1988; Koza & Taitelbaum
1996) within a pure reaction–diffusion approach without gravity, and a scaling theory
was applied to an infinite system. If the reaction takes place under gravity, this may
result in various buoyancy-driven instabilities, which have been intensively studied both
experimentally and theoretically in the last decade (Zalts et al. 2008; Almarcha et al.
2010; Hejazi & Azaiez 2012; Tsuji & Müller 2012; Carballido-Landeira et al. 2013; Kim
2014, 2019; De Wit 2020). When a denser solution is placed above a less dense one, a
Rayleigh–Taylor (hereinafter abbreviated to RT) instability occurs, deforming the initial
contact surface into finger-shaped convective currents (Fernandez et al. 2002; Trevelyan,
Almarcha & De Wit 2011; Carballido-Landeira et al. 2013). In the reverse case, when
a less dense solution is placed above a denser one, the instabilities may occur due to
differential-diffusion effects, resulting in the development of either a double-diffusive
(DD) instability or a diffusive-layer-convection (DLC) instability. However, in contrast
to the non-reactive case, where these instabilities develop symmetrically with respect
to the initial contact line (Fernandez et al. 2002), the neutralization reaction breaks the
symmetry, and the convective motion is induced solely on one side of the reaction front
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Buoyancy-driven flows induced by a neutralization reaction

(Almarcha et al. 2010; Lemaigre et al. 2013). This happens because different diffusion
effects arise between the reactant A (or B) and the reaction product C in each layer rather
than between the reactants since they cannot diffuse through the reaction zone due to a high
reaction rate. All these studies show that the neutralization reaction which takes place in
miscible solutions does not give rise to a new type of instability, but it significantly changes
the development of the well-known instability mechanisms. In Trevelyan, Almarcha & De
Wit (2015), the authors attempted to classify all possible types of the buoyancy-driven
instabilities occurring in two-layer miscible systems by analysing the large time asymptotic
density profiles. This classification, however, is not complete because very soon new types
of instabilities were experimentally discovered (Bratsun et al. 2015, 2017).

The most important finding is the experimentally detected shock-wave-like structure
(hereinafter SW), which could be excited assuming that the densities of the upper and
lower layers are close in value (Bratsun et al. 2017). This mass transfer mode was
fundamentally different from the common fingering process since a wave with a perfectly
planar front and a nearly discontinuous change in density across the wavefront occurs.
The most surprising thing was that the reaction in a typical laboratory cuvette ended in a
matter of minutes due to the complete burnout of the reagents (instead of tens of hours in
the DD or DLC modes of convection). Some general explanations of this effect are given
in Bratsun (2017); Bratsun et al. (2017).

Another type of a new pattern formation was reported in Bratsun et al. (2015). It
was shown that it occurs due to concentration-dependent diffusion (hereinafter, CDD).
In general, such a concentration dependence exists in most systems (Crank 1975), but
often, e.g. in dilute solutions, it is weak and the diffusion coefficient can be assumed
constant. There are only a few examples illustrating the CDD effect in fluid mechanics.
They include quite exotic problems of membrane transport (Ash & Espenhahn 2000) and
colloid ultrafiltration (Bowen & Williams 2001), where the basic fluid flow is just slightly
modified. However, the potential of this phenomenon was revealed, particularly in the
problems dealing with chemical reactions. As it turned out, the CDD effect could lead to an
overall transformation of the density profile during the system evolution. In Bratsun et al.
(2016), we have shown that the CDD convection results in the development of a perfectly
periodic convective structure oriented parallel to the reaction front and perpendicular to
the gravity force. This type of pattern formation is also qualitatively different from the
typical fingering process during either a DD or a DLC.

Thus, these new modes of chemoconvection do not fit into the classification given in the
paper (Trevelyan et al. 2015) and require systematization. Using the short communication
format (Bratsun et al. 2015, 2017) made it impossible to describe the obtained results in
a consistent manner, especially the results concerning the nonlinear dynamics and system
evolution in time. The goal of this work is to provide a comprehensive experimental and
theoretical study of the features observed during the evolution of recently obtained pattern
formations and to find their place in the general classification of instabilities.

In Part 1 we present the experimental part of the study. The paper is structured
as follows. In § 2 we present the system under study in general and introduce a new
non-dimensional parameter, which helps to classify the experimental results presented
in the next sections. Section 3 contains a detailed description of the design of the
experimental set-up and the experimental techniques used. Experimental results are
presented in § 4, which is divided into five subsections, each of which deals with
the description of different reaction-induced buoyancy instabilities. Finally, in § 5, we
summarize the results and make conclusions. In Part 2 (Bratsun, Mizev & Mosheva
2021) we will present the theoretical analysis of the experimental findings and suggest
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Figure 1. Geometrical configuration of the two-layer miscible system and coordinate axes.

an extended classification of the reaction-induced buoyancy instabilities, which combines
the attainments of previous and present studies.

2. Similarity criterion for reaction-induced buoyancy

In this paper we study a two-layer system (figure 1) consisting of miscible solutions of
two reactants initially separated by a horizontal contact plane. The upper layer of the
system is always of lower density than the lower one, which allows us to exclude the
development of a global RT instability from the very beginning of the study. We consider
the neutralization reaction taking place between a strong acid and a strong base, initially
dissolved in the water layers. From a chemical kinetics viewpoint, neutralization is the
reaction of hydronium and hydroxide ions

H3O+ + OH− → 2H2O, (2.1)

which are formed in the course of acid and base dissociation

HA + H2O → A− + H3O+, (2.2)

MeOH → Me+ + OH−. (2.3)

The ions of acid residue A− and alkali metal Me+ do not participate in the reaction. Upon
completion of the reaction, they form the aqueous solution of a reaction product, namely
salt MeA.

The formation of water molecules during the reaction is accompanied by significant heat
realize Q. The standard enthalpy of the reaction is –57 kJ · mol−1. The reaction equation
in a simplified form is written as

A + B → C + Q, (2.4)

where A, B and C indicate the concentrations of acid, base and their salt, respectively.
Right after the layers are brought into contact, the reagents diffuse into adjacent layers

and react. Since neutralization is one of the fastest reactions (the reaction rate constant is
equal to k = 1.4 · 1011 l · mol−1 · s−1), the reagents cannot penetrate deep and the reaction
proceeds in a frontal manner, i.e. within a very narrow reaction zone.

Let us consider the non-dimensional parameter, first introduced by us in Bratsun et al.
(2017), which we further refer as the reaction-induced buoyancy number. It is defined as
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Buoyancy-driven flows induced by a neutralization reaction

the ratio of the density of the reaction zone forming ρrz and that of the solution located in
the upper layer ρup

Kρ ≡ ρrz

ρup
= 1 + βsCs + βresCres

1 + βupCup
. (2.5)

Here, β is the solutal expansion coefficient, C is the molar concentration and the subscripts
‘s’ and ‘up’ denote the quantities relating to salt and the reagent dissolved in the upper
layer. The last term in the numerator of the (2.5) describes the contribution of the unreacted
reagent to the density of the reaction zone. Since during the reaction, each molecule of one
of the reagents reacts with one molecule of another reagent, in the case of non-equimolar
solutions, i.e. when initial concentration of acid A0 and that of base B0 are not equal, a part
of the molecules of that reagent whose concentration is initially greater remains unreacted
in the reaction zone. The parameters βres and Cres denote the solutal expansion coefficient
and concentration of this residual reagent, respectively. For example, in the case A0 < B0,
the base will be the residual reagent. The concentration of salt and residue can be derived
from the following simple relations:

Cs = Cmin

δD
, Cres = Cmax − Cmin

δD
, (2.6a,b)

where Cmax and Cmin denote the maximal and minimal initial concentrations in the pair
of reagents. If, e.g. initially A0 < B0 then Cmin = A0 and Cmax = B0 and vice versa. The
parameter δD = 1 + Dslow/Dfast, where Dslow and Dfast are the diffusion coefficients of the
slowest and fastest solutes in the pair of reagents, respectively.

Finally, the parameter (2.5) determines a relative buoyancy force of the narrow reaction
zone, which occurs as the reaction proceeds. As an alternative to (2.5), we could introduce
an analogue of the Atwood number. However, the reaction-induced buoyancy number
for a particular system is calculated quite non-trivially. Therefore, a simple ratio of two
densities, in this case, looks preferable to a more complex structure of the Atwood number.

In what follows, we demonstrate that this non-dimensional parameter is a key one of
the problems under consideration because, depending on its value, one of the two possible
global scenarios develops in the system just after the layers come into contact. If Kρ ≤ 1,
then the density of the forming reaction zone turns out to be lower than that of the
upper layer, which triggers the development of the local RT instability in the entire upper
layer from the very beginning of the process. New portions of the upper reagent, being
brought by the convective motion, react and the situation repeats. Thus the flow provides a
continuous supply of the reagents and removal of the salt, which in turn enhances the flow
itself due to the increase in the conversion rate of the reagents. As a result, the intensive
self-sustaining convective motion develops in the whole upper layer. Given the obvious
prevalence of convective heat and mass transfer within this scenario, we call this process
a convection-controlled mode (hereafter CC).

For Kρ > 1, the density of the forming reaction zone is higher than that of the upper
layer. Therefore, a steady density stratification is settled in the entire two-layer system
from the very beginning of the process, which makes it impossible for a convective motion
to develop. As a result, a supply of the reagents towards the reaction zone and removal
of the salt from it are provided only by diffusion at the initial stage. Later on, as will
be shown in the next sections, a hydrodynamic instability may develop at some distance
from the reaction front due to differential-diffusion effects. However, the intensity of the
convective motion caused by these instabilities is so weak that the characteristic time of
the reaction almost coincides with that of diffusion processes estimated on the layer’s
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size scale. Because of the obvious prevalence of diffusive heat and mass transfer within
this scenario, we call this process a diffusion-controlled mode (hereafter DC).

It is worth adding here a few words about the physical reasons due to which the CC mode
appears. As indicated at the beginning of this section, the essence of the neutralization
reaction is reduced to the formation of water in the process of combining hydronium and
hydroxide ions. At the same time, the ions of the acid residue and the alkali metal do
not participate in the reaction. The volume occupied by the water molecule is larger than
the sum of the volume of hydronium and hydroxide ions. This is clearly evident from the
fact that βs < βa + βb for all acid–base pairs and not only for those used in our study.
Thus, the neutralization reaction results in a local decrease of the solution density in the
reaction zone. This fact makes possible the appearance of the CC regime. On the other
hand, the density of the reaction zone, as can be seen from (2.5), is also determined by the
contribution of the reagent that remained unreacted in the case of non-equimolar solutions.
This further increases the density of the reaction zone in the case of unequal concentrations
of reagents. However, this contribution is small, since it is proportional to the difference in
the initial concentrations of the reactants, which makes it impossible for a situation where
the density of the reaction zone would be greater than the density of the lower solution
to occur. Looking ahead, our experiments confirm this fact. We have never observed the
appearance of a RT instability in the lower layer similar to that observed in the upper layer
at Kρ ≤ 1.

The sections below provide evidence that the reaction-induced buoyancy number (2.5)
allows us to make a priori prediction of the scenario that would happen in the system
under given initial conditions.

3. Experimental set-up and measuring techniques

The experiments were carried out in a vertical Hele-Shaw (HS) cell (see figure 1) formed
by two plane-parallel glass plates separated by a thin glass spacer of h = 1.2 mm thickness,
which specifies the inner size of the rectangular cavity: width L = 2.5 cm and height
2H = 9.0 cm. A two-layer system, composed of the aqueous solutions of the reagents, was
formed in the cell before each experiment. One layer represented an aqueous solution of
nitric or hydrochloric acid and another an aqueous solution of lithium, sodium, potassium
or caesium hydroxide. The initial concentration of the solutions ranged from 0.1 to
3.0 mol l−1. The characteristics of the solutions are presented in table 1. Depending on
the reagent concentration ratio, the upper layer represented either acid or base solutions.
The density ratio of the upper and lower layers was always selected in such a way as to
form stable density stratification, thereby excluding the development of the RT instability.
During the filling of the cell with the upper solution, the lower layer was separated to
prevent the premature beginning of the reaction. For this purpose a thin plastic slider was
tightly inserted in two narrow (approximately 0.3 mm) slots made in the middle section
of the glass walls. The slider was gently taken out from the cell at the beginning of the
experiment. All experiments were performed at room temperature (24 ± 1) ◦C.

Several experimental techniques were performed simultaneously to provide a
comprehensive study of physico-chemical processes that accompany the reaction in a
liquid medium. The Fizeau interferometer mounted using an autocollimation scheme
(see figure 2) was used to visualize the refractive index distribution. In the system
under consideration, the refractive index non-uniformity is caused by variations of
both solutes’ concentration and the medias’ temperature due to reaction exothermicity.
Note that the contribution of these mechanisms to the formation of the interference

916 A22-6

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
1.

20
1 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2021.201


Buoyancy-driven flows induced by a neutralization reaction

Reagent β, l · mol−1 βa/βs βb/βs D(C), cm2 · s−1 δD

HNO3 0.034(a) 0.872 2.75 + 0.18C(b) 1.21–1.51
LiOH 0.028(a) 0.718 1.41 − 0.16C(c)

LiNO3 0.039(a) 1.24 + 0.04C(d)

HNO3 0.034(a) 0.618 2.75 + 0.18C(b) 1.48–1.68
NaOH 0.043(a) 0.782 1.87 − 0.09C(e)

NaNO3 0.055(a) 1.49 − 0.1C( f )

HNO3 0.034(a) 0.548 2.75 + 0.18C(b) 1.96–1.97
KOH 0.050(a) 0.806 2.64 + 0.25C(g)

KNO3 0.062(a) 1.83 − 0.12C(h)

HNO3 0.034(a) 0.236 2.75 + 0.18C(b) 1.88–1.99
CsOH 0.132(a) 0.917 2.71 + 0.31C(c)

CsNO3 0.144(a) 1.79 − 0.34C(c)

HCl 0.018(a) 0.744 2.94 + 0.55C(i) 1.16–1.48
LiOH 0.028(a) 1.176 1.41 − 0.16C(c)

LiCl 0.024(a) 1.26 + 0.05C(i)

HCl 0.018(a) 0.434 2.94 + 0.55C(i) 1.36–1.63
NaOH 0.043(a) 1.054 1.87 − 0.09C(e)

NaCl 0.041(a) 1.47 + 0.02C(i)

HCl 0.018(a) 0.382 2.94 + 0.55C(i) 1.73–1.90
KOH 0.050(a) 1.079 2.64 + 0.25C(g)

KCl 0.046(a) 1.84 + 0.06C(i)

Table 1. The properties of the aqueous solutions of different solutes used, including the solutal expansion
coefficient β, the ratio of solutal expansion coefficients of acid and salt βa/βs, the ratio of solutal expansion
coefficients of base and salt βb/βs, the concentration dependence of the diffusion coefficient D(C) = D0 +
kDC and the range of δD values in the concentration range used in the experimental study. Note that an acid is
a fast diffusing agent and a base is a slow one for all reagent pairs.

Data for solutal expansion coefficients taken from (a)Nikolsky (1965). Data for diffusion coefficients taken
from (b)Nisancioglu & Newman (1973), (d)Wishaw & Stokes (1954), (e)Fary (1966), ( f )Krienke, Ahn-Ercan &

Maurer (2013), (g)Bhatia, Gubbins & Walker (1968), (h)Zaitsev & Avseev (1988), (i)Stokes (1950) and
(c)our measurements.

pattern is essentially different, since the temperature coefficient of the refractive index
is two orders of magnitude smaller than the concentration one. Taking into account
that maximal temperature deviations measured in the experiments (see table 2) did not
exceed a few degrees, we can conclude that the interferogram patterns reflect mainly the
spatial distribution of species’ concentration. It is worth noting here that only qualitative
information can be obtained from the interference patterns because there is no way to
restore the concentration distribution of three substances, two reagents and the reaction
product, using one-wave interferometry. On the other hand, the study of the temporal
evolution of the interference patterns allows us, in some cases, to visualize the convective
motion and to gain quantitative information about the flow velocity. Indeed, since the mass
diffusive time is three orders of magnitude greater than the viscous time (Schmidt number
Sc ∼ O(103)), the concentration isolines turn out to be trapped by the moving liquid, and
the interference fringes move together with the liquid medium, thus visualizing the motion
pattern. It is important to note here that the use of interference fringes, moving with a liquid
medium, as a kind of flow ‘tracer’ is possible only in the case of non-stationary flow. In our
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5 2

4

3

1
λ2

λ1

Figure 2. Optical scheme of the experimental set-up for visualization of refraction index distribution and flow
velocity field reconstruction. The numbers in the scheme indicate: 1 – the laser with λ1 = 632.8 nm used in
interferometry, 2 – HS cell, 3 – video camera for recording interferograms, 4 – the laser with λ2 = 532 nm
used to create a light sheet, 5 – video camera for recording the light-scattering particle motion.

Regime

Characteristic CC DC

Reaction rate, mol · s−1 10−5 10−8

Duration of the reaction, s 102 105

Velocity of the reaction front, cm · s−1 10−3–10−2 10−5–10−4

Velocity of the convective flows, cm · s−1 10−2–10−1 10−3–10−2

Temperature at the reaction front, K 1–10 0.1–1

Table 2. The main characteristics of the processes in the CC and DC regimes.

study we applied this method only at the very early stage of convective motion formation
to measure an average velocity of the plumes being born near the reaction zone.

The silver-coated hollow glass spheres of neutral buoyancy and average diameter of
20 µm were added to the reagent solutions as light-scattering tracers to visualize the
convective patterns. The light sheet was oriented in the middle vertical plane of the cavity.
The motion of the tracers was recorded by video camera 5 (figure 2). The video records
were processed by DigiFlow software to get velocity field characteristics. The use of lasers
with different emission wavelengths for interferometry (λ1 = 632.8 nm) and velocimetry
(λ2 = 532 nm) purposes, as well as colour filters in the video camera objectives, allowed
us to simultaneously observe the refractive index distribution and flow pattern.

A small amount of an acid–base indicator was added to each layer prior to the
experiment to visualize the spatial distribution of each reagent and the reaction product.
We used a universal indicator which is a mixture of multiple indicators that gradually
change colour over a wide pH value range. In some recent studies (Nishimura et al. 2006;
Almarcha et al. 2010; Kuster et al. 2011), it was reported that the convective patterns and
instabilities may be strongly affected by the presence of a colour indicator. To check the
possible influence of the indicator on the reaction system, we performed an additional
investigation, the results of which have been previously reported in detail (Mosheva &
Shmyrov 2017). It was found that a universal indicator with relative volume concentration
not exceeding 0.2 % does not influence the instability scenario and pattern formation
process.
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Buoyancy-driven flows induced by a neutralization reaction

A T-type thermocouple was used to control the temperature changes taking place near
the reaction front caused by the reaction exothermicity. The thermocouple was fixed on
the mechanical actuator which ensured its vertical translation with accuracy 0.01 cm.

4. Results and discussion

4.1. Overview of the reaction–diffusion–convection regimes
Analysis of the results of the experiments made with different acid–base pairs in a
wide concentration range has revealed the development of reaction–diffusion–convection
processes per two different scenarios, depending on the value of the reaction-induced
buoyancy number Kρ . These scenarios are general for all pairs studied and do not depend
on the reagents used. Further, we overview both scenarios in detail and give some
quantitative characteristics.

In the case of Kρ > 1 (figure 3), the stably stratified transition zone begins to form
on either side of the reaction front, just after the layers were brought into contact.
The concentration changes of both reagents and the reaction product occur within this
transition zone, as can be seen from the interferograms presented in figure 3(a,d,g).
The liquid inside the zone is immovable and the reagents and the product of reaction
are transferred between the layer and the reaction front only by means of the diffusion
mechanism. The reaction front moves slowly with characteristic velocity O(10−5–
10−4) cm s−1. The zone broadens with time, remaining stably stratified. A weak convective
flow with characteristic velocity of the order of O(10−2) cm s−1 in the form of fingers
always develops in the upper layer above the transition zone (figure 3b,e,h). A weak
convective motion may also arise in the lower layer in a certain concentration range.
The reasons for the formation of these instabilities and their structure will be considered
in greater detail below. Since the convective motion is weak and localized far from the
reaction front, being separated by the motionless transition zone, the reaction rate is
defined mainly by diffusion processes. Within this scenario, the reaction lasts from a few
hours to several days depending on the initial reagent concentration. The reaction rate,
defined as the conversion rate of reagents, is on average O(10−8) mol s−1. The temperature
excess due to reaction exothermicity, as measured at the reaction front, is a few tenths of a
degree. It is interesting that the characteristic diffusion time, estimated by the vertical size
of either layer, is of the order of O(106) s which almost coincides with the full reaction
time within this scenario.

A completely different regime develops in the case of Kρ ≤ 1 (figure 4). Right after
the layers are brought into contact, the vigorous plumes are formed above the reaction
front. Very soon, the intensive convective motion occupies the whole upper layer,
homogenizing it. The characteristic velocity of the liquid motion is of the order of O(10−2

–10−1) cm s−1, which is much faster than it is observed in the DC regime. At the same
time, the lower layer remains always motionless and homogeneous. The reaction front
moves downward with relatively high velocity, of the order of O(10−2) cm s−1. When
the reaction front reaches the bottom of the cuvette, the reaction stops. The reaction lasts
from 7 to 15 min, depending on the initial concentration of the reagents. The reaction
rate is, on average, O(10−5) mol s−1. Due to the high conversion rate of the reagents, the
temperature excess at the reaction front is a few degrees. Some important characteristics
of the described CC and DC regimes are summarized in table 2 for comparison.

4.2. Stability maps
The reaction-induced buoyancy number Kρ can be precalculated for each concentration
ratio and each pair of reagents to predict the development of one or other regime prior to
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0
1 cm

0.035cm s–1

(e)

(b)(a) (c)

(d ) ( f )

(h)(g) (i)

Figure 3. Evolution of two-layer system observed within the framework of the DC regime (Kρ = 1.042) for the
pair of HNO3–NaOH reactants. From left to right: interference patterns, flow velocity fields, pH distributions.
The initial concentrations of the acid and base are equal to 0.3 mol l−1 and 2 mol l−1, respectively. The initial
contact line between the reactant solutions coincides with the horizontal black line (slot for the slider) in the
middle of the cell. Time after the start of the experiment: top row – 110 s; middle row – 1500 s; lower row –
4630 s.
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0

1 cm
cm s–1 0.25

(e)

(b)(a) (c)

(d) (f)

(h)(g) (i)

Figure 4. Evolution of the two-layer system observed within the framework of the CC regime (Kρ = 0.997)
for the pair of HNO3–NaOH reactants. From left to right: interference patterns, flow velocity fields, pH
distributions. The initial concentrations of the acid and base are equal to 1.5 mol l−1 and 1.4 mol l−1,
respectively. The initial contact line between reactant solutions coincides with the horizontal black line (slot
for the slider) in the middle of the cell. Time after the start of the experiment: top row – 3 s; middle row –
150 s; lower row – 700 s.
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Figure 5. Three-dimensional surface characterizing the dependence of Kρ on the dimensionless quantities
βaA0 and βbB0 (a) and the map of the regimes (b) calculated for the pair of HNO3–NaOH reactants. The black
solid line is the isopycnic line. The shaded region, adjoining the isopycnic line, is the area of parameters where
the CC regime develops. The region, marked with white colour, corresponds to the DC regime. The open and
filled symbols indicate the parameters at which the CC and DC modes have been observed in the experiments
with the HNO3–NaOH system, respectively.

the experiment. An example of such calculation for the pair HNO3–NaOH is presented
in figure 5(a). The dimensionless quantities βaA0 and βbB0, being plotted along the
x-axis and y-axis, are the relative density increments of the acid and base solutions,
respectively. The curve, obtaining as a result of intersection of the three-dimensional
surface Kρ = f (βaA0, βbB0) with the plane Kρ = 1, gives us the boundary between the
areas of parameters, in which the CC or DC regime takes place.

The map of regimes obtained in such a way for the HNO3–NaOH pair is shown in
figure 5(b). The bisectrix on the map represents the isopycnic line, i.e. the line along which
the initial densities of the upper and lower reagent solutions are equal. The equation of the
isopycnic line is βaA0 = βbB0. Here, we neglect a weak nonlinearity of the dependence
being of the opinion that, for all substances, the solutal expansion coefficient is constant
in the concentration range used. This assumption looks justified, since the maximal
error in the definition of the solution density connected with this simplification is within
0.2 %. In the region which lies above the isopycnic line, the upper layer is formed by
the acid solution and the lower layer by the base solution. In the lower half of the map,
the configuration of the two-layer system is the opposite. The closed area of parameters
(shaded area in figure 5(b)), adjacent to the isopycnic line, is the area where Kρ < 1 and,
therefore, the CC mode develops. For all other parameter values, Kρ > 1 and the DC mode
is realized. The symbols in the map indicate the parameters at which the CC mode (open
circles) or the DC mode (filled circles) have been observed in the experiments. It is seen
that these results are in perfect agreement with the calculations based on (2.5).

The experimental results presented above, as well as their excellent agreement with
the results of calculations, confirm the correctness of the physical interpretation of the
observed phenomena and the choice of dimensionless governing parameter. Moreover,
plotting the regime maps at the stage of planning experiments allows us to predict
the regions of existence of different regimes in the problem parameter space, thereby
significantly reducing the search stage of the study. In the next sections, we consider each
regime in more detail.

It is worth noting here that the maps of regimes, calculated on the base of initial reagent
concentrations A0 and B0, give us the possibility to predict one of the two global scenarios
realized from the very beginning of the system’s evolution. Later on, reduction of the
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Figure 6. Maps of regimes for HCl–MeOH (a) and HNO3–MeOH (b) systems. The zone of CC regime
existence is denoted with the coloured areas. The region, marked with white colour corresponds to the DC
regime.

reagent concentrations in the course of reaction leads to shifting of the point describing
the position of the system in the regime map. If initial parameters are chosen very near the
boundary between the zones, the change of the parameters can result even in a change of
regime during later evolution of the system. An example of such transition between global
scenarios will be considered in detail in § 4.5. If the initial position of the system in the
map is located far from the boundary between the zones the reaction–diffusion–convection
processes occur within the initial scenario.

4.3. CC mode
Figure 6 presents the maps of regimes for all reagent pairs. One can see that each map is
individual and the position of the curve Kρ = 1, bounding the parameter area within which
the CC regime exists changes under varying both an acid and a base in a pair of reagents.
Each map was checked in experiments and the results demonstrated a perfect agreement
with the calculation.

It is worth noting here that, not only the form of the area where the CC regime
exists changes under replacement of one of the reagents, but its depth as well. The
three-dimensional surface, shown in figure 5(a), has a pocket-like form with a minimum,
always located on the isopycnic line. The depth of the pocket, i.e. the minimal value of
Kρ , depends on the reagents used. The curves, obtained as a result of the intersection
of the Kρ = f (βaA0, βbB0) surface by the vertical plane, containing the isopycnic line,
are shown in figure 7. Since the values of βaA0 and βbB0 are the same along the isopycnic
line, any of these quantities can be plotted along the x-axis. It is seen that the dependencies
are non-monotonic, demonstrating the presence of a minimum. The minimal value of Kρ

which can be achieved within the region and the location of the minimum significantly
depend on the reagent pair.

Analysing figures 6 and 7 indicates that the size and shape of the parameter area,
where the CC regime exists, change significantly when replacing both the acid and the
base. Equation (2.5) shows that the value of the parameter Kρ depends on the ratio of
the diffusion coefficients of the reagents. An increase in δD reduces the concentration of
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Figure 7. The dependence of the parameter Kρ on the relative density increment of the solution βbB0
calculated along the isopycnic line for different pairs of reactants.

salt and residual reagent in the reaction zone after the reaction, which, in turn, results in
reduction of Kρ and, consequently, in widening of the zone. Other important parameters
are the ratios of the expansion coefficients of each of the reagents to that of salt βa/βs and
βb/βs. Indeed, an increase in the contribution of the salt into the reaction zone density
as compared to that of either of the reagents leads to a faster growth of the reaction zone
density and, consequently, a reduction in the zone of the CC regime.

The map of regimes and the dependence Kρ(βbB0) were calculated to elucidate the
contribution of each of the above quantities. The results of these calculations are presented
in table 3. Each row of the table contains the results obtained at two different values of
one of the above parameters that differ by 10 %, while the other parameters remained
unchanged. It is seen that a decrease in each of the parameters results in a reduction of the
zone of the CC mode existence. Moreover, the most significant effect is observed when
the ratio of the diffusion coefficients of the reagents changes.

These findings allow us to better understand the reasons the maps of regimes change on
the variation of alkali ions in the pairs of reagents. Analysing the data for MeOH–HNO3
pairs presented in table 1 shows that the growth of βb/βs is compensated by a reduction of
βa/βs when switching from lithium hydroxide to potassium hydroxide. In this situation,
the increase in the zone of CC regime existence (see figure 6) and its depth (see figure 7)
are mainly due to an increase in δD. Changing the base to caesium hydroxide leads to a
significant decrease in βa/βs, which cannot be compensated by a slight increase in βa/βs
and δD. As a result, a significant reduction of the size and depth of the zone of CC regime
existence is observed for the CsOH–HNO3 pair (see figures 6 and 7).

Another important feature of the regime maps is their asymmetry with respect to the
isopycnic line. Analysing the data presented in table 1 shows that the zone of CC regime
existence is always wider from the side where the ratio of the solutal expansion coefficient
of the upper reagent to that of the salt is smaller. Indeed, the smaller this ratio, the slower
the parameter Kρ grows as the concentration of the upper reagent increases. For all reagent
pairs, except LiOH–HNO3, (βa/βs) < (βb/βs), which leads to a wider zone in the upper
half of the map, where the upper reagent is acid. The case of LiOH–HNO3 is the only
reagent pair where (βa/βs) > (βb/βs) and the zone is wider in the lower half of the map.
As a quantitative criterion responsible for the degree of asymmetry, one can choose the
ratio of the zone width above Δ1 and below Δ2, the isopycnic line at a fixed value of
βaA0 (see the explanations in figure 5(b)). Expressing the concentration values at the zone
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Table 3. Influence of the parameters βb/βs, βa/βs and δD on the size and the depth of the zone of CC regime
existence.

boundary from the condition Kρ = 1, we get

Δ1

Δ2
= βb(δD1 − 1) + βa − βs

βb(δD2 − 1) + βa − βs
· δD2βb

βs − βa
. (4.1)

This expression is valid for those pairs of reagents for which βa < βb, i.e. the equimolar
line lies above the isopycnic line. In the opposite case, when βa > βb, which is typical
only for the pair LiOH–HNO3

Δ1

Δ2
= βa(δD1 − 1) + βb − βs

βa(δD2 − 1) + βb − βs
· (δD2 − 1). (4.2)

Here, δD1 and δD2 are the values of this parameter at the zone boundary located above
and below the isopycnic line, respectively. Neglecting the concentration dependence of
the diffusion coefficient within the zone, i.e. assuming δD1 ≈ δD2, we obtain the following
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Reagent pairs
HNO3

LiOH
HNO3

NaOH
HNO3

KOH
HNO3

CsOH
HCl

LiOH
HCl

NaOH
HCl
KOH

Δ1

Δ2
0.5 2.3 2.5 1.3 5.4 1.9 2.2

Table 4. Values of the parameter that determines the degree of asymmetry of the zone of CC regime
existence for all reagent pair used.
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Figure 8. Variation of the plume average velocity measured at the initial stage of an experiment just after the
contact of the regents (a) and the reaction front velocity (b) as a function of Kρ . The solid lines represent
approximating functions that best describe the experimental data.

approximate expressions:

Δ1

Δ2
= δD

βb

βs − βa
, if βa < βb, (4.3)

Δ1

Δ2
= (δD − 1), if βa > βb, (4.4)

where δD is the average value within the zone. The value of this parameter, calculated by
formula (4.3) or (4.4), which reflects the degree of asymmetry of the zone of CC mode
existence, is presented in table 4 for all the pairs of reagents studied.

The parameter Kρ defines not only the development of one or another
reaction–diffusion–convection regime but also the convective motion intensity. As a
measure of the motion intensity, we used the average velocity in a group of plumes that
appear above the reaction zone after the solutions were brought into contact. The velocity
was measured at the initial stage when it was constant. Later, the transverse diffusion and
interaction between the plumes reduced the plume velocity, and therefore we did not take
these results into account. The dependence of the plume velocity, obtained in such a way,
on the parameter Kρ is presented in figure 8(a). The results measured for different pairs of
the reagents form a unified dependence, the best fit of which is v ∼ (Kρ − 0.97)−4. This
unification of the experimental data, obtained for different pairs, indicates the universal
character of Kρ , as a quantity being responsible for the convective motion intensity in the
system under study. It is seen that the convective motion rapidly weakens as it approaches
the boundary between the CC and DC regimes.
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A

B B

C

C

Salt

A

Figure 9. Schematic image of the diffusion processes near the reaction front.

The convective motion intensity affects the mass transfer rate near the reaction front,
which causes the reaction front velocity to change. The variations of the reaction front
velocity with change of Kρ are presented in figure 8(b). The position of the reaction front
was determined from the spatial distributions of the pH value. Note that the value of Kρ

uniquely defines the rate of reaction front motion. All experimental points obtained for
different reagent pairs and different concentration ranges form a unified dependence, the
best fit of which is vf ∼ (Kρ − 0.98)−3. It is seen that the reaction front velocity decreases
by more than two orders of magnitude when switching from the CC regime to the DC
one, which is associated with changes in the mass transfer mechanism, from convective to
primarily diffusive.

4.4. DC mode
In this section, we describe some important features of the development of
reaction–diffusion–convection processes within the DC regime. Despite of the DC
regime’s name, mechanical equilibrium is not the only state of the system. Diffusion
is only the prevailing mass transfer mechanism near the reaction front, which
defines the characteristic time of the reaction–diffusion–convection processes. However,
hydrodynamic instabilities can develop at a certain distance from the reaction front due to
differential-diffusion effects.

Let us consider these processes in more detail. The fragment of the two-layer system
near the reaction front is schematically shown in figure 9. At the reaction front, the
reagents are consumed and the reaction product is formed at certain rates. Since the
density distribution across the layers is stable at the initial stage in the DC regime, both
reagents transfer towards the front only by diffusion. The reaction product, arising at the
front during the reaction, spreads upward and downward due to diffusion as well. Taking
into account the extremely high rate of the neutralization reaction, one can exclude the
penetration of any reagent into the adjacent layer. Then we can assume that each layer
contains only two components, one of the reagents and the reaction product, which diffuse
towards each other. In this case, the reaction does not affect, to a first approximation, the
diffusion processes, and the development of differential-diffusion effects can be examined
in each layer independently.

The situation, when two solutes diffuse at different rates towards each other in a vertical
direction, was considered in numerous works (Stern & Turner 1969; Taylor & Veronis
1996; Pringle, Glass & Cooper 2002; Sorkin, Sorkin & Leizerson 2002; Trevelyan et al.
2011). When the upper species diffuse faster, a DLC instability develops. In the opposite
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case, when the lower species diffuse faster, a DD instability develops in the parameter
region δb > (ϕRb)

2/3, where δb = Dl/Du is the ratio of the diffusion coefficients of the
lower and upper species, ϕ = Cl/Cu is the ratio of the initial concentrations of the lower
and upper species and Rb = βl/βu is the ratio of the solutal expansion coefficients of
the lower and upper species (Trevelyan et al. 2015). When 1 ≤ δb ≤ (ϕRb)

2/3, the system
remains stable for all time.

Using the above inequalities, the parameter regions where the DD or DLC instability
occurs can be calculated in advance. Figure 10 presents the regime maps calculated
for the HNO3–MeOH systems, where the areas of parameters for which different
differential-diffusion instabilities occur within the DC regime are indicated. The maps
in figure 10(a,c,e,g) were plotted for the upper layer and in figure 10(b,d,f,h) for the lower
layer. The light-grey and dark-grey areas indicate zones where the DLC or DD instability
develops, respectively. The mechanical equilibrium zone is denoted by the white colour.

In all cases, except for the HNO3–LiOH pair, which will be discussed separately,
the reagent diffuses faster than salt. That is the reason why the DLC instability always
develops in the upper layer at any concentration ratio, regardless of whether the acid
(upper half in the maps, presented in figure 10(a,c,e,g)) or the base (lower half in the
maps, presented in figure 10(a,c,e,g)) is contained in the upper layer. In the lower layer
(figure 10b,d,f,h), where the salt diffusing downwards from the reaction front always
has a diffusion coefficient lower than that of the reagent, a DD instability may develop
(dark-grey areas in figure 10). At the same time, there are wide parameter areas (white
areas in figure 10), where the lower layer remains stationary all the times. The maps
were thoroughly tested in a series of experiments, the results of which demonstrated
good agreement with calculations. The interferograms, illustrating the development of
differential-diffusion instabilities in the areas indicated in the map, are presented in
figure 10.

A more interesting situation is observed for the HNO3–LiOH pair. As in the above cases,
the salt LiNO3 diffuses slower than the acid. However, the diffusion coefficient ratio for
the salt and base is not so unambiguous. The salt diffuses slower than the base in the
concentration range below 1 mol l−1, and it diffuses faster in the higher concentration
range. This causes both DLC and DD instabilities to occur in the layer, where the salt and
base diffuse towards each other, depending on a base concentration. Figure 10(b) presents
the regime maps found in the HNO3–LiOH system. It is seen that, in the configuration
when the nitric acid is placed in the upper layer, the DLC instability develops both in the
upper (upper half in the left map in figure 10(b)) layer and in the lower (upper half in the
right map in figure 10(b)) layer. The interferograms illustrating this situation are inserted
in the corresponding halves of the maps. In the reverse configuration, i.e. when the base
is located in the upper layer, other situations may occur. If the base concentration is low
enough βbB0 < 0.025, then the DLC instability develops in the upper layer (lower half
in the left map in figure 10(b)), whereas the lower layer (upper half in the right map in
figure 10(b) remains stationary in most of the parameter area. At high base concentration,
the DD instability develops in both layers. The interferograms inserted in the suitable parts
of the maps illustrate the experimental observations.

In the framework of DC regime, we have found a new type of instability, which results
in the formation of convective patterns, which has not ever been observed in the previous
studies on this subject. This type of instability was briefly described in our previous work
(Bratsun et al. 2015), and here we discuss it in more detail. The evolution of the two-layer
system, observed experimentally within this mode, is as follows. At the initial stage, the
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Figure 10. Parameter areas for different differential-diffusion instabilities in the DC regime, calculated for
the HNO3–MeOH systems: (a) HNO3–NaOH, (b) HNO3–LiOH, (c) HNO3–KOH, (d) HNO3–CsOH. Panels
(a,c,e,g) are plotted for the upper layer and panels (b,d,f,h) for the lower layer. The light-grey and dark-grey
areas indicate the zones where the DLC or DD instability develops, respectively. The mechanical equilibrium
zone is denoted by the white colour.
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process develops, as usual, within the DC regime. Immediately after the layers are brought
into contact, the stable transition zone forms above and below the reaction front. In the
upper layer above the transition zone, the DLC instability results in weak convective
motion formation (see figure 11a–d). A few minutes after the experiment starts, the zone
with rarefaction of interference fringes appears just above the reaction front, where the
horizontal row of convective cells forms later (figure 11e–h). Above and below the cells,
the liquid is stationary, which indicates the formation of a local potential well in the vertical
density profile, within which the density stratification is unstable. The cellular structure
does not interact with the DLC structure in the upper layer, being separated from it by the
immobile liquid layer. The study of spatial pH allocation (figure 11d,h,l) shows that the
areas located above and below the cells remain almost homogeneous (acidic or alkaline),
whereas a more complex pH distribution is observed within the cellular structure. The
descending flows in the convective cells are enriched with the acid, which comes from the
upper layer through the stationary part of the liquid due to diffusion. The ascending flows
in the convective cells are saturated with salt, which points out that the reaction occurs at
the lower edge of the cellular structure. The location of the reaction front is also evidenced
by the temperature distribution measured along the vertical direction, which shows the
maximum heat release at the lower boundary of the cells.

This regime lasts a few hours. The zone within which the cellular structure develops
widens with time, which, in turn, results in the change of both the vertical and horizontal
size of the convective cells. Figure 12 presents the temporal evolution of non-dimensional
wavelength Λ = λ/d, where λ is the dimensional wavelength of the cellular structure, and
d is the vertical size of the zone within which the cells exist. The time is counted from
the moment the cells starts to form. It is seen that, at the initial stage, the wavelength and
zone height vary proportionally one to another so that the non-dimensional wavelength
remains constant. It is interesting to note that the value is close to the wavelength of
convective cells in the Rayleigh–Bénard problem for a layer with free boundaries. This
underlines the fact that both instabilities have a similar origin. Later on, as seen from
figure 12, the non-dimensional wavelength starts to vary, gradually decreasing over time
according to the root law. This is attributed to the decay of descending and ascending
streams, forming the cells, and their separation into separate plumes, which can be seen
well in the interferograms of figure 11.

The above regime develops in a confined region of parameters within the DC regime.
Figure 13 presents the maps for some reagent pairs, where the parameters’ area, within
which this regime was found, is shaded. It is seen that the cellular structure is always
observed only in the upper part of the maps, i.e. in the situation, when an acid solution is
located in the upper layer. In the opposite configuration, namely when the upper layer is
occupied by a base solution, the formation of the cells has never been found.

To understand the reason for this asymmetry, it is necessary to analyse the density
profile, which can be qualitatively reconstructed from the interferograms. An example
of such a profile is shown schematically in figure 14 together with the corresponding
interferogram. Note that the density distribution appears in the course of counter-diffusion
of the salt and the reagent contained in the upper layer. If the salt contributes more to the
density than the reagent, i.e. has the greater expansion coefficient, then the formation of
reverse density distribution becomes possible. The smaller the ratio of solutal expansion
coefficients of the reagent and salt, the deeper the potential density well that can be formed.
In the case when the upper layer is formed by acid, this ratio is less than 0.5 (see table 1)
for most pairs, which results in the formation of a relatively deep potential well (see the
density profile in figure 14(a)) and, as consequence, the cellular convective structure.

916 A22-20

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
1.

20
1 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2021.201


Buoyancy-driven flows induced by a neutralization reaction

01 cm cm s–1 0.1 1 5 10

( f )

(b)(a) (c)

(e) (g)

( j)(i) (k)

(d )

(h)

(l )

Figure 11. Evolution of the two-layer system within the framework of CDD instability for the pair of
HCl–NaOH reactants. From left to right: flow structure, flow velocity field, interference pattern, pH
distribution. The initial concentrations of the acid and base are equal to 1.4 mol l−1 and 1 mol l−1, respectively.
The initial contact line between the reactant solutions coincides with the horizontal black line (slot for the
slider) in the middle of the cell. Time after the start of the experiment: top row - 38 s; middle row - 722 s; lower
row - 1965 s.
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Figure 12. Temporal evolution of non-dimensional wavelength of the cellular structure caused by the CDD
instability. The time is counted from the moment the cells starts to form. The numbers correspond to the
experiments with different reactants pairs and initial concentrations: 1–1 mol l−1 HNO3–1 mol l−1 NaOH;
2–1.5 mol l−1 HNO3–1.5 mol l−1 NaOH; 3–2 mol l−1 HNO3–2 mol l−1 NaOH; 4–1.5 mol l−1 HNO3–2 mol l−1

KOH; 5–3 mol l−1 HNO3–4 mol l−1 KOH; 6–1 mol l−1 HCl–0.6 mol l−1NaOH.

0.02 0.06 0.10

0.02

0.04

0.06

0.08

0.10

0.12

0.01 0.03 0.05

0.02

0.04

0.03

0.01

0.05

βaA0 βaA0

β
bB

0

HNO3–CsOH HCL–NaOH

0.02 0.06 0.10

0.02

0.04

0.06

0.08

0.10

0.12

0.02 0.06 0.10

0.02

0.08

0.06

0.04

0.10

0.12

β
bB

0

HNO3–NaOH HNO3–KOH

(a) (b)

(c) (d)

Figure 13. Areas of parameter space for the CDD instability (shaded region) within the DC regime (white
colour region) revealed experimentally for HNO3–MeOH and HCl–NaOH systems.

The formation of the potential well in a density-stratified medium is also strengthened
by the concentration dependence of diffusion, which decreases with concentration for
salts and increases for acids. As was shown in Bratsun et al. (2015), the cellular structure
is reproduced with numerical experiments only by taking into account the concentration
dependence of diffusion. In the opposite case, when the base is dissolved in the upper layer,
the ratio of expansion coefficients is larger 0.8 for the nitrogen acid salts. This turns out to
be insufficient to form a deep enough potential well (see the density profile in figure 14(b)),
whereby the liquid above the reaction front remains stable. In the case of hydrochloric acid
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Figure 14. Interference patterns and corresponding vertical density profiles for the potential well (a) and
barrier (b).

salts, the ratio of the expansion coefficients of the base and salt is always greater than unity,
which makes it impossible to form potential well in an initially stably stratified medium.

The above reasoning also allows for the explanation of the absence of this regime in the
experiments with lithium hydroxide. The HNO3–LiOH and HCl–LiOH pairs are the only
pairs where the cellular structure was not observed. It is seen from table 1 that the ratio of
expansion coefficients is rather large for both salt–acid and salt–base pairs. Besides, the
diffusion coefficient of the salt of both acids increases with concentration.

It is worth noting here that the cellular convective structure described above looks
similar to that reported in Eckert, Acker & Shi (2004). The authors observed formation
of a horizontal line of convective cells below the interface for reactive immiscible systems
with similar neutralization reactions. Indeed, at first glance, the structures obtained in
Eckert et al. (2004) and those presented in our paper look identical. However, there is
big difference in the conditions under which they are formed. In Eckert et al. (2004),
the DLC that develops above the reaction front is bounded from above in its propagation
by an interface that acts as an impenetrable boundary. Thus, the convective motion turns
out to be restricted to a narrow layer, which predetermines the formation of a convective
structure of the cellular type. In the miscible case, studied by us, the formation of a cellular
convective pattern occurs in unbounded liquid due to the formation of a section on the
density profile with unstable stratification, localized between two extrema. Thus, the main
difference between the results obtained in Eckert et al. (2004) and those presented by us
consists in different density profiles formed as a result of the reaction. In the immiscible
case, the density profile has one extremum above the reaction front, which is caused by
the DLC mechanism. However, the restricted space available for convection to develop
imposes the formation of a cellular-type motion. In our case, the DLC mechanism together
with the CDD effect results in the formation of two extrema in the density profile above
the reaction front which trigger a cellular structure to develop, when the local Rayleigh
number exceeds a critical value (see figure 6 in Bratsun et al. (2021)). We would like to
note that the DLC mechanism alone, without taking the CDD effect into account, is not
able to result in the formation of such a density profile (see figure 2 in Bratsun et al.
(2021)), and therefore cellular convective structure. This gives us the right to define this
phenomenon as a separate type of instability, called by us the CDD instability (Bratsun
et al. 2015).

4.5. Transition between the CC and DC modes
Here, we describe the possibility of a transition between the CC and DC regimes in the
course of the experiment. In the CC regime, the high conversion rate of the reagents,

916 A22-23

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
1.

20
1 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2021.201


A.I. Mizev, E.A. Mosheva and D.A. Bratsun

(a) (b)

0 0
–1.0

–0.8

–0.6

–0.4

–0.2

0

200 400 600

t, s
800 1000 1200 1400

0.02

0.04

0.06

0.08

0.10

0.12

0.02 0.04 0.06 0.08 0.10 0.12

β
bB

0

βaA0

x f,
 c

m

CC DC CCD

Figure 15. Schematic illustration of the dynamic transition from the CC mode (in the form of the SW) to
the DC mode (first in the form of DLC instability, then in the form of the CDD cells) during one series of
experiments.

together with the intensive convective motion in the upper layer, results in the reduction
of the upper reagent concentration throughout the entire layer. At that, the concentration
of the reagent dissolved in the lower layer remains unchanged. Thus, the ratio of the
concentrations of the reagents near the reaction front changes all the time during the
experiment performed in the CC regime. Due to this, the point describing the position
of the system in the regime map is shifted along the axis towards the lower concentration
values of the reagent dissolved in the upper layer. Let us consider for definiteness the
experiment with the HNO3–NaOH pair in the situation when the aqueous nitric acid
solution is located in the upper layer. We selected the initial state of the system within
the parameter area corresponding to the CC mode very near the boundary of the zone, as
shown in figure 15(a).

Immediately after the solutions were brought into contact, the intensive convective
motion developed in the upper layer in complete accordance with the CC regime
scenario. Figure 15(b) presents the temporal evolution of the reaction front coordinate
and interferograms obtained experimentally at certain instants of time. It is seen that the
development of the convective motion within the CC regime is accompanied by a fast
enough front motion. As the acid is consumed during the reaction, the point marking the
actual position of the system in the regime map is shifted to the left, which results in the
transition of the system to the parameter area corresponding to the DC regime (see an open
circle in figure 15(a)). It is seen that this takes place approximately 300 seconds after the
beginning of the experiment. Therefore, the reaction front velocity significantly decreases
and a stable transition zone begins to form around the front. In the upper layer, the intensive
convective motion is replaced by a weak enough DLC flow typical of the DC regime. Then,
at approximately t ≈ 700 s, a horizontal row of convective cells forms above the reaction
front because the system is within the CDD area. This transition is accompanied by a slight
increase in the reaction front velocity (figure 15b), which is caused by the appearance of
an additional mass transfer mechanism above the front due to CDD convection.

5. Conclusions

In this work, we presented results of a systematic experimental study carried out with
several pairs of reactants in a wide range of concentrations, allowing us to take a new
look at the development of reaction–diffusion–convection processes in a two-layer system
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of miscible reacting solutions. The instabilities caused by the differential-diffusion effect,
which were found in earlier studies, are only part of a broader list of possible instabilities,
whose classification should be expanded by newly discovered phenomena. This extended
classification can be based on the dimensionless parameter introduced in the paper, which
acts as a bifurcation parameter that determines the occurrence of one of the two global
scenarios from the very beginning of the system’s evolution. First of all, these scenarios
differ in the prevailing mechanism of heat and mass transfer that in turn determines the
rate of conversion of reagents and, accordingly, the characteristic time of the reaction
processes. In the case Kρ ≤ 1, the liquid above the reaction front turns out to be unstably
stratified, which triggers the development of RT instability in the whole upper layer. This
results in the appearance of a convective pattern in the form of a wave with a near planar
front and sharp change in density across the front. This wave propagates downwards at
a fast velocity, as compared with the characteristic diffusion times, and separates the
motionless fluid and the area with intense convective mixing. It was shown earlier in
Bratsun et al. (2015) that, in the inviscid limit, the governing equations are formally
analogous to adiabatic gas flow equations, describing the propagation of a shock wave.
Thus, the convective pattern found represents the second example, in addition to the
well-known problem of waves in shallow water, the non-aerodynamic analogue of the
shock wave.

In addition to the fact that the dimensionless parameter Kρ introduced in the paper
is responsible for the development of one of the two above global scenarios, it also
uniquely determines the intensity of mass transfer processes due to convection, which
in turn defines the reagents conversion rate. In particular, we have shown that the rate of
convective motion and the rate of the reaction front propagation, measured in experiments
with different pairs of reagents, form a single dependence on the parameter Kρ within
both regimes (see figure 8). Based on the experimental findings, we have found the main
parameters which define the size and the form, e.g. degree of asymmetry, of the parameter
area in the regime map, where the CC regime develops.

In the case Kρ > 1, a stable density stratification is settled from the very beginning
in the whole two-layer system, which makes diffusion the only mechanism of a heat
and mass transfer at the initial stage. Later on, interdiffusion of a salt and upper reagent
above the reaction front and a salt and lower reagent below the reaction front can result
in the development of convective motion in the layers due to the differential-diffusion
instability mechanism. We show that, knowing the ratio of diffusion coefficients and the
concentration of the diffusing substances, one can easily calculate the parameter areas in
the regime map, within which DD or DLC instability is waiting to develop. We presented
the results of such calculations for the example of the MeOH–HNO3 system and compared
them with experimental observations. It is worth noting that, although development of
the differential-diffusion instability accelerates the reaction rate in comparison with the
pure diffusion mass transfer regime, relatively weak convective motion proper to these
instabilities can the provide maximal reaction rate, which is three orders slower than within
the CC regime.

Besides the irregular finger-type flow structures due to the DD and DLC mechanisms,
reported earlier in numerous studies, we found another type of convective pattern, also
caused by the differential-diffusion mechanism. It is characterized by the formation of
a horizontal row of regular convective cells, which is always located directly above the
reaction front. Analysis of the interferograms shows that the cell formation is connected
with appearance of a section on the density profile with unstable stratification, localized
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between two extrema. In our previous studies, it was shown that, although this instability
is caused by the differential-diffusion effect DLC mechanism alone, without taking into
account the CDD coefficient, is not able to result in the formation of such a density
profile. This fact gave us the right to define this phenomenon as a separate family of
differential-diffusion instability, called by us the CDD instability (Bratsun et al. 2015).
The CDD instability was found by us in the majority of reagent pairs used, that, in our
opinion, indicates that the discovered effect is of a general nature and should be taken into
account in reaction–diffusion–convection problems.

On the basis of the results presented in the paper, we propose extending the
general classification of reaction–diffusion–convection processes in miscible reacting
solutions taking into account the new phenomena discovered in the study. This extended
classification should include the occurrence of two main regimes, the CC and DC ones
developing at the very beginning of the system evolution, and the possible appearance of
differential-diffusion instabilities developing at a later stage within the DC regime. Being
based on the non-dimensional parameter proposed in the paper, such a classification is
of high practical importance, since it gives the researcher the possibility of predicting the
development of the reaction–diffusion–convection processes in the miscible system prior
to experiment. The regime map can be precalculated for any pair of reagents by known
physico-chemical properties of reagents and a product of the reaction that will give the
researcher exhaustive information at the planning stage of a study.

Acknowledgements. The authors are grateful to V. Pukhnachev, E. Kuznetsov, T. Lyubimova and many other
colleagues for a fruitful discussion on the topics.

Funding. Authors gratefully acknowledge the support of this work by the Russian Science Foundation Grant
No. 19-11-00133.

Declaration of interest. The authors report no conflict of interest.

Data availability statement. The data that support the findings of this study are available from the
corresponding author upon reasonable request.

Author ORCIDs.
A.I. Mizev https://orcid.org/0000-0001-5233-8271;
D.A. Bratsun https://orcid.org/0000-0002-3229-2330.

REFERENCES

ALMARCHA, C., TREVELYAN, P.M.J., RIOLFO, L.A., ZALTS, A., EL HASI, C., D’ONOFRIO, A. &
DE WIT, A. 2010 Active role of a color indicator in buoyancy-driven instabilities of chemical fronts.
J. Phys. Chem. Lett. 1 (4), 752–757.

ASH, R. & ESPENHAHN, S.E. 2000 Transport through a slab membrane governed by a concentration-
dependent diffusion coefficient: III. Numerical solution of the diffusion equation: ‘early-time’ and ‘t’
procedures. J. Membr. Sci. 180, 133–146.

BELK, M., KOSTAREV, K., VOLPERT, V. & YUDINA, T. 2003 Frontal photopolymerization with convection.
J. Phys. Chem. B 107, 10292–10298.

BHATIA, R.N., GUBBINS, K.E. & WALKER, R.D. 1968 Mutual diffusion in concentrated aqueous potassium
hydroxide solutions. Trans. Faraday Soc. 64, 2091–2099.

BOWEN, W.R. & WILLIAMS, P.M. 2001 Prediction of the rate of cross-flow ultrafiltration of colloids with
concentration-dependent diffusion coefficient and viscosity-theory and experiment. Chem. Engng Sci. 56,
3083–3099.

BRATSUN, D.A. 2017 Internal density waves of shock type induced by chemoconvection in miscible reacting
liquid. Tech. Phys. Lett. 43 (10), 944–947.

916 A22-26

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
1.

20
1 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://orcid.org/0000-0001-5233-8271
https://orcid.org/0000-0001-5233-8271
https://orcid.org/0000-0002-3229-2330
https://orcid.org/0000-0002-3229-2330
https://doi.org/10.1017/jfm.2021.201


Buoyancy-driven flows induced by a neutralization reaction

BRATSUN, D., KOSTAREV, K., MIZEV, A., ALAND, S., MOKBEL, M., SCHWARZENBERGER, K. &
ECKERT, K. 2018 Adaptive micromixer based on the solutocapillary marangoni effect in a continuous-flow
microreactor. Micromachines 9 (11), 600.

BRATSUN, D., KOSTAREV, K., MIZEV, A. & MOSHEVA, E. 2015 Concentration-dependent diffusion
instability in reactive miscible fluids. Phys. Rev. E 92 (1), 011003.

BRATSUN, D.A., MIZEV, A.I. & MOSHEVA, E.A. 2021 Extended classification of the buoyancy-driven flows
induced by a neutralization reaction in miscible fluids. Part 2. Theoretical study. J. Fluid Mech. 916, A23.

BRATSUN, D., MIZEV, A., MOSHEVA, E. & KOSTAREV, K. 2017 Shock-wave-like structures induced by an
exothermic neutralization reaction in miscible fluids. Phys. Rev. E 96 (5), 053106.

BRATSUN, D. & SIRAEV, R. 2020 Controlling mass transfer in a continuous-flow microreactor with a variable
wall relief. Intl Commun. Heat Mass Transfer 113, 104522.

BRATSUN, D.A., STEPKINA, O.S., KOSTAREV, K.G., MIZEV, A.I. & MOSHEVA, E.A. 2016 Development
of concentration-dependent diffusion instability in reactive miscible fluids under influence of constant or
variable inertia. Microgravity Sci. Technol. 28 (6), 575–585.

CARBALLIDO-LANDEIRA, J., TREVELYAN, P.M.J., ALMARCHA, C. & DE WIT, A. 2013 Mixed-mode
instability of a miscible interface due to coupling between Rayleigh–Taylor and double-diffusive convective
modes. Phys. Fluids 25, 024107.

CRANK, J. 1975 The Mathematics of Diffusion. Oxford University Press.
DE WIT, A. 2020 Chemo-hydrodynamic patterns and instabilities. Annu. Rev. Fluid Mech. 52 (1), 531–555.
DUPEYRAT, M. & NAKACHE, E. 1978 Direct conversion of chemical energy into mechanical energy at an oil

water interface. Bioelectrochem. Bioenergetics 5 (1), 134–141.
ECKERT, K., ACKER, M. & SHI, Y. 2004 Chemical pattern formation driven by a neutralization reaction. I.

Mechanism and basic features. Phys. Fluids 16 (2), 385–399.
EPSTEIN, I.R. & POJMAN, J.A. 1998 An Introduction to Nonlinear Chemical Dynamics: Oscillations, Waves,

Patterns, and Chaos. Oxford University Press.
EVANS, M. & URI, N. 1949 Polymerization in aqueous solution. Nature 164, 404–405.
FARY, D.A 1966 The diffusional properties of sodium hydroxide. PhD thesis, The Institute of Paper Chemistry.
FERNANDEZ, J., KUROWSKI, P., PETITJEANS, P. & MEIBURG, E. 2002 Density-driven unstable flows of

miscible fluids in a Hele-Shaw cell. J. Fluid Mech. 451, 239–260.
GÁLFI, L. & RÁCZ, Z. 1988 Properties of the reaction front in an A + B → C type reaction-diffusion process.

Phys. Rev. A 38, 3151(R).
GRINDROD, P. 1996 The Theory and Applications of Reaction-Diffusion Equations: Patterns and Waves.

Oxford University Press.
HEJAZI, S. & AZAIEZ, J. 2012 Stability of reactive interfaces in saturated porous media under gravity in the

presence of transverse flows. J. Fluid Mech. 695, 439–466.
JAKOBSEN, H.A. 2008 Chemical Reactor Modeling, Multiphase Reactive Flows. Springer-Verlag.
JENSEN, K.F. 2001 Microreaction engineering – is small better? Chem. Engng Sci. 56, 293–303.
KARLOV, S.P., KAZENIN, D.A., BARANOV, D.A., VOLKOV, A.V., POLYANIN, D.A. & VYAZMIN, A.V.

2007 Interphase effects and macrokinetics of chemisorption in the absorption of CO2 by aqueous solutions
of alkalis and amines. Russ. J. Phys. Chem. A 81 (5), 665–679.

KIM, M.C. 2014 Effect of the irreversible A + B → C reaction on the onset and the growth of the
buoyancy-driven instability in a porous medium. Chem. Engng Sci. 112, 56–71.

KIM, M.C. 2019 Effect of the irreversible A + B → C reaction on the onset and the growth of the
buoyancy-driven instability in a porous medium: asymptotic, linear, and nonlinear stability analyses. Phys.
Rev. Fluids 4, 073901.

KOZA, Z. & TAITELBAUM, H. 1996 Motion of the reaction front in the A + B → C reaction-diffusion system.
Phys. Rev. E 54, 1040R.

KRIENKE, H., AHN-ERCAN, G. & MAURER, A. 2013 On the influence of molecular structure on the
conductivity of electrolyte solutions-sodium chloride in dioxane-water mixtures. Z. Phys. Chem. 227 (2–3),
285–302.

KUSTER, S., RIOLFO, L.A., ZALTS, A., EL HASI, C., ALMARCHA, C., TREVELYAN, P.M.J., DE WIT, A.
& D’ONOFRIO, A. 2011 Differential diffusion effects on buoyancy-driven instabilities of acid-base fronts:
the case of a color indicator. Phys. Chem. Chem. Phys. 13 (38), 17295–17303.

LAMBERT, R.M. 1997 Chemisorption and Reactivity on Supported Clusters and Thin Films: Towards an
Understanding of Microscopic Processes in Catalysis. Springer Science & Business Media.

LEMAIGRE, L., BUDRONI, M.A., RIOLFO, L.A., GROSFILS, P. & DE WIT, A. 2013 Asymmetric
Rayleigh–Taylor double-diffusive fingers in reactive systems. Phys. Fluids 25, 385–399.

LEVICH, V.G. 1962 Physicochemical Hydrodynamics. Prentice-Hall Inc.

916 A22-27

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
1.

20
1 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2021.201


A.I. Mizev, E.A. Mosheva and D.A. Bratsun

LEVICH, V.G., BRODSKII, A.M. & PISMEN, L.M. 1967 A contribution to theory of branching homogeneous
chain reaction in a flow. Dokl. Akad. Nauk SSSR 176, 371–373.

MOSHEVA, E.A. & SHMYROV, A.V. 2017 Effect of the universal acid-base indicator on the formation of the
concentration-dependent diffusion instability. IOP Conf. Ser.: Mater. Sci. Engng 208 (1), 012029.

NIKOLSKY, B.N. (Ed.) 1965 Spravochnik Khimika (Chemist’s Handbook), Vol. 3, 2nd edn. Khimiya
Publishing House.

NISANCIOGLU, K. & NEWMAN, J. 1973 Diffusion in aqueous nitric acid solutions. AIChE J. 19 (4), 797–801.
NISHIMURA, T., TANOUE, K.-I., WATANABE, T., ITOH, Y. & KUNITSUGU, K. 2006 Instabilized fluid flow

at interface of chemical reaction in liquid phase. Trans. JSME B 18 (7), 1773–1780.
PISMEN, L.M. 2006 Patterns and Interfaces in Dissipative Dynamics. Springer Science & Business Media.
PRIGOGINE, I. & NICOLIS, G. 1977 Self-Organization in Non-Equilibrium Systems. Wiley-Interscience.
PRINGLE, S.E., GLASS, R.J. & COOPER, C.A. 2002 Double-diffusive finger convection in a Hele-Shaw

cell: an experiment exploring the evolution of concentration fields, length scales and mass transfer. Transp.
Porous Med. 47 (2), 195–214.

QUINCKE, G. 1888 Ueber periodische ausbreitung an flussigkeitsoberflachen und dadurch hervorgerufene
bewegungserscheinungen. Ann. Phys. 271 (12), 580–642.

SORKIN, A., SORKIN, V. & LEIZERSON, I. 2002 Salt fingers in double-diffusive systems. Phys. A 303 (1–2),
13–26.

STERN, M.E. & TURNER, J.S. 1969 Salt fingers and convecting layers. In Deep Sea Research and
Oceanographic Abstracts, vol. 16, pp. 497–511. Elsevier.

STOKES, R.H. 1950 The diffusion coefficients of eight uni-univalent electrolytes in aqueous solution at 25.
J. Am. Chem. Soc. 72 (5), 2243–2247.

TAYLOR, J.R. & VERONIS, G. 1996 Experiments on double-diffusive sugar-salt fingers at high stability ratio.
J. Fluid Mech. 321, 315–333.

THOMSON, P.J., BATEY, W. & WATSON, R.J. 1984 Interfacial activity in the two phase systems
UO2(NO3)2/Pu(NO3)4/HNO3-H2O-TBP/OK. In Proceedings of the Extraction’84, Symposium on
Liquid–Liquid Extraction Science, Dounreay, Scotland, November 27–29, 1984, vol. 88, pp. 231–244.
Elsevier.

TREVELYAN, P.M.J., ALMARCHA, C. & DE WIT, A. 2011 Buoyancy-driven instabilities of miscible
two-layer stratifications in porous media and Hele-Shaw cells. J. Fluid Mech. 670, 38–65.

TREVELYAN, P.M.J., ALMARCHA, C. & DE WIT, A. 2015 Buoyancy-driven instabilities around miscible
A + B → C reaction fronts: a general classification. Phys. Rev. E 91 (2), 023001.

TSUJI, K. & MÜLLER, S.C. 2012 Chemical reaction evolving on a droplet. J. Phys. Chem. Lett. 3, 977–980.
WISHAW, B.F. & STOKES, R.H. 1954 The diffusion coefficients and conductances of some concentrated

electrolyte solutions at 25. J. Am. Chem. Soc. 76 (8), 2065–2071.
ZAITSEV, I.D. & AVSEEV, G.G. (Ed.) 1988 Fiziko-himicheskie svojstva binarnyh i mnogokomponentnyh

rastvorov neorganicheskih veshchestv (Chemist’s Handbook). Khimiya Publishing House.
ZALTS, A., EL HASI, C., RUBIO, D., URENA, A. & D’ONOFRIO, A. 2008 Pattern formation driven by an

acid-base neutralization reaction in aqueous media in a gravitational field. Phys. Rev. E 77, 015304.
ZELDOVICH, Y.B. & KOMPANEETS, A.S. 1960 Theory of Detonation. Academic Press.

916 A22-28

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/jf

m
.2

02
1.

20
1 

Pu
bl

is
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/jfm.2021.201

	1 Introduction
	2 Similarity criterion for reaction-induced buoyancy
	3 Experimental set-up and measuring techniques
	4 Results and discussion
	4.1 Overview of the reaction--diffusion--convection regimes
	4.2 Stability maps
	4.3 CC mode
	4.4 DC mode
	4.5 Transition between the CC and DC modes

	5 Conclusions
	References

