be based is not a one-way street. . . . In a democratic world,
as in a democratic nation, power must be linked with
responsibility, and obliged to defend and justify itself within
the framework of the general good.” In the quintessential
public goods game, the prisoners’ dilemma, no player feels
content with the outcome in which cooperation fails, but
all players together find it difficult, because of self-
interest, to sustain the outcome in which cooperation suc-
ceeds fully. The moral imperative to act “within the
framework of the general good” may not always be enough
to sustain cooperation, but it does at least impel countries
to try. If countries try, they may fail, but if they do not try,
they will surely fail.

Precautionary Politics: Principle and Practice in
Confronting Environmental Risk. By Kerry Whiteside.
Cambridge, MA: MIT Press, 2006. 198p. $50.00 cloth, $21.00 paper.
doi:10.1017/51537592709090197

— Scott Barrett, Johns Hopkins University

Here are two challenges that the world has had to face in
2008: 1) Construction of the Large Hadron Collider was
recently completed. Experiments using this machine will
yield new knowledge of a fundamental kind. There is also
a theoretical risk, believed to be vanishingly small but not
zero, that the machine could create a black hole capable of
destroying the Earth. Should the machine be turned on?
2) Fertilizing “desert” regions of the oceans with iron is
expected to stimulate phytoplankton growth, sucking car-
bon dioxide into the oceans and thus helping to mitigate
climate change. It might also alter vital ocean ecosystems.
To know the full consequences of ocean fertilization, large-
scale experiments are needed. Should they be allowed?

The “precautionary principle,” the subject of Kerry Whi-
teside’s new book, Precautionary Politics, emerged to help
us make decisions like these—decisions involving genuine
uncertainty rather than risk, with consequences that are
both global in scale and irreversible. I return to these two
questions later in this review, but first let me summarize
the book.

In Whiteside’s own words, his book is a study of the
principle’s “meaning, rationale, and policy implications
along with the controversies it has provoked. It is also an
argument in favor of it, particularly in its deliberative form”
(p. ix). Sandwiched between an introduction and conclu-
sion are five chapters.

The first chapter presents a case study of genetically
modified organisms. The United States pushed ahead with
the technology, and promoted exports of it, even though
its full effects were unknown, whereas Europe was much
more cautious. The dispute is important because in a glo-
balized world, it is hard to keep new technologies out of
any market—or, in this case, out of the environment itself.
Whiteside persuasively argues that situations like this one
require new tools for decision making.
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In Chapter 2, Whiteside makes the case for the precau-
tionary principle by showing its superiority to an alterna-
tive he calls “science-based risk assessment.” I share his
criticisms of the latter approach, as he presents it, but his
alternative is a straw man. For his description of this alter-
native ignores important developments in cost—benefitanaly-
sis, such as the concept of (quasi-) option value, developed
in the mid-1970s to address situations involving uncer-
tainty, learning, and irreversibility. He reproaches critics
of the precautionary principle, who, he believes, created
their own straw man by asserting that it prohibits doing
anything when the consequences are uncertain, but the
alternative he constructs is also a distortion.

In Chapter 3, Whiteside explains that Europe has
embraced the precautionary principle with more energy
than has the United States, but that Europe’s behavior has
not been consistently more precautionary. He argues that
for the United States, “precaution has always been ad hoc
and discretionary” (p. 70). He also argues that Europe’s
fondness for the principle promises policies that are less
so. I was not persuaded.

How to ensure that publics adhere to the principle? In
Chapter 4, Whiteside contrasts two philosophical theories
of governance, one that advocates authoritarian rule by a
political elite, advised by scientific experts, and one that
seeks to bring “the sciences into democracy” (p. 110). In
Chapter 5, he makes a case for a process of “deliberative
precaution” that encourages public debate and engage-
ment, thereby conferring legitimacy upon public deci-
sions. I am with him here. The big questions society must
answer depend on much more than “objective science”
and “quantitative analysis.” They depend on society’s
values—what people care about. People need to deliberate
about the new challenges because they are very different
from previous ones, and because the decisions we make
about them will be profoundly consequential.

This book will appeal to readers interested in debates
about the merits of the precautionary principle. Person-
ally, I am more interested in how to address the kind of
challenges that introduced my review. Does the precau-
tionary principle, and Whiteside’s advocacy for it, offer
anything for readers like me? Let us see.

Should the Large Hadron Collider be switched on? A
simplistic interpretation of the precautionary principle
would say “no.” Whiteside rejects this interpretation but
does not offer his own definition. After reading his book,
I do not know how he would answer the question.

Can cost—benefit analysis help? Let us do some calcu-
lations. The benefit of turning on the machine consists of
the probability that we will survive the experiment, which
is approximately equal to one, times the value of the knowl-
edge we expect to gain from the experiment, which is
anyone’s guess but certainly finite. The cost of turning on
the machine is the probability that the experiment will
destroy the Earth, which is almost but not quite equal to
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zero, times the value we assign to the Earth’s existence,
which is infinite. Infinity times any number, including a
number nearly equal to but not quite equal to zero, is
itself infinite. Since infinity is bigger than any finite num-
ber, cost—benefit analysis advises us not to turn the machine
on.

Though Whiteside is critical of cost—benefit analysis,
even a crude application of it commends a precautionary
approach in this case. He applauds Europe’s support for
the precautionary principle, but the Large Hadron Col-
lider was turned on at Europe’s command. Cost-—benefit
analysis is not necessarily an enemy of precaution, nor is
Europe necessarily its friend.

Was the decision to switch on the Collider wrong? Phys-
icists connected with the European Organization for
Nuclear Research (CERN) concluded that the experi-
ments presented no danger and that there are no reasons
for concern. But should technical experts make this deci-
sion for us, for humanity, for the world? Whiteside prefers
that a matter such as this “be brought before the public at
large for comment, debate, and in some cases, resolution”
(p. 118). I agree. But, of course, the public might decide
to throw caution to the wind.

If the Large Hadron Collider were not turned on, we
would be no worse-off as compared with the preexisting
situation. Ocean fertilization, however, may help us avoid
some climate change. Alternatively, it may help us avoid
doing something else to reduce atmospheric concentra-
tions, such as increasing nuclear power generation or
capturing and storing carbon dioxide underground—
alternatives with their own legacies of long-term risks.

So, what would the precautionary principle have us do?
Once again, a simplistic application of the principle would
prohibit the experiment. Whiteside, however, under-
stands that there can be risk—risk trade-offs. He says that
“[i]f some strict precautionary measure might itself cause
great harm (for example, banning a pesticide allows a dis-
ease to run rampant), there are strong reasons for trying to
find a way to allow the activity to proceed” (p. 57). He
also sees the value of research. “Precaution,” he says, “can
mean setting up research programs whose purpose is to
gather further information about the risk and test succes-
sive hypotheses about it” (p. 53). But how would he decide?
Again, after reading his book, I do not know.

In May 2008, parties to the Convention on Biological
Diversity urged “other Governments, in accordance with
the precautionary approach [emphasis added], to ensure
that ocean fertilization activities do not take place until
there is an adequate scientific basis on which to justify
such activities.” A scientific committee established by the
Intergovernmental Oceanographic Commission to advise
on ocean fertilization disagreed, saying that there were
“good scientific reasons to do larger experiments.” So, who
is right? Although the Convention’s parties invoked the
precautionary principle in recommending a prohibition,
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the response by the scientific committee seems more in
line with Whiteside’s thinking.

We should not be surprised that proponents could dis-
agree about what the precautionary principle implies. As
Whiteside says, “there are many different versions of the
precautionary principle” (p. 150). But therein, for me, lies
the principle’s greatest shortcoming. I have never opposed
the precautionary principle, nor, after reading this book,
am [ inclined to campaign for it.

Response to Scott Barrett’s review of Precautionary
Politics: Principle and Practice in Confronting
Environmental Risk

doi:10.1017/51537592709090203

— Kerry H. Whiteside

As in his book, Scott Barrett seizes the reader’s interest by
describing a dramatic situation of choice. Who cannot be
struck by the example of the Large Hadron Collider and
the possibility of accidentally annihilating the Earth with
it? What does precaution require here?

Barrett argues that cost—benefit analysis, which I crit-
icize as environmentally incautious in cases of scientific
uncertainty, would justify precaution in this case. And
the Europeans, whose “precautionary” leanings I have
applauded, are the ones building the Large Hadron
Collider.

Two clarifications are in order. First, it is not just because
someone sees a remote possibility of the ultimate catastro-
phe that we suspend all action. With a little imagination,
anyone can conjure a disaster following from almost any
action. Before taking a risk claim seriously, proponents of
precaution ask questions such as the following: Is this risk
a matter of concern to reputable scientists? More than a
few? Is the theory that underpins this fear consistent with
other theories that are more widely accepted? There is
nothing nonprecautionary in the Europeans” decision to
proceed with the Collider experiments if the answers to
these preliminary questions were “no.”

Second, in Precautionary Politics, I warn against using
this sort of example as a test of precautionary intuitions.
Hans Jonas—one of the key thinkers in the intellectual
genealogy of the precautionary principle—developed the
“imperative of responsibility” for cases similar to Barrett’s
example. Jonas declared that “[n]ever must the existence
of man ... be made a stake in the hazards of action.”
Imagining a risk that imperils the entire future existence
of humanity gives the illusion that one can reasonably
make absolute, a priori judgments about risk taking. “Might
this action destroy the Earth? Then we must never do it.”
Today’s proponents of precaution do not assume that envi-
ronmental risk situations are like this. Issues such as cli-
mate change mitigation and biodiversity preservation
involve not physical annihilation but potentially adverse,
long-term changes in large-scale bio-physical systems that
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