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Abstract

This paper reports on the results of an analysis of existing ontological systems to determine which is most appropriate
for the manufacturing domain. In particular, this involved the exploration of efforts that are studying both the uses of
ontologies in the general sense and those that are using ontologies for domain-specific purposes. Eleven ontological
systems were analyzed and, using a set of analysis criteria, it was determined that the Cyc~Cyc is a registered trade-
mark of Cycorp Inc.! system was most appropriate for modeling concepts in the manufacturing domain. After the
analysis is described, examples are given to show how manufacturing concepts could be modeled in the Cyc system.
This work is part of a larger project whose objective is to move closer to the ultimate goal of seamless manufacturing
systems integration using the principle behind ontological engineering to unambiguously define domain-specific con-
cepts. The output of this work will be a taxonomy of manufacturing terms and concepts along with formal definitions
of exactly what each of those terms and concepts mean and how they interrelate.
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1. INTRODUCTION

As the use of information technology in manufacturing op-
erations has matured, the capability of software applications
to interoperate has become increasingly important. Initially,
translation programs were written to enable communication
from one specific application to another, although not nec-
essarily both ways. As the number of applications has in-
creased and the information has become more complex, it has
become much more difficult for software developers to pro-
vide translators between every pair of applications that need
to exchange information. Standards-based translation mech-
anisms have simplified integration for some manufacturing
software developers by requiring only a single translator to
be developed between their respective software product and
the interchange standard. By developing only this single trans-
lator, the application can interoperate with a wide variety of
other applications that have a similar translator between that
standard and their application.

This challenge of interoperability is especially apparent
with respect to manufacturing information. Many manufac-
turing engineering and business software applications use
process information, including manufacturing simulation,
production scheduling, manufacturing process planning,
workflow, business process reengineering, product realiza-
tion process modeling, and project management. Each of
these applications utilizes manufacturing information in a
different way, so it is not surprising that these applications’
representations of manufacturing information are different
as well. The primary difficulty with developing a standard
to exchange manufacturing information is that these appli-
cations sometimes associate different meanings with the
terms representing the information that they are exchang-
ing. For example, in the case of a workflow system, a re-
source is primarily thought of as the information that is used
to make necessary decisions. In a process-planning system,
a resource is primarily thought of as a person or machine
that will perform a given task. If one were to integrate a
process model from a workflow with a process-planning ap-
plication, one’s first inclination would most likely be to map
one resource concept to the other. This mapping would un-
doubtedly cause confusion. Therefore, both the semantics
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and the syntax of these applications need to be considered
when translating to a neutral standard. In this case, the stan-
dard must be able to capture all of the potential meanings
behind the information being exchanged.

To quantify the cost to industry, the cost of interoperabil-
ity among just process-related applications is a $2 billion
market. It is estimated that methodologies and formal spec-
ifications to better enable more efficient exchange of man-
ufacturing process information could have a 15–20% cost
reduction translating into a $300 million cost savings to in-
dustry~Source: Gartner Group Analyst!.1 As another exam-
ple, an average of six point-to-point translators are written
per installation of CAM packages at $6,000 each. Estimat-
ing 50,000 installations of CAM software in the United States
per year, this translates into $300 million in interoperabil-
ity cost per year~ignoring interoperability maintenance
cost, which totals about 25% of total maintenance cost!
~Freimuth, 1998!.

The objective of the work described in this paper is to
move closer to the ultimate goal of seamless manufacturing
systems integration using the principle behind ontological
engineering to unambiguously define domain-specific con-
cepts. A major challenge facing industry today is the lack of
interoperability between heterogeneous systems. Current in-
tegration efforts are usually based solely on how informa-
tion is represented~the syntax! without a description of what
the information means~the semantics!. With the growing
complexity of information and the increasing need to com-
pletely and correctly exchange information among differ-
ent systems, the need for precise and unambiguous capture
of the meaning of concepts within a given system is becom-
ing apparent.

The approach for the project described in this paper is to
analyze current ontological systems to determine which is
most suitable to model the concepts in the manufacturing
domain. Examples of ontological systems include Cyc2,3,4

Mikrokosmos, and the Ontolingua server. The project is in
the process of formally identifying and modeling concepts
~and definitions of those concepts! from various manufac-
turing domains and projects~e.g., process specification, prod-
uct modeling, etc.! in this ontological system. At this point,
an analysis will be performed to help to identify inconsis-
tencies in the use of terms among various domains as well
as help to establish a means to generalize these terms to a
level that is common among the domains in question.

The output of the work documented in this paper will be
a taxonomy of terms and concepts along with formal defi-

nitions of exactly what each of those terms and concepts
mean and how they interrelate~an ontology!. Although it
would be impossible to create a complete ontology of every
interpretation of every term, a high-level, extensible subset
of this ontology will be created to serve as a basis for fu-
ture, domain-specific additions and specializations. This
shared understanding of concepts could then be used to in-
tegrate applications and systems that function towards a com-
mon goal.

Within the scope of this paper, anontology is the term
used to refer to the shared understanding of some domain of
interest which may be used as a unifying framework to solve
some set of problems. An ontology necessarily entails or
embodies some sort of world view with respect to a given
domain. The world view is often conceived as a set of con-
cepts~e.g., entities, attributes, or processes!, their defini-
tions, and their inter-relationships; this is referred to as a
conceptualization.

All ontologies consist of a vocabulary along with some
specification of the meaning or semantics of the terminol-
ogy within the vocabulary. The various ontologies can also
be distinguished by their degree of formality in the specifi-
cation of meaning. With informal ontologies, the defini-
tions are expressed loosely in natural language. Semiformal
ontologies provide weak axiomatizations, such as taxono-
mies, of the terminology. This can serve as a framework for
shared understanding among people, but is often insuffi-
cient to support interoperability, and ambiguity can hinder
integration. Formal ontologies define the language of the
ontology, a set of intended interpretations of the terminol-
ogy, and a set of axioms which are sound and complete with
respect to the intended interpretations, that is, every consis-
tent interpretation of the axioms is an intended interpreta-
tion, and every intended interpretation is consistent with the
axioms.

This paper documents the results of the first phase of this
project—that of analyzing existing ontological systems to
determine which is most appropriate for the manufacturing
domain. In particular, this phase involved the exploration
of efforts that are studying both the uses of ontologies in
the general sense and those that are using ontologies for
domain-specific purposes.

2. WHY ONTOLOGIES FOR
MANUFACTURING?

This section considers what value the investigated ontolo-
gies might provide in the area of information technology
within manufacturing. Communication and context are im-
portant notions in understanding the role of the investigated
ontologies with respect to other technologies. This and the
related concepts of ground, context availability, seamless-
ness, and formality are discussed. Two areas of potential
benefit are then considered: unambiguous communication,
and the future industrial information infrastructure.

1Personal communication with a Gartner Group analyst, March 1999.
2Cyc is a registered trademark of Cycorp Inc.
3No approval or endorsement of any commercial product in this paper

by the National Institute of Standards and Technology is intended or implied.
4This paper was prepared by United States Government employees as

part of their official duties and is, therefore, a work of the U.S. Govern-
ment and not subject to copyright.
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2.1. Communication, meaning and context

In this papercommunicationhas the following meaning: One
communicates to another with the expectation that at some
time thereafter the receiver will produce a behavior that is
in some way consistent with the initiator’s intention. For
communication to succeed, the initiator must have~or the
system design must reflect! some understanding of the con-
text under which the receiver is operating and the relation-
ship between the message it designs and the behavior it
desires from the receiver. Along the lines of Bloomfield
~1933!, there is at the very least this sense of meaning to
communication: It sets conditions for satisfaction.

Contextin the above definition of communication is an
environment, a “place” where things occur or an utterance
is made. It is largely a matter of how context is established
and used that differentiates various software technologies.
We can state two fundamental problems of communication
as 1! that individuals seldom share a common network of
symbols, and 2! that designating a place in a network~es-
tablishing a context! is difficult. In essence, all problems of
context in software~excepting perhaps some artificial in-
telligence applications! are supposed to be resolved through
an agreement on what the information exchanged means.
The software developers might never know or care whether
they are developing interfaces based on identical under-
standing. What is essential is that the software behaves as
expected. Much the same can be said of the interactions of
people.

2.2. Ground, context availability, seamlessness and
formality

The American Heritage Dictionarydefinesgroundas “the
foundation for an argument, a belief or an action; a basis.”
Ontologies are one technology where the notion of ground
is prominent. In some sense, relating consensus domain ter-
minology to widely held ground terms enables unambigu-
ous communication of information. Some ontology systems,
such as Cyc, provide a mechanism to allow reasoning under
multiple sets of ground terms~deKleer 1986!.

As opposed to ontological systems’explicit use of ground,
the exchange of a single property in ISO 10303~informally
known as the STandard for the Exchange of Product model
data~STEP!! ~International Standards Organization, 1994!
technology includes several context-setting references: ref-
erences to the measurement units used, the various repre-
sentations of the property, the technical discipline it concerns,
and the product lifecycle~Danner, 1997!.

Seamlessness refers to the continuity~or “transparency”!
of the information content with its context-setting informa-
tion. That is, in a seamless environment the problem solv-
ing machinery can get context setting information without
appealing to another for service. The principle question here
with respect to the investigated ontologies is how to marry

the technology to the problem solvers. That is, how should
ontologies be interfaced to applications such as schedulers
and workflow systems?

At times, formality in ontologies seems to mean the de-
gree to which the ontology resembles mathematical logic.
Resemblance to mathematical logic in itself however does
not suggest a purpose for formality. We suggest the follow-
ing: Formality is about making valid inferences~and thus
getting expected behaviors!, traceability to ground, and en-
abling computational tools~to manage complexity, etc.!.

2.3. Answers to “why ontologies”?

The previous section provides a foundation of ideas con-
cerning communicating systems. Assuming that there are
reasonable answers to questions regarding how this tech-
nology may be employed, we may still ask what added value
the investigated ontologies might provide to the develop-
ment of a manufacturing information infrastructure. Here
we consider the contribution ontologies might make to elim-
inating ambiguity in communication.

Consider the following issues that arise in pursuit of the
goal of unambiguous communication: where the problem
of ambiguity resides, and whether or not communicating sys-
tems need access to ground terms. The problem with adopt-
ing universally accepted meanings is getting individuals in
whole industries to agree on the meaning of perhaps thou-
sands of terms such as “part version” and “part revision.”
This will require a tremendous effort, but it is essential to
the goal of unambiguous communication. Standards efforts
such as IEC 61360-4, a dictionary of standard terminology
for electronic components~International Standards Organi-
zation, 1997!, are representative of the sort of work that must
be done.

Communicating systems rarely need access to ground
terms. The exception to this is those few systems that me-
diate data. The problem of bringing meaning to the ex-
changed data always leads back to reference to shared
understanding. For this reason we conclude that ontologies
do not offer significant benefit towards making current in-
formation exchange methods more reliable.

Distributed objects, agents, integrated workflow and sup-
ply chains are common themes emerging in the develop-
ment of an industrial information infrastructure. This mode
of operation emphasizesad hocaccess to objects. This is
in contrast to the more traditional approach of organizing
systems around the semantics of a shared database. The
emerging architecture suggests thatad hocaccess to shared
meta-data and terminology might also prove useful in fu-
ture information systems. If this turns out to be true, then
technology such as the investigated ontologies may prove
to be essential in supplying a terminology and meta-data in
computational form.

Assessing the value of ontologies~or any other technol-
ogy! to the problem of communicating manufacturing in-
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formation is, in part, a matter of determining whether it is
the simplest possible means to establish a context on ex-
changed data under which valid inferences~and thus ex-
pected behaviors! can be achieved.

3. RELATED WORK

Only a handful of efforts have attempted to model manu-
facturing-related information in a formal ontology. How-
ever, there is a larger amount of work that can be leveraged
to make this modeling process easier. Described below are
seven such efforts whose output was either an ontology of
manufacturing-related concepts or who developed a ge-
neric ontology which could lend itself to modeling manu-
facturing concepts.

3.1. ANSI Ad Hoc Committee on Ontology
Standards

The goal of the ANSI Ad Hoc Group on Ontology Stan-
dards~1998! ~associated with the ANSI X3T2 Committee
on Ontology Standards! is to merge the upper level ontolo-
gies of many of the well-known ontological systems~Cyc,
Pangloss, Penman, Wordnet, etc.!. An upper level ontology
is an ontology of the most general conceptual categories.
There are a number of such ontologies out in the world that
have proved very useful in natural language processing and
other AI-oriented applications, as well as in enterprise mod-
eling and database integration. The challenge is that it is
difficult to translate between these applications because of
the differences in their upper level ontologies. The purpose
of the standard will be to provide a sort of ontological base-
line to support translation and integration between ontology-
based applications, and hopefully also to serve as the starting
point for future upper level ontologies.

At the time the analysis was performed, all that was avail-
able from this group was a high-level taxonomy of terms
without any definition of what the terms meant. It was as-
sumed that the location of any term within the taxonomy
was meant to serve as a loose definition of the term. How-
ever, because this ontology standard was being adopted by
other systems that we were analyzing, such as Cyc, the analy-
sis of those other systems would indirectly allow us to an-
alyze the ontology standard. In addition, because those
systems provided additional capabilities that the ontology
standard alone did not~e.g., inferencing capabilities, for-
mal definitions of terms, user interfaces, etc.!, the respec-
tive systems would be a more appropriate choice for use to
model a manufacturing ontology. For these reasons, this On-
tology Standard was not investigated any further.

3.2. Cyc

Cyc ~Cycorp Inc., 1998! is a very large, multicontextual
knowledge base and inference engine developed by Cy-
corp. The goal of the Cyc project is to construct a founda-

tion of basic common sense knowledge—a semantic
substrate of terms, rules, and relations—that will enable a
variety of knowledge-intensive products and services. Cyc
is intended to provide a deep layer of understanding that
can be used by other programs to make them more flexible.

A drawback to Cyc is that its level of knowledge is so
deep as to be unintuitive to all but Cyc knowledge experts.
Higher-level knowledge is left to application developers. Not
surprisingly, there are large gaps in Cyc’s higher-level knowl-
edge base~KB!, as it has only been extended to support
whatever application was required for its use. Only some
aspects of these extensions are publicly available. Manu-
facturing is not well represented by the KB.

The Cyc technology is composed of the knowledge base
and inference engine, the CycL representation language, in-
terface tools, and application modules. Cycorp is currently
working on tools to ease the difficulty of adding to the KB.
At the present time, the Cyc KB contains tens of thousands
of terms and several dozen hand-entered assertions involv-
ing each term. CycL is a large and flexible knowledge rep-
resentation language. It is essentially an augmentation of
first-order predicate calculus~FOPC!, with extensions to
handle equality, default reasoning, and some second-order
features.

3.3. Enterprise Ontology

The Enterprise Ontology~Uschold et al., 1998! was built as
part of the large Enterprise Project at the Artificial Intelli-
gence Applications Institute at the University of Edinburgh,
in collaboration with industry partners. The focus of the
project is to promote the use of knowledge-based systems
in enterprise modeling and organizational support. The re-
sult of this initiative was an Enterprise Toolset, one compo-
nent of which is the Enterprise Ontology.

The Enterprise Ontology is relatively comprehensive and
includes over 90 different concept classes and over 60 re-
lations between concepts. In order to represent concepts
within the Enterprise Ontology itself, ameta ontologywas
developed, which includes more general modeling terms such
as entities, relationships, roles, attributes, and so on. Build-
ing on these terms, the concepts in the Enterprise ontology
are divided into five categories: activities, organization, strat-
egy, marketing, and time. Of course, there are interactions
among the various categories of concepts. For example an
activity may take place over an interval of time as part of a
plan.

The intent of the Enterprise Ontology is not to model spe-
cific types of enterprises, but to provide a general model
that is oriented more towards business and organization than
towards a specific domain. From the perspective of the eval-
uation being performed in this paper, the Enterprise Ontol-
ogy is greatly lacking. Virtually all concepts and terms that
are specific to manufacturing enterprises are missing from
this enterprise model. However, the Enterprise Ontology is
still viewed as a valuable resource because of the infrastruc-
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ture it provides. The meta ontology provides a flexible set
of primitives for building concepts, and because manufac-
turing enterprises are a subset of business enterprises in gen-
eral, many of those aspects of a manufacturing enterprise
that are not manufacturing specific are present in the exist-
ing ontology. For instance, concepts such as resources, peo-
ple, machines, and plans will have direct applicability within
a manufacturing enterprise model. It should be noted that
that in most cases, for application to a manufacturing enter-
prise, further specification of concepts existing within the
current ontology will be necessary.

3.4. LOOM

“Loom is a language and environment for constructing
intelligent applications. The heart of Loom is a knowl-
edge representation system that is used to provide deduc-
tive support for the declarative portion of the Loom
language. Declarative knowledge in Loom consists of def-
initions, rules, facts, and default rules. A deductive en-
gine called a classifier utilizes forward-chaining, semantic
unification and object-oriented truth maintenance tech-
nologies in order to compile the declarative knowledge
into a network designed to efficiently support on-line de-
ductive query processing”~LOOM Homepage, 1998!.

As this quote makes clear, Loom is a language and environ-
ment. It is not an ontology itself but is quite suitable for
implementation of projects using ontologies. Loom is writ-
ten in Common Lisp and the Common Lisp Object System
~CLOS! and is easily integrated into Common Lisp pro-
grams. The importance of Loom in this study is that it ex-
emplifies the sort of infrastructure that exists to enable
development of high-quality knowledge-based systems. Be-
cause Loom is not a commercial product~it is the intellec-
tual property of the University of Southern California! there
are fewer barriers to its use.

Our exploratory work with Loom suggests that it is easy
to use. Although there may be concerns among some about
Common Lisp not being a mainstream programming lan-
guage, the development of a robust Common Lisp-based
HTTP server and a CORBA binding to Common Lisp has
eased this problem somewhat.

3.5. Mikrokosmos

The ultimate objective of the Mikrokosmos~Mahesh &
Nirenburg, 1995! research project is to define a methodol-
ogy for representing the meaning of text in a language-
neutral format called a text meaning representation~TMR!.
This would provide a mechanism for Knowledge-Based Ma-
chine Translation~KBMT ! of natural language text from
one language to another~via an intermediary translation into
a TMR!. In pursuit of this goal, researchers at New Mexico
State University have conducted a comprehensive study of

linguistic and language use phenomena. These phenomena
have been encapsulated in various microtheories that are
united through the control architecture of the KBMT system.

The principle objective of the Mikrokosmos project is,
unfortunately, not directed at arbitrary queries of a specific
knowledge base, but rather, a general mechanism for map-
ping meaning between languages. As such, it has been de-
veloped with different capabilities and design structure than
would be needed for a manufacturing ontology. Specifi-
cally, Mikrokosmos provides no inferencing capability for
answering questions that are not explicitly answered in the
knowledge base. This capability is vital for providing use-
ful information in a manufacturing context. The Mikroko-
smos ontology contains a wide variety of basic concepts
related to manufacturing~e.g., drill, cut, and make!, but it
has very few detailed concepts that would be helpful for
manufacturing. As such, implementing a manufacturing on-
tology using Mikrokosmos would require the development
of tools for inferencing capabilities and general querying of
the knowledge base, as well as adding a tremendous num-
ber of detailed concepts to the knowledge base.

3.6. Ontolingua

The Ontolingua~Farquhar et al., 1997! ontology develop-
ment environment, developed at the Stanford University
Knowledge Systems Laboratory, consists of a suite of au-
thoring tools for creating and browsing modular, reusable
ontologies. The set of tools provides a World Wide Web-
based interface for ontology creation, allowing remote on-
tology creation or browsing of existing ontologies, many of
which are available through the server Ontolingua Server at
Stanford University.

The Ontolingua ontology development environment mod-
els information using the Ontolingua language~Gruber,
1995!, a language based on the knowledge interchange for-
mat ~KIF ! ~Genesereth & Fikes, 1992!. Ontolingua ex-
pands the basic first-order predicate logic formalism
provided by KIF to also include syntax for an object-
oriented representation~classes, instances, slots, relations,
etc.! In addition to the web-based authoring interfaces, the
development environment also provides translation into
other knowledge representation languages, including Loom
~MacGregor, 1991!, Epikit ~Genesereth, 1990!, Generic-
Frame~Chaudhri et al., 1997! and pure KIF.

The purpose of this paper is to evaluate ontologies and
not ontology authoring tools. Because this body of work is
a development environment, it is not appropriate to attempt
to evaluate its direct applicability to manufacturing. How-
ever, because of its advantages~ease of use, availability of
existing modular ontologies to leverage from, ties to KIF,
and translator facilities to interface with other knowledge
representation languages!, this environment would be a
strong candidate for consideration if a new manufacturing-
related ontology were to be built from scratch. Indeed, this
development environment was used to model the Enter-
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prise Ontology, which is one of the ontologies evaluated in
this paper.

3.7. TOVE (TOronto Virtual Enterprise)

To support enterprise integration, it is necessary that a share-
able representation of knowledge be available that mini-
mizes ambiguity and maximizes understanding and precision
in communication. Secondly, the creation of such a repre-
sentation should eliminate much of the programming re-
quired to answer simple common-sense questions about the
enterprise. The goal of the TOVE project~Gruninger, 1998!
is to create a generic, reusable data model that has the fol-
lowing characteristics:

• provides a shared terminology for the enterprise that
each agent can jointly understand and use,

• defines the meaning of each term~semantics! in a pre-
cise and as unambiguous a manner as possible,

• implements the semantics in a set of axioms that will
enable TOVE to automatically deduce the answer to
many common-sense questions about the enterprise, and

• defines a symbology for depicting a term or the con-
cept constructed thereof in a graphical context.

The TOVE reusable representation represents a signifi-
cant ontological engineering of industrial concepts. All ax-
ioms and definition are specified natively in the KIF
~Genesereth & Fikes, 1992!. It also has presentations using
the frame ontology from the Knowledge Systems Labora-
tory ~KSL! ~http:00www.ksl.stanford.edu0! from Stanford
and will shortly have a presentation in XML~eXtensible
Markup Language! ~Extensive Markup Language, 1998!.

The work began by translating the ontologies developed
at Carnegie Mellon from LISP into a C11 environment.
The ontology was then modified and extended. Currently,
the ontology spans: activities, state, causality, time, re-
sources, inventory, order requirements, and parts. There has
also been work to axiomatize the definitions for portions of
our knowledge of activity, state, time, and resources. The
axioms are implemented in Prolog and provide for common-
sense question answering via deductive query processing.
Future work will focus on the development of ontologies
and axioms for quality, activity-based costing, and organi-
zation structures.

4. APPROACH AND MAJOR FINDINGS FOR
MANUFACTURING ANALYSIS

A systematic approach was taken throughout this project to
ensure that a proper cross-section of manufacturing-related
ontological systems were chosen, appropriate analysis cri-
teria were determined, and a proper analysis was per-
formed. The project started by doing a literature survey to
determine what appropriate ontological systems were avail-
able. This survey included a thorough search of the web and
numerous interactions with colleagues in the ontology field.

From this survey, the following ontological systems were
identified:

• ANSI Ad Hoc Group on Ontology Standards Repre-
sentation~ANSI Ad Hoc Group on Ontology Stan-
dards, 1998!

• Cyc ~Cycorp Inc., 1998!

• Enterprise Ontology~Uschold et al., 1998!

• LOOM ~LOOM Homepage, 1998!

• Mikrokosmos~Mahesh & Nirenburg, 1995!

• Ontolingua~Farquhar et al., 1996!

• Sensus~Natural Language Group, 1998!

• SPAR ~Shared Planning and Activity Representation!
~Tate, 1998!

• STEP~Standard for the Exchange of Product model
data! ~International Standards Organization, 1994!

• TOVE ~Toronto Virtual Enterprise! ~Gruninger, 1998!

• Wordnet~Cognitive Science Laboratory, 1998!

A high-level analysis of each of the above ontological sys-
tems was performed and a few systems were eliminated due
to their lack of appropriateness to this project. In general,
the project analyzed these ontologies against the following
three criteria:

• the ontology’s ability to represent manufacturing infor-
mation~e.g., time-varying concepts, flow of materials,
constraints, etc.!,

• the amount of manufacturing information that was al-
ready represented in the ontology,

• the ability of the ontology to inference over the infor-
mation represented.

The following systems were excluded from the analysis,
along with the respective reason:

• ANSI Ad Hoc Committee on Ontology Standards—at
the time the analysis was performed, this ontology was
not mature enough to properly analyze. In addition, be-
cause the upper level of Cyc was to be merged with
this ontology, an analysis of Cyc would be sufficient to
analyze this ontology also.

• Sensus—only a taxonomy of terms without defini-
tions was provided and the concepts represented in this
system had already been merged with Cyc through the
Ad Hoc Group on Ontology Standards work.

• SPAR—at the time this analysis was performed, it was
not mature enough to analyze.

• STEP—it was too limited in domain~only product data!,
there were no formal definitions of concepts, and from
the project participants’ previous work with STEP, we
know it would not be appropriate.

• Wordnet—it is more of an on-line super-dictionary than
a knowledge base.

Table 1 summarized the major points related to the on-
tologies that were investigated. Once the ontological sys-
tems to be analyzed were determined, we moved on to
determining the appropriate analysis criteria. It was de-
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cided that the project would base our analysis on typical
manufacturing scenarios. This would involve identifying ap-
propriate manufacturing scenarios, extracting the concepts
inherent to that scenario, grouping the concepts into appro-
priate categories, and developing inferencing questions that
are based on those concepts. We would then see how well
existing ontological systems could model those concepts and
determine how well they could answer questions pertaining
to those concepts.

The CAMILE “Factory from Hell” scenario~McKay,
1991! was identified as an appropriate scenario for our man-
ufacturing analysis. This scenario was developed by Ken
McKay as part of an assignment through CAM-I~Consor-
tium for Advanced Manufacturing, International! . The sce-
nario details a fictitious factory~based heavily on knowledge
gained through site visits to actual factories! including in-
formation on many departments and the decision-making
processes which occur throughout the development of a prod-
uct. The concepts, which were detailed in the scenario, were
extracted and grouped into manufacturing-related catego-
ries. The chosen categories were~in no particular order!:

a. Penalties,

b. Costs,

c. Financials,

d. Scheduling,

e. Process planning,

f. Product configuration,

g. Resource planning,

h. Resources,

i. Inventory,

j. Batches0lots,

k. Orders,

l. Customer0vendor,

m. Scrap0rework,

n. Manufacturing execution.

Using these categories and the concepts in each category,
we initially examined each of the ontological systems to de-
termine how well they could represent those concepts~see
Appendix!. We rated each ontology with respect to the fol-
lowing four categories:

1. Required concepts are not represented in ontology. Re-
lated information infrastructure is not available and
must be modeled before concepts can be represented.

2. Required concepts are not represented in ontology. Re-
lated infrastructural concepts are available. Modeling
of required concepts could take place primarily by com-
bination of existing concepts.

3. Representation of required concepts could be achieved
through specialization or minor modification of exist-
ing concepts.

4. Required concepts are available in ontology and would
require either trivial modifications or none at all.

Table 1. Summary of ontologies investigated

Ontology Domain Purpose Provides Inferencing?
Development Framework

or Full Ontology

Cyc Generic Enable common sense reasoning
about the world

Yes Full Ontology

Enterprise Ontology Business enterprise and
organization modeling

Comprehensive ontology whose
main groupings consist of
activities, organization, strategy,
marketing, and time.

No Full Ontology

LOOM Generic A language and environment for
constructing intelligent
applications

Yes ~forward, truth
maintenance!

Development Framework

Mikrokosmos Knowledge-based translation of
natural language

Translate natural language text
from one language to another
via a language-neutral text
meaning representation

No Full Ontology

Ontolingua Generic Development environment and
authoring tool for the creation of
modular, reusable ontologies.

No Development Framework

TOVE Enterprise integration Provide a generic, reusable data
model including shared
terminology and meaning that
each agent can jointly
understand and use

Yes Full Ontology
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During the initial phases of this analysis, it was found
that a few other ontologies were not appropriate for further
analysis for the reasons described below.

• LOOM—it is a language and environment. It is not an
ontology itself but is quite suitable for implementation
of projects using ontologies. Therefore, LOOM would
not be appropriate for the development and modeling
of a manufacturing ontology.

• Mikrokosmos—its purpose is to provide a general
mechanism for mapping meaning between languages.
As such, it has been developed with different capabil-
ities and design structure than would be needed for a
manufacturing ontology. Specifically, Mikrokosmos
provides no inferencing capability to answer questions
that are not explicitly answered in the knowledge base.

• Ontolingua—it is an ontology authoring tool and not an
ontology itself. Because this body of work is a develop-
ment environment, it is not appropriate to attempt to eval-
uate its direct applicability to manufacturing.

For the above reasons, these ontologies were not further
analyzed.

The remaining three ontologies, Cyc, Enterprise Ontol-
ogy, and TOVE, were then analyzed in further detail. The
results of this analysis showed that all three packages were
approximately equally able to represent manufacturing in-
formation. However, the inferencing capabilities in Cyc
seemed a bit more mature than the other two packages an-
alyzed. Also, the close relationship that the National Insti-
tute of Standards and Technology~NIST! and the Advanced
Technology Program Ontology project have with Cycorp
would allow the project to more easily leverage Cycorp
staff ’s expertise while modeling the manufacturing ontol-
ogy. For these reasons, the project decided to proceed with
Cyc to model the manufacturing ontology.

5. APPROACHES ON MODELING
MANUFACTURING CONCEPTS IN CYC

As distributed by Cycorp, Cyc understands only a few
manufacturing-specific concepts. In comparison, the size of
STEP, a family of manufacturing-related schemas and re-
lated information, suggests that Cyc could be augmented
profitably. For our project, using Cyc thus meant starting
from a clean slate. There are, of course, many existing bod-
ies of manufacturing standards and draft standards and de
facto standards. For our purposes, we chose to draw on STEP
and the NIST Process Specification Language~PSL! work
~Schlenoff et al., 1996!. Specifically, ISO 10303 Applica-
tion Protocol 213~Numerical Control Process Plans for Ma-
chined Parts! ~International Standards Organization, 1995a!
and Part 49~Process Structure and Properties! ~Internation-
al Standards Organization, 1995b!. PSL is a proposed lan-
guage for process specification.

It is apparent that the manufacturing concepts in Cyc are
placeholders to indicate areas of future work rather than the

beginning of a manufacturing ontology. On the other hand,
Cyc has common-sense knowledge for generic infrastruc-
ture that is necessary for manufacturing but not specific to
it. As examples, Cyc understands such concepts as sets, over-
lap, and activities. These should obviously be used in mod-
eling, for example, a model of manufacturing scheduling.

Indeed some concepts found in Cyc map directly to those
in PSL. For example, considerstate~PSL! andstaticSitua-
tion ~Cyc!. But for the names, these represent the same idea.
This is carried forth in related concepts such aspost_state
~PSL! and postSituation~Cyc!. To understand the differ-
ences between different mappings, we went through several
exercises comparing different ontological systems that were
nominally intended to model the same information. We found
minimal overlap in the base knowledge and large gaps of
knowledge. Few terms lent themselves to being declared
one-to-one.

As an example, here is a PSL constraint defining the idea
of irreversibility in terms of state change.

(defrelation irreversible (?f) : =
(forall (?s1)

( ] (holds ?f ?s1)
(not (exists (?s2 ?a)

(and (not (holds f (do ?a ?s2)))
(< s (do ?a1 ?s2))))))))

In PSL, this would be interpreted as “a state is irreversible
if and only if whenever the state holds, then there does not
exist a future state where it does not hold.”

Cyc definesStaticSituationsin similar terms. For exam-
ple, the following Cyc formula defines whether a mental
state is also static.

(implies
(and

(isa ?MENTALSITUATIONFN-1 Mental-
Situation)

(isa ?PROP-SLOT PropositionalAt-
titudeSlot)

(termOfUnit ?MENTALSITUATIONFN
(MentalSituationFn ?PROP-SLOT

?AGENT ?PROP))
(termOfUnit ?MENTALSITUATIONFN-1
(MentalSituationFn ?PER-SLOT

?AGENT ?PROP)))
(isa ?MENTALSITUATIONFN Static-

Situation))

However, many terms in PSL and STEP have no direct an-
alogs. For example,set_contentionis a PSL function that
defines whether there are conflicts if set members are used
in multiple activities at the same time. Cyc has no such con-
cept and it must be built from the Cyc primitives that deal
with sets~e.g.,SetOrCollection, disjointWith! and activi-
ties ~e.g.,EventParticipantStatus!.

By no means should this discussion leave the reader with
the idea that mapping PSL~or for that matter, any ontolog-
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ical system! to Cyc is straightforward. Correct modeling de-
pends in large part on what deductions you want Cyc to
make. In addition, Cyc’s massive knowledge of common-
sense reasoning suggests that many obvious facts should not
be stated explicitly but may be deduced implicitly. In some
cases this is counter to the modeling that has been produced
in the STEP community, which has no common-sense in-
frastructure to draw upon.

Microtheories are groupings in Cyc of information and
inferencing that is specific to a particular domain. As an
example, an engineer may wish to draft a crude schedule
for creating rough initial estimates. For simplicity, it would
be appropriate to ignore basic knowledge in certain areas.
Later, complete but more expensive reasoning can be used
for refining schedules. It is clear to us that some types of
manufacturing-specific knowledge may belong in different
Cyc microtheories.

Creating these microtheories is a second task that we must
address in our project—deciding which pieces of knowl-
edge are or are not suitable for use in other areas. This has
turned out to be very hard. As an example, the concept of
the cost related to the process of scheduling itself is not a
generic concept. However, neither is scheduling cost re-
stricted solely to manufacturing, as it arises in anything in
which scheduling is hard, such as updating a screen, which
is purely in the realm of computer science.

6. DISCUSSION

The analysis presented in previous sections provides an eval-
uation for several approaches to ontology development, as
well as a generic approach toward performing evaluations
of ontological frameworks in the context of manufacturing.
Aside from evaluating content, as was the primary focus
above, the issues of context and inferencing also impact the
ultimate utility of ontologies for specific applications.

The main objective of ontology development is to de-
velop a standard vocabulary or to predefine terminology
to facilitate exchange of information. Ontologies help cre-
ate a uniform basis for information exchange by enabling
the representation and communication of the meaning of a
given term. However, a secondary issue that must be ad-
dressed arises when a term has multiple definitions. Being
able to represent these definitions formally does not solve
the problem of knowing which definition to use in a given
circumstance.

This problem is being addressed in several ontology de-
velopment efforts through the use of contexts in ontologies
~see, e.g., Mahesh & Nirenburg~1995!; Cycorp Inc~1998!;
Gruninger~1998!!. Context, also referred to in some efforts
as microtheories, allows additional information beyond spe-
cific formal term definitions to be incorporated into an on-
tology. This contextual information may be represented
implicitly or explicitly within an ontology.

In the case of the Ontolingua Ontology Development En-
vironment, modular ontologies are created and combined

or included as components of larger ontologies. In one sense,
this can be thought of as an implicit representation of con-
text, since a term may be defined one way in one ontology
and differently in another. Mikrokosmos uses context to help
resolve the meaning of words that could have multiple mean-
ings. Although the way in which this is accomplished is not
entirely disclosed~possibly because it provides them with
part of their proprietary advantage!, the method involves
the use of grammatical rules~e.g., adjectives follow nouns
in Spanish, adjectives precede nouns in English!. The place-
ment of these words in a sentence provides the context to
help to define what the words mean. Cyc represents context
using microtheories, each of which is essentially a bundle
of assertions that share a common set of assumptions. Typ-
ically microtheories are focused on a particular domain of
knowledge, a particular level of detail, a particular interval
in time, and so forth.

Inferencing, in general terms, is the ability of a system to
deduce new information that is not explicitly represented in
a knowledge base from concepts that are represented. For
example, assume that a particular manufacturing process
~Process B! must be performed within 24 h of the comple-
tion of another manufacturing process~Process A!. For a
scheduling program to decide when to schedule Process A,
it must have access to certain information. Some of this in-
formation would be explicitly represented, such as the ex-
pected durations of Processes A and B, the current time, and
the standard hours that the factory is open. However, some
of the information necessary is unlikely to be explicitly rep-
resented, such as whether or not the factory is open tomor-
row. This type of information would need to be deduced
from information that is explicitly represented, such as, to-
day’s date, today’s day of the week, scheduling holidays,
and factory hours. An inference engine could provide this
deductive capability to determine information that is needed
but not explicitly represented.

In the ontologies investigated, the tools were designed to
work with specific representations; namely: 1! inference en-
gines developed by Cycorp Inc. to work on their CycL rep-
resentation, 2! a deductive engine developed with LOOM
to specifically work on the LOOM knowledge representa-
tion ~discussed briefly in Section 3.4!, and 3! a set of tools
developed all around the world to operate on information
represented in the KIF.

7. SUMMARY AND AREAS FOR FUTURE
RESEARCH

The growing reliance on software tools for capture and ex-
change of engineering knowledge is bringing about signif-
icant benefits in engineering industry. However, with these
benefits comes an increasingly significant barrier to further
gains in productivity: the difficulty in exchanging formal
knowledge with others. As the number of computer-aided
manufacturing~CAM ! tools and their coverage of the spec-
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trum of manufacturing activities increases, so too does the
impact of this issue.

This paper presents an analysis of existing ontological
frameworks from the perspective of exchange of knowl-
edge and information in manufacturing domains. The analy-
sis, summarized in Table 1, covered ontology development
frameworks as well as specific instances of ontologies, both
domain-specific as well as generic domain-independent ones.

The work presented in this paper comprises a back-
ground study performed as part of a project at NIST in the
area of ontologies for manufacturing and a related project
with the goal of developing a generic PSL. A comparison of
concepts contained within Cyc and PSL identified a num-
ber of concepts that had virtually identical definitions, but
also many concepts that were not shared between the two.
In a few cases, definitions in one did not quite match defi-
nitions in the other, but more often, a concept in one was
not even present in the other. It becomes clear that evaluat-
ing the suitability of a given ontological approach for a par-
ticular domain such as manufacturing is only a first step. To
use an ontology as a knowledge exchange mechanism from
one formal representation to another, it is necessary to have
a significant overlap in coverage of concepts on both sides.
It is at this point that further concept modeling becomes nec-
essary to overcome barriers to effective use.

Ongoing work is addressing the next level of detail with
respect to manufacturing knowledge. As part of this work, a
preliminary PSL implementation has been used as an inter-
lingua to exchange knowledge between two manufacturing
applications~specifically, from PROCAP, a manufacturing
process modeling application, to ILOG, a scheduling appli-
cation!. This experiment successfully demonstrated a knowl-
edge exchange between two different representations, but
again underscored the need for overlap, not necessarily in
terminology, but in concept coverage between applications.

Future work will further investigate the use of ontolo-
gies in manufacturing applications by examining the ap-
proaches taken toward representation of process, initially
in STEP and PSL, and eventually in representations used
during a broader set of manufacturing activities. Based on
the outcome of the analysis documented in this paper, Cyc
has been selected as the modeling framework for sub-
sequent research efforts. As part of these efforts, Cyc will
be used for modeling and reconciling concepts that are com-
mon to both STEP and PSL, and also to extend beyond
manufacturingprocessinformation to a more general man-
ufacturing ontology.
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APPENDIX: SUMMARY OF ANALYSIS OF
MOST PROMISING ONTOLOGICAL SYSTEMS

Included in this appendix is a summary of the analyses
performed on the most promising ontologies relating to
modeling manufacturing information. Each category of man-
ufacturing concepts identified in the analysis criteria~as
listed in Section 3.! was given a rating from 1 to 4~as
listed in Section 3.! with respect to each ontology ana-
lyzed. A brief explanation for the rating is also provided.

A1. Cyc analysis

General Comments: In Cyc, the philosophy is not to be able
to represent a concept with a single predicate or object but
rather to be able to do the kinds of reasoning. For instance,
there is no object for “addition” but Cyc clearly can reason
about addition~as well as do addition!. In that sense, the
idea that representation could be achieved through “minor
modification” or “trivial modification” is not necessarily de-
sirable even though that is clearly implied by the proposed
categorizations. This is much like the idea that you cannot
dissect the human brain in hopes of finding the “Chicago”
neuron~or the neuron for whatever concept you’re looking
for!.

a. Penalties
Rating: 4
Comments: Cyc understands penalties and the ob-
jects to which they might refer such as vendors,
customers, products, sales, prices, etc.

b. Cost
Rating: 3
Comments: Cyc understands Cost. Only trivial ad-
ditions are necessary for it to apply to concepts
such as resources and materials, prices, vendors,
customers, and sales~which already exist!.

c. Financials
Rating: 2
Comments: Cyc has no specific concept for finan-
cials but appears to be able to do financial rea-
soning and modeling anyway. Minor additions
could prove helpful.

d. Scheduling
Rating: 4
Comments: Cyc has an excellent model for sched-
uling, events, plans, and related concepts.

e. Process planning
Rating: 3
Comments: Recent work in modeling process-
planning information and functionality could prove
useful.

f. Product configuration
Rating: 3
Comments: Cyc understands products, product fea-
tures, and markets. Domain-specific information
or classification varies highly.

g. Resource planning
Rating: 3
Comments: Resource allocation and planning
seems to have an acceptable infrastructure in Cyc.
Certain key ideas seem to have no analog but
likely ~hopefully?! that is the authors’ own mis-
understanding, as the ontology is somewhat
opaque here.

h–i. Resources0Inventory
Rating: 3
Comments: Cyc has an excellent provision for
high-level resource management. Cyc does not
seem to understand its application to manufactur-
ing, so some work is needed on our part.

j. Batches0Lots
Rating: 3
Comments: Cyc models these concepts, albeit
using completely different words than the indus-
trial engineer.

k. Orders
Rating: 4
Comments: Cyc has a very thorough model for
order-related concepts~including customers,
prices, vendors, organizations, etc!.

l. Customers0Vendors
Rating: 4
Comments: Same as above~Orders!.

m. Scrap0Rework
Rating: 2
Comments: Cyc understand the concepts of
“throwing something away” and how it might af-
fect the state of the world but rework, recycle, etc
all seem to be overlooked by Cyc. Still this doesn’t
look like it should require a lot of “rework.”

n. Manufacturing execution
Rating: 2
Comments: Manufacturing-specific information
does not exist. However, the generic infrastruc-
ture for things like processes, execution, influ-
ence factors, resources, resource allocation,
capability, all exist.

A2. Enterprise Ontology analysis

Notes: very few axioms exist, as most axioms would not be
general but would be domain specific. Thus, even in the best
case, additional information modeling will be required for a
specific application such as a model manufacturing factory.
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Thiswill probablybe true formostontologies,unless theyhave
already been developed with a specific application in mind.

a. Penalties
Rating: 2
Comments: Concepts such as vendors, custom-
ers, products, sales, prices, etc. already exist within
the ontology. Other concepts that would be re-
quired as part of the infrastructure to model pen-
alties also exist, such as time~deadlines might
influence penalties!, activities and execution of ac-
tivities, events, etc.

b. Cost
Rating: In some cases 3, in some cases 4.
Comments: For costs of the product itself, and pos-
sibly costs of resources and materials, prices, ven-
dors, customers, and sales, already exist. For more
abstract kinds of costs, additional concept mod-
eling may be necessary if those concepts do not
exist.

c. Financials
Rating: Same as for~b!, but in some cases possi-
bly even 2, because financials is much broader than
cost.

d. Scheduling
Rating: 4.
Comments: Time, events, execution of events, re-
sources, resource allocation and substitution plans,
sub-plans, process specification all exist, as do in-
fluence factors and assumptions.

e. Process planning
Rating: Varies from 2 to 4.
Comments: Maybe we should be more precise
about what we mean by process planning.

f. Product configuration
Rating: 1,2.
Comments: Products, features, markets,~market!
needs exist. The next level of detail that would
allow representation of product structure, more
general PDM-type concepts, part classifications
does not exist.

g. Resource planning
Rating: 3,4.
Comments: Planning, resources, resource alloca-
tion and substitution, process specification, capa-
bility, etc. all exist. Activities exist, but specific
activities such as maintenance and repairs do not.

h–i. Resources0Inventory
Rating: 3.
Comments: Basic concepts exist, but specializa-
tion is required for this application. Things like
fixtures, tooling, material, repairs, etc. do not exist.

j. Batches0Lots
Rating: 3 with a little 2 thrown in.
Comments: Same as~h–i!, but some more basic
concepts may not be available, such as splitting
~for splitting of batches!.

k. Orders
Rating: 3 with a little 2 thrown in.
Comments: Customers, prices, vendors, organi-
zations exist. Because this is broader, though, some
things may not exist.

l. Customers0Vendors
Rating: 4.

m. Scrap0Rework
Rating: 2.
Comments: Processes, execution, influence fac-
tors, etc. exist, but no concepts exist at the level
of detail of scrap, rework, associated causes, part
evaluation or testing, etc.

n. Manufacturing execution
Rating: 3.
Comments: Processes, execution, influence fac-
tors, resources, resource allocation, capability, etc.
all exist. More specific related concepts do not.

A3. TOVE analysis

a. Penalties
Rating: 2
Comments: Although concepts such as delays and
resource consumption are defined, there are no ex-
plicit concepts for penalties.

b. Cost
Rating: 4
Comments: For details on the TOVE Cost Ontol-
ogy, see “A Cost Ontology for Enterprise Model-
ing” at http:00www.ie.utoronto.ca0EIL 0papers0
abstracts030.html

c. Financial
Rating: 2
Comments: Work within TOVE has so far concen-
trated on activity-based costing rather than finan-
cial concepts.

d. Scheduling
Rating: 4
Comments: For details on the TOVE Schedul-
ing Ontology, see “Intelligent Scheduling Re-
search Group” at http:00www.ie.utoronto.ca0EIL 0
Scheduling.html and “Scheduling Ontology” at
http:00www.ie.utoronto.ca0EIL 0tove0scheduling.
html. The following concepts are currently not ex-
plicitly defined ~and hence have a rating of 3!:
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• Queues,

• Priority.

e. Process planning
Rating: 4
Comments: For details on process planning con-
cepts within TOVE, see “Material Flow Ontology”
at http:00www.ie.utoronto.ca0EIL 0tove0material.
html.

f. Product configuration
Rating: 4
Comments: For details on the TOVE Product On-
tology, see EIL Publications on Design the papers
at http:00www.ie.utoronto.ca0EIL 0DITL 0design-
papers.html. The following concepts are not cur-
rently covered by the TOVE Product Ontology, and
hence would have a rating of 2 or 3:

• Effectivity,

• “as designed”, “as built”, “as maintained.”

g. Resource planning
Rating: 4
Comments: For details, see the “Resource Ontol-
ogy” at http:00www.ie.utoronto.ca0EIL 0tove0
resource.html and “Material Flow Ontology” at
http:00www.ie.utoronto.ca0EIL 0tove0material.
html. The following concepts are currently not ex-
plicitly defined in the TOVE ontologies~and hence
have a rating of 3!:

• Resource preventative maintenance and repairs,

• Resource fixtures and tooling.

h. Resources
Rating: 4
Comments: For details, see the “Resource Ontol-
ogy” at http:00www.ie.utoronto.ca0EIL 0tove0
resource.html. The following concepts are currently
not explicitly defined in the TOVE ontologies~and
hence have a rating of 3!:

• Resource fixtures and tooling.

i. Inventory
Rating: 4
Comments: For details, see the “Inventory On-
tology” at http:00www.ie.utoronto.ca0EIL 0tove0
inventory.html and the “Material Flow Ontology”
at http:00www.ie.utoronto.ca0EIL 0tove0material.
html.

j. Batches0Lots
Rating: 3
Comments: These concepts would be an extension
of the Resource and Material Flow Ontologies.

k. Orders
Rating: 4
For details, see the “Goals Ontology” at http:00
www.ie.utoronto.ca0EIL 0tove0goals.html.

l. Customers0Vendors
Rating: 203
Comments: The concepts of customer and supplier
are defined, but the other concepts in the list~such
as synchronization, communication, and meta-
issues! are not defined.

m. Scrap0Rework
Rating: 3
Comments: Initial concepts can be found in Henry
Kim’s work on the Quality Ontology as well as the
“MaterialFlowOntology”athttp:00www.ie.utoronto.
ca0EIL 0tove0material.html.

n. Manufacturing execution
Rating: 204
Comments: Concepts such as tracking, preemp-
tion, and iteration are defined~and have a rating of
4!, but concepts such as priority, change, and hu-
man intervention are not defined~and have a rat-
ing of 2!.
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