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An Application of Spherical Geometry to
Hyperkähler Slices

Peter Crooks andMaarten van Pruijssen

Abstract. his work is concerned with Bielawski’s hyperkähler slices in the cotangent bundles of
homogeneous aõne varieties. One can associate such a slice with the data of a complex semisimple
Lie group G, a reductive subgroup H ⊆ G, and a Slodowy slice S ⊆ g ∶= Lie(G), deûning it to be the
hyperkähler quotient of T∗(G/H)× (G × S) by amaximal compact subgroup of G. his hyperkähler
slice is empty in some of themost elementary cases (e.g.,when S is regular and (G ,H) = (SLn+1 ,GLn),
n ⩾ 3), prompting us to seek necessary and suõcient conditions for non-emptiness.

We give a spherical-geometric characterization of the non-empty hyperkähler slices that arise
when S = Sreg is a regular Slodowy slice, proving that non-emptiness is equivalent to the so-called
a-regularity of (G ,H). his a-regularity condition is formulated in several equivalent ways, one be-
ing a concrete condition on the rank and complexity of G/H. We also provide a classiûcation of the
a-regular pairs (G ,H) in which H is a reductive spherical subgroup. Our arguments make essential
use of Knop’s results on moment map images and Losev’s algorithm for computing Cartan spaces.

1 Introduction

1.1 Context

A smoothmanifold is called hyperkähler if it comes equippedwith threeKähler struc-
tures that determine the same Riemannian metric, and whose underlying complex
structures satisfy certain quaternionic identities. Such manifolds are known to be
holomorphic, symplectic, and Calabi–Yau, and they are ubiquitous in modern alge-
braic and symplectic geometry. Prominent examples include the cotangent bundles
[22] and (co-)adjoint orbits [6, 19, 23, 24] of complex semisimple Lie groups, moduli
spaces of Higgs bundles over compact Riemann surfaces [14], and Nakajima quiver
varieties [29, 30]. Many examples arise via the hyperkähler quotient construction
[15], an analogue of symplectic reduction for a hyperkähler manifold endowed with
a structure-preserving Lie group action and a hyperkähler moment map. However,
one always has the preliminary problemof determiningwhether the given hyperkäh-
ler quotient is non-empty.

While the above-described emptiness problem is likely intractable in the general-
ity described above, one might hope to solve it for particular classes of hyperkäh-
ler quotients. It is in this context that one might consider Bielawski’s hyperkähler
slices [4, 5], which require ûxing a compact, connected, semisimple Lie group K with
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complexiûcation G ∶= KC. Each sl2-triple τ = (ξ, h, η) in g ∶= Lie(G) determines
a Slodowy slice Sτ ∶= ξ + ker(adη) ⊆ g, and hence also an aõne variety G × Sτ .
his variety is a hyperkähler manifold carrying a tri-Hamiltonian action of K, and its
symplectic geometry is reasonably well-studied (see [1,4, 8,9]). Now suppose that K
acts in a tri-Hamiltonian fashion on a hyperkähler manifold M and that this action
extends to a holomorphic, Hamiltonian G-action with respect to the holomorphic
symplectic structure on M. he hyperkähler slice for M and τ is then deûned to be
(M × (G × Sτ))///K, the hyperkähler quotient of M × (G × Sτ) by K. Several well-
known hyperkähler manifolds are realizable as hyperkähler slices, as discussed in the
introduction of [5].

In light of the preceding discussion, onemight consider the following special case
of the emptiness problem: classify those pairs (M , τ) for which the hyperkähler slice
(M × (G × Sτ))///K is non-empty. An initial objection is that no particular assump-
tions have been made about M and τ, so that this problem likely remains too general
to be tractable. We thus note that the best studied Slodowy slices are those associ-
ated to regular sl2-triples τ (see [18]), i.e., those τ = (ξ, h, η) for which ξ is a regular
element of g. At the same time, some of the best understood hyperkähler manifolds
take the form of T∗(G/H) for H ⊆ G a closed, reductive subgroup (see [10]). We
therefore study the emptiness problem for hyperkähler slices when τ is regular and
M = T∗(G/H).

Having decided to study hyperkähler slices in T∗(G/H), we are naturally led to
examine theHamiltonian geometry of T∗(G/H). he works of Knop [16, 17] encode
this Hamiltonian geometry in the spherical geometry of G/H, by which wemean the
B-orbit structure of G/H for a Borel subgroup B ⊆ G. Fix such a subgroup B ⊆ G
and a maximal torus T ⊆ B having Lie algebra t ⊆ g. Knop uses the Cartan space
a∗G/H ⊆ t∗ to describe the (closure of the) moment map image of T∗(G/H). his is
complemented by Losev’s work [25], which gives an algorithm for calculating the
Cartan space of any given aõnehomogeneousG-variety. It is thus reasonable to imag-
ine that spherical-geometric ideas are relevant to our speciûc emptiness problem.

1.2 Description of Results

Let all notation be as set in the previous subsection, and write Sreg for the Slodowy
slice determined by a regular sl2-triple τ in g. Use theKilling form to identify g∗ with
g, and let µ ∶ T∗(G/H) → g be the moment map of the Hamiltonian G-action on
T∗(G/H). Wenote the existence of anon-negative,K-invariantpotential function for
the ûrst Kähler triple on T∗(G/H) (Proposition 3.3), which by Bielawski’s results [4]
implies that (T∗(G/H)×(G× Sreg))///K and µ−1(Sreg) are canonically isomorphic as
holomorphic symplecticmanifolds. his isomorphism is subsequently used to prove
that (T∗(G/H) × (G × Sreg))///K ≠ ∅ if and only if h⊥ contains a regular element of
g (Proposition 4.7), where h⊥ ⊆ g denotes the annihilator of h ∶= Lie(H) under the
Killing form. he emptiness problem for (T∗(G/H)×(G × Sreg))///K thus reduces to
classifying the pairs (G ,H) for which h⊥ contains a regular element. his is the stage
at which spherical geometry becomes relevant, as we explain below.

Inside of G, ûx amaximal torus T and a Borel subgroup B satisfying T ⊆ B. hese
choices allow us to form the Cartan space of G/H, denoted aG/H ⊆ t ∶= Lie(T).
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We refer to the pair (G ,H) as being a-regular if aG/H contains a regular element of g,
and we use Knop’s description of themoment map image µ(T∗(G/H)) to prove the
following equivalences (see Proposition 5.4, Corollary 5.6, and Corollary 5.8):

(G ,H) is a-regular ⇐⇒ h⊥ contains a regular element
⇐⇒ ZG(aG/H) = T
⇐⇒ the identity component of H∗ is abelian
⇐⇒ cG(G/H) + rkG(G/H) + dimH = dimB,

(1.1)

where ZG(aG/H) is the subgroup consisting of all elements in G that ûx aG/H
pointwise, H∗ is the generic stabilizer for the H-representation h⊥ (see Section 5.2),
cG(G/H) is the complexity of G/H, and rkG(G/H) is the rank of G/H. he
ûrst equivalence further reduces our emptiness problem to one of classifying the
a-regular pairs (G ,H), thereby connecting our work to Losev’s results [25]. We then
classify all such pairs (G ,H) (i.e., we solve the emptiness problem for (T∗(G/H) ×
(G × Sreg))///K) in each of the following three cases:

● G is semisimple and H is a Levi subgroup of G (Section 5.5.1);
● G is semisimple and H is a symmetric subgroup of G (Section 5.5.2);
● G is semisimple and H is a reductive, spherical, non-symmetric subgroup of G

(Section 5.5.3).
In each case, we reduce to the study of strictly indecomposable (see Section 5.3)

pairs (G ,H). It is in the last two cases that we obtain the most explicit results, and
wherewe provide tables of all a-regular pairs (G ,H) that are strictly indecomposable.

1.3 Organization

Section 2 establishes some of our conventions regarding symplectic and hyperkähler
geometry. Section 3 then uses [10, 22, 27] to develop the hyperkähler-geometric fea-
tures of T∗(G/H) needed for the subsequent discussion of hyperkähler slices. his
leads to Section 4, which reviews Bielawski’s hyperkähler slice construction and re-
duces the non-emptiness of (T∗(G/H) × (G × Sreg))///K to the condition that h⊥

contain a regular element. Section 5 then forms the spherical-geometric part of our
paper, where we prove the equivalences (1.1) and subsequently obtain our classiûca-
tion results.

2 Preliminaries

2.1 Symplectic Varieties and Quotients

Let (X ,ω) be a symplectic variety, which for us will always mean that X is a smooth
aõne algebraic varietyoverC equippedwith an algebraic symplectic formω ∈ Ω2(X).
Suppose that X is actedupon algebraically by a connected complex reductive algebraic
groupG having Lie algebra g. We recall that this action is calledHamiltonian if it pre-
serves ω and admits amomentmap, i.e., aG-equivariant varietymorphism µ∶X → g∗

satisfying the following condition:

d(µz) = ιz̃ω
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for all z ∈ g, where µz ∶X → C is deûned by µz(x) ∶= (µ(x))(z), x ∈ X, and z̃ is the
fundamental vector ûeld on X associated with z. If the G-action is also free, then

(2.1) X//G ∶= µ−1(0)/G ∶= Specmax(C[µ−1(0)]G)

is a smooth aõne variety whose points are precisely the G-orbits in µ−1(0). he quo-
tient variety X//G then carries a symplectic form ω that is characterized by the condi-
tion π∗(ω) = j∗(ω),where π∶ µ−1(0)→ X//G is the quotientmap and j ∶ µ−1(0)→ X
is the inclusion. he symplectic variety (X//G ,ω) is called the symplectic quotient of
X by G.

2.2 Hyperkähler Manifolds

Recall that a smoothmanifoldM is called hyperkähler if it comes equippedwith three
(integrable) complex structures I1, I2, and I3, three (real) symplectic formsω1, ω2, and
ω3, and a single Riemannian metric b, subject the following conditions:

● (Iℓ ,ωℓ , b) is a Kähler triple for each ℓ = 1, 2, 3, i.e., ωℓ(⋅, ⋅) = b(Iℓ(⋅), ⋅);
● I1, I2, and I3 satisfy the quaternionic identity I1I2 = I3 = −I2I1.

One can construct new examples from existing ones via the hyperkähler quotient con-
struction,whichwe now recall. Let K be a compact connected Lie group acting freely
on a hyperkähler manifold M, and let k be the Lie algebra of K. Assume that the
K-action is tri-Hamiltonian, meaning that K preserves each Kähler triple (Iℓ ,ωℓ , b)
and acts in aHamiltonian fashion with respect to each symplectic form ωℓ . One thus
has a hyperkählermomentmap, i.e., amap µHK = (µ1 , µ2 , µ3) ∶ M → k∗⊕ k∗⊕ k∗ with
the property that µℓ ∶M → k∗ is a moment map for the K-action with respect to ωℓ ,
ℓ = 1, 2, 3. he smooth manifold

M///K ∶= µ−1
HK(0)/K = (µ−1

1 (0) ∩ µ−1
2 (0) ∩ µ−1

3 (0))/K

is then canonically hyperkähler (see [15,heorem 3.2]), and it is called the hyperkähler
quotient of M by K. We let (Iℓ ,ωℓ , b), ℓ = 1, 2, 3, denote the three Kähler triples that
constitute the hyperkähler structure on M///K. It will be advantageous to note that

(2.2) π∗(ωℓ) = j∗(ωℓ), ℓ = 1, 2, 3,

where π∶ µ−1(0)→ M///K is the quotient map and j∶ µ−1(0)→ M is the inclusion.
Let M be a hyperkähler manifold and consider the complex symplectic 2-form

ωC ∶= ω2 + iω3. One can verify that ωC is holomorphic with respect to I1, and we will
refer to (M , I1 ,ωC) as the underlying holomorphic symplectic manifold. his leads to
the following deûnition, which will apply to many situations of interest in our paper.

Deûnition 2.1 Let K be a compact connected Lie group with complexiûcation
G ∶= KC. We deûne a (G ,K)-hyperkähler variety to be a hyperkähler manifold M
satisfying the following conditions:

(i) the underlying holomorphic symplecticmanifold is a symplectic variety (as de-
ûned in Section 2.1), and this variety is equippedwith aHamiltonian action ofG;

(ii) the G-action restricts to a tri-Hamiltonian action of K on M.
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Consider the hyperkähler moment map µHK = (µ1 , µ2 , µ3) ∶ M → k∗ ⊕ k∗ ⊕ k∗ on
a (G ,K)-hyperkähler variety M. Deûne the complex moment map by

µC ∶= µ2 + iµ3∶M → k∗ ⊗R C = g∗ ,

which turns out to be the moment map for the Hamiltonian G-action on M. Now
assume that this G-action is free. he inclusion µ−1

HK(0) ⊆ µ−1
C (0) then induces amap

(2.3) φ∶M///K → M//G ,

where we recall that M//G is deûned via (2.1). his map deûnes a diòeomorphism
from M///K to its image, the open subset (G ⋅ µ−1

HK(0))/G of µ−1
C (0)/G = M//G. Fur-

thermore, φ is an embedding of holomorphic symplectic manifolds with respect to
the underlying holomorphic symplectic structure on M///K.

3 The Hyperkähler Geometry of T∗(G/H)
It will be convenient to standardize some of the Lie-theoretic notation used in this
paper. Let K be a compact connected semisimple Lie group, and ûx a closed subgroup
L ⊆ K. We will also let G ∶= KC and H ∶= LC denote the complexiûcations of K
and L, respectively, noting that H is a closed reductive subgroup of G. Let k, l, g,
and h be the Lie algebras of K, L, G, and H, respectively, so that g = k ⊗R C and
h = l⊗RC. Each of these Lie algebras comes equippedwith the adjoint representation
of the corresponding group, e.g., Ad∶G → GL(g), g ↦ Adg . he symbol “Ad” will
be used for all of the aforementioned adjoint representations, as context will always
clarify any ambiguities that this abuse of notation may cause.

Let ⟨⋅, ⋅⟩ ∶ g ⊗C g → C denote the Killing form on g, which is G-invariant and
non-degenerate. It follows that

(3.1) gÐ→ g∗ , x z→ x∨ ∶= ⟨x , ⋅⟩, x ∈ g

deûnes an isomorphism between the adjoint and coadjoint representations ofG. With
this in mind, wewill sometimes take themoment map for aHamiltonian G-action to
be g-valued.

3.1 The Cotangent Bundle of G

Note that le� and right multiplication give the commuting actions

g ⋅ h ∶= gh, g , h ∈ G(3.2)

g ⋅ h ∶= hg−1 , g , h ∈ G(3.3)

of G on itself, and that these li� to commuting Hamiltonian actions of G on T∗G. To
be more explicit about this point, we will use the le� trivialization of T∗G and the
Killing form to identify T∗G with G × g. he li�s of (3.2) and (3.3) then become

g ⋅ (h, x) = (gh, x), g ∈ G , (h, x) ∈ G × g,(3.4)

g ⋅ (h, x) = (hg−1 , Adg(x)), g ∈ G , (h, x) ∈ G × g,(3.5)
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respectively, while the induced symplectic form on G × g is deûned on each tangent
space T(g ,x)(G × g) = TgG ⊕ g as follows (see [26, Section 5, Equation (14L)]):

(3.6) (ΩL)(g ,x)((deLg(y1), z1), (deLg(y2), z2)) = ⟨y1 , z2⟩ − ⟨y2 , z1⟩ + ⟨x , [y1 , y2]⟩,
y1 , y2 , z1 , z2 ∈ g,

where Lg ∶G → G denotes le�multiplication by g and deLg ∶g→ TgG is the diòerential
of Lg at the identity e ∈ G. One can then verify that

ϕL ∶G × gÐ→ g, (g , x)z→ Adg(x), (g , x) ∈ G × g,
ϕR ∶G × gÐ→ g, (g , x)z→ −x , (g , x) ∈ G × g

aremoment maps for (3.4) and (3.5), respectively.

3.2 Kronheimer’s Hyperkähler Structure on T∗G

Let H denote the quaternions, to be identiûed as a vector space with R4 via the usual
basis {1, i , j, k}. Now consider the real vector space C1([0, 1], k) of all C1 maps
[0, 1] → k. A choice of K-invariant inner product ⟨⋅, ⋅⟩k on k makes M ∶= C1([0, 1], k)
⊗R H = C1([0, 1], k)⊕4 into a Banach hyperkähler manifold (see [22, Section 2]).
his space carries the following hyperkähler structure-preserving action of G ∶=
C2([0, 1],K), the gauge group of C2 maps [0, 1]→ K with pointwisemultiplication as
the group operation:

(3.7) γ ⋅ (T0 , T1 , T2 , T3) ∶= (Adγ(T0) − θR(γ̇), Adγ(T1), Adγ(T2), Adγ(T3)),
γ ∈ G, (T0 , T1 , T2 , T3) ∈M,

where θR ∈ Ω1(K; k) is the right-invariant Mauer–Cartan form on K. he subgroup

G0 ∶= {γ ∈ G ∶ γ(0) = e = γ(1)} ⊆ G

then acts freely on M with a hyperkähler moment map that can be written in the
form Φ∶M → C0([0, 1], k)⊕3. It turns out that Φ−1(0) consists of the solutions to
Nahm’s equations (as deûned in [10,Proposition 1], for example), and thatKronheimer
constructed an explicit diòeomorphism

(3.8) G × g ≅M///G0 = Φ−1(0)/G0

(cf. [22, Proposition 1]). he smooth manifold G × g thereby inherits a hyperkähler
structure (Iℓ ,ωℓ , b), ℓ = 1, 2, 3. We note that ω2 + iω3 equals the form ΩL from (3.6),
while I1 is the usual complex structure on G × g (see [22, Section 2]).

Kronheimer’s diòeomorphism (3.8) has some important equivariance properties
that we now discuss. Note that G0 is the kernel of

GÐ→ K × K , γ z→ (γ(0), γ(1)), γ ∈ G,
so that we can identify G/G0 and K × K as Lie groups. he G-action on M induces
a residual action of G/G0 = K × K on M///G0, and this residual action is known to
be tri-Hamiltonian (see [10, Lemma 2]). Under (3.8), the action of K = {e} × K ⊆
K×K onM///G0 corresponds to the K-action (3.5) onG×g. he diòeomorphism also
intertwines the action of K = K × {e} ⊆ K × K on M///G0 with the K-action (3.4) on
G × g.
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he group SO3(R) also has a natural manifestation in our setup. Given a point
(T0 , T1 , T2 , T3) ∈M = C1([0, 1], k)⊕4 and amatrix A = (apq) ∈ SO3(R), let us set

T ′

p ∶=
3

∑
q=1
apqTq , p = 1, 2, 3 and A ⋅ (T0 , T1 , T2 , T3) ∶= (T0 , T ′

1 , T
′

2 , T
′

3).

his action of SO3(R) onM descends to an isometric action on the hyperkähler quo-
tient M///G0. One can use (3.8) to interpret this as an isometric action of SO3(R)
on the hyperkähler manifold G × g, and it is not diõcult to check that this action
commutes with the K-actions (3.4) and (3.5). It is important to note that SO3(R)
does not preserve all of the hyperkähler structure on G × g, in contrast to the
K-actions. However, one can ûnd a circle subgroup of SO3(R) that preserves the
Kähler triple (I3 ,ω3 , b) on G × g. A more explicit statement is that one can ûnd an
element θ ∈ so3(R) whose fundamental vector ûeld θ̃ on G ×g satisûes the following
properties: L̃θω1 = ω2, L̃θω2 = −ω1, and θ̃ generates a circle action on G × g that
preserves (I3 ,ω3 , b). his circle subgroup acts by rotations on spanR{ω1 ,ω2}, and
the following is (the θ-component of) a moment map for its Hamiltonian action on
(G × g,ω3):

ρ∶G × gÐ→ R,

[(T0 , T1 , T2 , T3)]z→
1
2 ∫

1

0
(⟨T1 , T1⟩k + ⟨T2 , T2⟩k)dt,

(3.9)

where [(T0 , T1 , T2 , T3)] denotes the point in the Φ−1(0)/G0 ≅ G × g represented by
(T0 , T1 , T2 , T3) ∈ Φ−1(0) (see [10, Section 4]). his leads to the following lemma.

Lemma 3.1 he function ρ is invariant under each of the K-actions (3.4) and (3.5)
on G × g.

Proof Since ⟨⋅, ⋅⟩k is a K-invariant inner product, the function

MÐ→ R, (T0 , T1 , T2 , T3)z→
1
2 ∫

1

0
(⟨T1 , T1⟩k + ⟨T2 , T2⟩k)dt

is invariant under the action (3.7) of G. his function therefore descends to a G/G0-
invariant function on the hyperkähler quotient M///G0. he descended function is
exactly ρ oncewe identifyM///G0 withG×g via (3.8). Now recall that the G/G0-action
on M///G0 corresponds to a (K × K)-action on G × g, meaning that ρ is a (K × K)-
invariant function on G × g. It just remains to recall that the K-action (3.5) (resp.
(3.4)) is the action of K = {e} × K ⊆ K × K (resp. K = K × {e} ⊆ K × K). ∎

3.3 The Hyperkähler Structure on T∗(G/H)

Let G act on G/H via le� multiplication, and consider the canonical li� to a Hamil-
tonian action of G on T∗(G/H). Note also that (g/h)∗ is a representation of H, and
let G ×H (g/h)∗ denote the quotient of G × (g/h)∗ by the following action of H:

h ⋅ (g , ϕ) ∶= (gh−1 , h ⋅ ϕ) h ∈ G , (g , ϕ) ∈ G × (g/h)∗ .
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We then have a canonical G-equivariant isomorphism T∗(G/H) ≅ G ×H (g/h)∗
coming from le� translations, where G acts on the latter variety via le� multiplica-
tion on the ûrst factor. At the same time, the H-representation (g/h)∗ is canonically
isomorphic to the annihilator h⊥ ⊆ g of h under the Killing form. We thus have a
G-equivariant isomorphism

(3.10) T∗(G/H) ≅ G ×H h⊥ ,

with G ×H h⊥ deûned analogously to G ×H (g/h)∗.
Now consider the restriction of (3.5) to an action of H ⊆ G on G × g, noting that

this restricted action is Hamiltonian with respect to ΩL . he moment map for this
H-action is obtained by composing the g∗-valued version of ϕR ∶ G × g→ g with the
projection g∗ → h∗. It follows that the preimage of 0 under the new moment map is
G × h⊥ ⊆ G × g. he symplectic quotient of G × g by H is therefore given by

(G × g)//H = G ×H h⊥ .

It is straightforward to verify that the induced symplectic structure onG×Hh
⊥ renders

(3.10) a G-equivariant isomorphism of symplectic varieties. It is also straightforward
to check that

(3.11) νH ∶G ×H h⊥ Ð→ g, [(g , x)]z→ Adg(x), (g , x) ∈ G × h⊥

is amoment map for theHamiltonian action of G on G ×H h⊥.
he above-deûned holomorphic symplectic structure and Hamiltonian G-action

on G ×H h⊥ turn out to come from a (G ,K)-hyperkähler variety structure (see Deû-
nition 2.1), whichwe now discuss. Accordingly, recall that (3.4) and (3.5) deûne com-
muting, tri-Hamiltonian actions of K on G × g. Let us restrict the latter action to
the subgroup L ⊆ K ûxed in the introduction to Section 3, and then consider the
associated hyperkähler quotient (G × g)///L. Note that (3.4) then descends to a tri-
Hamiltonian action of K on (G × g)///L. At the same time, (2.3) takes the form of a
K-equivariant map

(3.12) (G × g)///L Ð→ (G × g)//H = G ×H h⊥ .

One can then invoke [10, Section 2] and/or [27,heorem 3.1] to deduce the following
fact.

heorem 3.2 he map (3.12) is a K-equivariant isomorphism of holomorphic sym-
plecticmanifolds.

Let (IHℓ ,ωH
ℓ , bH), ℓ = 1, 2, 3, denote the hyperkählermanifold structure onG×Hh

⊥

for which (3.12) is an isomorphism of hyperkähler manifolds, which by the preced-
ing discussion makes G ×H h⊥ into a (G ,K)-hyperkähler variety. To help investi-
gate this (G ,K)-hyperkähler structure, we use Lemma 3.1 to see that ρ descends to a
K-invariant function ρH ∶ (G × g)///L → R. Note that since (3.12) is K-equivariant, we
can regard ρH as a K-invariant function on G ×H h⊥.

Proposition 3.3 he function ρH ∶G ×H h⊥ → R is a K-invariant potential for the
Kähler manifold (G ×H h⊥ , IH1 ,ωH

1 , bH), i.e., ωH
1 = 2i∂∂ρH for the Dolbeault operators

∂ and ∂ associated with IH1 .
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Proof Let (µ1 , µ2 , µ3) ∶ G×g→ (k∗)⊕3 denote the hyperkählermomentmap for the
tri-Hamiltonian K-action (3.5), and let (µH

1 , µH
2 , µH

3 ) ∶ G×g→ (l∗)⊕3 be the induced
hyperkähler moment map for the action of L ⊆ K. Consider the action of SO3(R)
on G × g, recalling our description of a speciûc subgroup S1 ⊆ SO3(R) and its action
on G × g (see Section 3.2). his description implies that S1 preserves µ3 and acts by
rotations on spanR{µ1 , µ2}. We conclude that S1 preserves µH

3 and acts by rotations on
spanR{µH

1 , µH
2 }, so that the submanifold (µH

1 )−1(0)∩(µH
2 )−1(0)∩(µH

3 )−1(0) ⊆ G×g
is necessarily S1-invariant. Observe that the actions of S1 and L on this submanifold
commute, owing to the fact that the action of SO3(R) on G × g commutes with the
K-action (3.5). he quotient

((µH
1 )−1(0) ∩ (µH

2 )−1(0) ∩ (µH
3 )−1(0))/L = (G × g)///L

therefore carries a residual S1-action, so thatwe can use the hyperkähler isomorphism
(3.12) to equipG×H h⊥ with a corresponding S1-action. he relations (2.2) then imply
that S1 preserves ωH

3 . Now consider the element θ ∈ so3(R) discussed in Section 3.2,
recalling that ρ is the θ-component of amoment map for the S1-action on G × g. It is
then straightforward to check that ρH is the θ-component of a moment map for the
S1-action that preserves ωH

3 . Note also that the identitiesL̃θω1 = ω2 andL̃θω2 = −ω1
give

L̃̃θ
ωH

1 = ωH
2 and L̃̃θ

ωH
2 = −ωH

1 ,

where ̃̃θ is the fundamental vector ûeld on G ×H h⊥ associated with θ. hese last
two sentences give exactly the ingredients needed to reproduce a calculation from
[15, Section 3(E)], to the eòect that ρH is a Kähler potential for (IH1 ,ωH

1 , bH). ∎

4 The Hyperkähler Slice Construction

4.1 The Slice as a Symplectic Variety

Recall the notation established in the introduction to Section 3, and let

ad∶gÐ→ gl(g), x z→ adx , x ∈ g
denote the adjoint representation of g. One calls τ = (ξ, h, η) ∈ g⊕3 an sl2-triple if
[ξ, η] = h, [h, ξ] = 2ξ, and [h, η] = −2η, in which case there is an associated Slodowy
slice

Sτ ∶= ξ + ker(adη) ⊆ g.

We will make extensive use of the aõne variety G × Sτ , some geometric features of
which we now develop.
Consider the isomorphisms T∗G ≅ G × g∗ ≅ G × g induced by the right triv-

ialization of T∗G and the Killing form. he symplectic form on T∗G thereby cor-
responds to such a form ΩR on G × g, described as follows on the tangent space
T(g ,x)(G × g) = TgG ⊕ g (see [26, Section 5, Equation (14R)]:

(4.1) (ΩR)(g ,x)((deRg(y1), z1), (deRg(y2), z2)) =
⟨y1 , z2⟩ − ⟨y2 , z1⟩ − ⟨x , [y1 , y2]⟩
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for all y1 , y2 , z1 , z2 ∈ g, where Rg ∶G → G is right multiplication by g, deRg is its
diòerential at e. It turns out that G × Sτ is a symplectic subvariety of (G ×g,ΩR). he
G-action

g ⋅ (h, x) = (hg−1 , x), g ∈ G , (h, x) ∈ G × Sτ

is then Hamiltonian, and

µτ ∶G × Sτ Ð→ g, (g , x)z→ −Adg−1(x), (g , x) ∈ G × Sτ

is amoment map.

Remark 4.1 Bielawski’s paper [4] usesΩR to realizeG×Sτ as a symplectic subvariety
G × g, as opposed to using the other symplectic form ΩL (see (3.6)). It is for the sake
of consistency with Bielawski’swork thatwe are using the same convention. However,
this is the only case in which we use ΩR preferentially to ΩL .

Now let X be a symplectic variety endowedwith aHamiltonian G-action andmo-
ment map µ∶X → g. he diagonal action of G on X × (G × Sτ) is then Hamiltonian
and admits amoment map

µ̃∶X × (G × Sτ)Ð→ g, (x , (g , y))z→ µ(x) + µτ(g , y),
x ∈ X , (g , y) ∈ G × Sτ .

Noting that this diagonal action is free, one has the symplectic quotient

(X × (G × Sτ))//G = µ̃−1(0)/G .

Proposition 4.2 Let (X ,ω) be a symplectic variety onwhich G acts in aHamiltonian
fashionwithmomentmap µ∶X → g, and let τ be an sl2-triple. he following statements
then hold.
(i) here is a canonical isomorphism of aõne varieties µ−1(Sτ) ≅ (X×(G×Sτ))//G.
(ii) Under the isomorphism from (i), the symplectic form on (X × (G × Sτ))//G cor-

responds to the restriction of ω to µ−1(Sτ).
(iii) µ−1(Sτ) is a symplectic subvariety of X.

Proof To prove (i), note that (x , (e , µ(x))) ∈ µ̃−1(0) for all x ∈ µ−1(Sτ). We can
therefore consider themorphism

(4.2) φ∶ µ−1(Sτ)Ð→ µ̃−1(0), x z→ (x , (e , µ(x))), x ∈ µ−1(Sτ),

and its compositionwith the quotientmap π∶ µ̃−1(0)→ µ̃−1(0)/G = (X×(G×Sτ))//G,
i.e.,

φ∶ µ−1(Sτ)Ð→ (X × (G × Sτ))//G , x z→ [(x , (e , µ(x)))], x ∈ µ−1(Sτ).

At the same time, it is straightforward to check that g ⋅x ∈ µ−1(Sτ) for all (x , (g , y)) ∈
µ̃−1(0). We thus have themorphism

ψ∶ µ̃−1(0)Ð→ µ−1(Sτ), (x , (g , y))z→ g ⋅ x , (x , (g , y)) ∈ µ̃−1(0),
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which is easily seen to be G-invariant. It follows that ψ descends to the quotient
µ̃−1(0)/G = (X × (G × Sτ))//G, thereby giving amorphism ψ∶ (X × (G × Sτ))//G →
µ−1(Sτ). Furthermore, it is a straightforward calculation that φ and ψ are inverses.
his proves (i).

In preparation for (ii), let ω denote the symplectic form on (X × (G × Sτ))//G and
consider the inclusions j∶G × Sτ → G × g and k∶ µ̃−1(0) → X × (G × Sτ). Note that
π∗(ω) is the restriction to µ̃−1(0) of the symplectic form on X × (G × Sτ). his last
symplectic form is ω ⊕ j∗(ΩR), so that we have

(4.3) π∗(ω) = k∗(ω ⊕ j∗(ΩR)).
Our objective is to prove that φ∗(ω) = ℓ∗(ω), where ℓ∶ µ−1(Sτ) → X is the inclu-

sion. Accordingly, note that

φ∗(ω) = φ∗(π∗(ω)) [since φ = π ○ φ]
= (k ○ φ)∗(ω ⊕ j∗(ΩR)) [by (4.3)].

It follows that

(4.4) (φ∗(ω))x(v1 , v2) = (ωx ⊕ (ΩR)(e ,µ(x)))(dxφ(v1), dxφ(v2))

for all x ∈ µ−1(Sτ) and v1 , v2 ∈ Tx(µ−1(Sτ)). At the same time, (4.2) implies the
identity

dxφ(v i) = (v i , (0, dx µ(v i)))
for i = 1, 2 in the tangent space

T(x ,(e ,µ(x)))(µ̃−1(0)) ⊆ T(x ,(e ,µ(x)))(X × (G × Sτ)) = TxX ⊕ (g⊕ Tµ(x)Sτ).
By incorporating this into (4.4), we obtain

(φ∗(ω))x(v1 , v2) = ωx(v1 , v2) + (ΩR)(e ,µ(x))((0, dx µ(v1)), (0, dx µ(v2))
= ωx(v1 , v2) [by (4.1)].

We conclude that φ∗(ω) = ℓ∗(ω), proving (ii).
It remains only to prove (iii), i.e., the claim that ℓ∗(ω) is non-degenerate. However,

this follows immediately from (i), (ii), and the fact that ω is non-degenerate. ∎

4.2 Bielawski’s Construction

We now review the pertinent hyperkähler-geometric features of µ−1(Sτ), which are
largely due toBielawski’swork [4]. he following (G ,K)-hyperkähler varietywill play
an essential role.

heorem 4.3 (Bielawski) If τ is an sl2-triple, then G × Sτ is canonically a (G ,K)-
hyperkähler variety. heHamiltonianG-action and underlying holomorphic symplectic
structure on G×Sτ associatedwith this (G ,K)-hyperkähler structure are precisely those
described in Section 4.1.

Now let X be any (G ,K)-hyperkähler variety. Given an sl2-triple τ, note that
product manifold X × (G × Sτ) is naturally hyperkähler and carries a free, diagonal
G-action. It is then not diõcult to check that X × (G × Sτ) is a (G ,K)-hyperkähler
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variety, with underlying holomorphic symplectic structure equal to the natural prod-
uct holomorphic symplectic structure on X × (G × Sτ). With this in mind, we can
deûne hyperkähler slices as follows.

Deûnition 4.4 Given a (G ,K)-hyperkähler variety X and an sl2-triple τ, we refer
to (X × (G × Sτ))///K as the hyperkähler slice for X and τ.

his construction can be used to produce a number of well-studied hyperkähler
manifolds, some of which are mentioned in the introduction of [5]. For several of
these examples, there is a particularly concrete description of the underlying holo-
morphic symplectic manifold. Indeed, let X and τ be as described in the deûnition
above. Note that (2.3) manifests as amap

(4.5) (X × (G × Sτ))///K Ð→ (X × (G × Sτ))//G ,
which features in the following rephrased version of [4,heorem 1].

heorem 4.5 (Bielawski) Let τ be an sl2-triple, and let (X , (Iℓ ,ωℓ , b)3
ℓ=1) be a (G ,K)-

hyperkähler variety with complex moment map µ∶X → g. Consider themap

(4.6) (X × (G × Sτ))///K Ð→ µ−1(Sτ)

obtained by composing (4.5) with the isomorphism (X ×(G× Sτ))//G
≅Ð→ µ−1(Sτ) from

Proposition 4.2(i). If theKählermanifold (X , I1 ,ω1 , b) has a K-invariant potential that
is bounded from below on each G-orbit, then (4.6) is an isomorphism of holomorphic
symplecticmanifolds.

Remark 4.6 Bielawski speaks of hyperkähler slices only when the hypotheses of
heorem 4.5 are satisûed (see [5, Section 1]). He then deûnes a hyperkähler slice to
be a hyperkähler manifold of the form µ−1(Sτ), where µ−1(Sτ) is equipped with the
hyperkähler structure induced through the isomorphism (4.6). In particular, Deûni-
tion 4.4 mildly generalizes Bielawski’s original notion.

Let us brie�y consider the hyperkähler slice construction for (G ,K)-hyperkähler
varieties of the form (G ×H h⊥ , (IHℓ ,ωH

ℓ , bH)3
ℓ=1), as introduced in Section 3.3. Ac-

cordingly, recall the notation adopted in Section 3.3. he function ρH is bounded
from below on all of G ×H h⊥ (see (3.9)), while we recall that ρH is a K-invariant po-
tential for the Kähler manifold (G ×H h⊥ , (IH1 ,ωH

1 , bH)) (see Proposition 3.3). It then
follows from heorem 4.5 that

(4.7) ((G ×H h⊥) × (G × Sτ))///K ≅ ν−1
H (Sτ)

as holomorphic symplecticmanifolds for all sl2-triples τ in g. We exploit this fact in
what follows.

4.3 The Regular Slodowy Slice

Recall that dim(ker(adx)) ≥ r for all x ∈ g, and that x is called regular if equality
holds. Let greg ⊆ g denote the set of all regular elements, which is known to be a
G-invariant, open, dense subvarietyof g.his leads to thenotion of a regular sl2-triple,
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i.e., an sl2-triple τ = (ξ, h, η) in g for which ξ ∈ greg. Fix one such triple τ for the
duration of this paper, and let Sreg ∶= Sτ denote the associated Slodowy slice. he slice
Sreg is known to be contained in greg and to be a fundamental domain for the action
of G on greg (see [18, heorem 8]). Note that this last sentence can be rephrased as
follows: x ∈ g belongs to greg if and only if x isG-conjugate to a point in Sreg, inwhich
case x is G-conjugate to a unique point in Sreg.
As discussed in Section 1.2,wewish to study the emptiness problem for hyperkäh-

ler slices of the form ((G ×H h⊥) × (G × Sreg)) ///K. he following result is a crucial
ûrst step.

Proposition 4.7 he hyperkähler slice ((G ×H h⊥) × (G × Sreg))///K is non-empty if
and only if h⊥ ∩ greg ≠ ∅.

Proof Using (4.7), we conclude that ((G ×H h⊥) × (G × Sreg))///K ≠ ∅ if and only
if the image of νH meets Sreg. his image is precisely G ⋅ h⊥ ⊆ g (see (3.11)), reducing
our task to one of proving that G ⋅ h⊥ ∩ Sreg ≠ ∅ if and only if h⊥ ∩ greg ≠ ∅. To prove
this, we simply appeal to the discussion of Sreg above and note that x ∈ h⊥ belongs to
greg if and only if x is G-conjugate to a point in Sreg. ∎

5 The Spherical Geometry of G/H
5.1 The Image of the Moment Map

Let us continuewith thenotation set in the introduction of Section 3. Choose opposite
Borel subgroups B, B− ⊆ G, declaring the former to be the positive Borel and the latter
to be the negative Borel. It follows that T ∶= B∩B− is amaximal torus ofG, andwe let
b, b−, and t denote the Lie algebras of B, B−, and T , respectively. We thus have aweight
lattice Λ ⊆ t∗ and canonical group isomorphisms Λ ≅ Hom(T ,C×) ≅ Hom(B,C×),
where Hom is taken in the category of algebraic groups. We also have sets of roots
∆ ⊆ Λ, positive roots ∆+ ⊆ ∆, negative roots ∆− ⊆ ∆, and simple roots Π ⊆ ∆+. Note
that by deûnition,

b = t⊕ ⊕
α∈∆+

gα and b− = t⊕ ⊕
α∈∆−

gα ,

where gα is the root space associated with α ∈ ∆.
We now establish two important conventions. To this end, recall the isomorphism

(3.1) between the adjoint and coadjoint representations of G. Our ûrst convention is
to use (⋅)∨ for both (3.1) and its inverse, so that the inverse will be presented as

g∗
≅Ð→ g, ϕ z→ ϕ∨ , ϕ ∈ g∗ .

As for our second convention, note that themap g∗ → t∗ restricts to an isomorphism
from the image of t under (3.1) to t∗. We will use this isomorphism to regard t∗ as
belonging to g∗.

Now let Y be a smooth, irreducible G-variety having ûeld of rational functions
C(Y), noting that C(Y) is then a G-module. A non-zero f ∈ C(Y) is called a
B-semi-invariant rational function of weight λ ∈ Λ if b ⋅ f = λ(b) f for all b ∈ B.
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hose λ admitting such an f form the weight lattice of Y , i.e.,

ΛY ∶= {λ ∈ Λ ∶ ∃ a B-semi-invariant rational function on Y of weight λ}.

he weight lattice of Y can also be viewed as the character lattice of a quotient of
T , once we appeal to Knop’s local structure theorem (e.g., [16, Satz 2.3], [34, heo-
rem 4.7]). his theorem gives a parabolic subgroup P ⊆ G that contains B, has a Levi
decomposition P = PuL with T ⊆ L, and satisûes the following property: there exists
a locally closed aõne P-stable subvariety Z ⊆ Y such that Pu × Z → Y maps surjec-
tively onto an open aõne subset Y0 of Y . One also has [L, L] ⊆ L0 ⊆ L, where L0 is
the kernel of the L-action on Z. he quotient AY ∶= L/L0 is a torus that acts freely on
Z, and there exists an aõne variety C with a trivial L-action such that Z ≅ AY × C as
L-varieties. It follows that ΛY = Hom(AY ,C×).

he subspace a∗Y ∶= ΛY ⊗Z C ⊆ t∗ is sometimes called the Cartan space of the
G-variety Y . Let Λ∨

Y ⊆ t and aY ⊆ t denote the preimage and image of ΛY and a∗Y
under (3.1), respectively, noting that

(5.1) ÃY ∶= Λ∨

Y ⊗Z C×

is a subtorus of T with Lie algebra aY . We will also refer to aY as the Cartan space
of Y .

Example 5.1 In what follows, we compute the Cartan space of G/T . Let Λ+ ⊆ t∗

denote the set of dominant weights of G, and let Vλ be the irreducible G-module of
highest weight λ ∈ Λ+. Recall the following classical fact about C[G/T], the coordi-
nate ring of G/T :

C[G/T] ≅ ⊕
Λ∈Λ+

(V∗

λ )⊕dλ

as G-modules,where dλ ∶= dim((Vλ)T) and (Vλ)T is the subspace of T-ûxed vectors
in Vλ . Note that dλ ≠ 0 if and only if λ lies in the root lattice Q ⊆ t∗. Note also
that (Vλ)∗ ≅ V−w0λ as G-modules, wherew0 is the longest element of theWeyl group
W ∶= NG(T)/T . It follows that for λ ∈ Λ+, Vλ is an irreducible summand of C[G/T]
if and only if λ ∈ −w0(Λ+∩Q) = Λ+∩Q. SinceC[G/T] is aG-submodule ofC(G/T),
this implies that Λ+ ∩Q is contained in ΛG/T . Now observe that Λ+ ∩Q generates t∗

over C, yielding a∗G/T = ΛG/T ⊗Z C = t∗. We also conclude that aG/T = t.

We now recall a key geometric feature of the Cartan space construction. Let Y be
any smooth, irreducibleG-variety and consider the canonical li� of theG-action onY
to a G-action on T∗Y . he latter action is Hamiltonian with respect to the standard
symplectic form on T∗Y , and there is a distinguished moment map µY ∶T∗Y → g.
Lemma 3.1 and Corollary 3.3 from [17] then combine to give the following equality of
closures in g.

heorem 5.2 (Knop) If Y is a smooth, irreducible, quasi-aõne G-variety, then
µY(T∗Y) = G ⋅ aY .
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5.2 a-regularity

Recall the notation set in the introduction to Section 3, which we now use together
with the notation of Section 5.1. It is then not diõcult to prove that aG/H depends only
on the pair (g, h). For this reason, we set a(g, h)∗ ∶= a∗G/H and a(g, h) ∶= aG/H . We
will sometimes denote a(g, h) (resp. a(g, h)∗) by a (resp. a∗) when the underlying
pair (g, h) is clear from context.

Deûnition 5.3 We say that the pair (G ,H) or the corresponding pair (g, h) of Lie
algebras is a-regular if a(g, h) contains a regular element of g.

We now give a few characterizations of a-regularity. In what follows, ÃG/H is the
subtorus of T deûned by setting Y = G/H in (5.1) and ZG(ÃG/H) consists of all g ∈ G
that commute with every element of ÃG/H . We also let ZG(a) be the subgroup of all
g ∈ G that ûx a pointwise, and we let zg(a) be the subspace of all x ∈ g that commute
with every element of a.

Proposition 5.4 With all notation as described above, the following conditions are
equivalent.
(i) (G ,H) is a-regular;
(ii) h⊥ ∩ greg ≠ ∅;
(iii) ZG(a) = T .

Proof We begin by proving that h⊥ ∩ greg ≠ ∅ if and only if (G ,H) is a-regular. To
show the forward implication, assume that h⊥ ∩ greg ≠ ∅. Identifying T∗(G/H) with
G ×H h⊥ and recalling themoment map νH (see (3.11)),heorem 5.2 implies that

νH(G ×H h⊥) = G ⋅ a.

his amounts to the statement that

G ⋅ h⊥ = G ⋅ a.

Since h⊥ ∩ greg ≠ ∅ by hypothesis, wemust have G ⋅ a ∩ greg ≠ ∅. Note also that G ⋅ a
is a constructible subset of g, so that G ⋅ a intersects every non-empty open subset
of G ⋅ a. hese last two sentences imply that G ⋅ a ∩ greg ≠ ∅, which is equivalent to
a ∩ greg ≠ ∅. We conclude that (G ,H) is a-regular. In an analogous way, one argues
that (G ,H) being a-regular implies h⊥ ∩ greg ≠ ∅.

We are reduced to establishing that (G ,H) is a-regular if and only if ZG(a) = T .
Accordingly, recall that an element of t is regular if and only if it does not lie on any
root hyperplane. It follows that (G ,H) is not a-regular if and only if a belongs to
the union of all root hyperplanes. Since a is irreducible, this is equivalent to a being
contained in a particular root hyperplane, i.e., a ⊆ ker(α) for some α ∈ ∆. his holds if
and only if gα ⊆ zg(a) for some α ∈ ∆. Now note that zg(a) is a T-invariant subspace
of g containing t,meaning that

zg(a) = t⊕⊕
α∈S

gα
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for some subset S ⊆ ∆. It follows that gα ⊆ zg(a) for some α ∈ ∆ if and only if
zg(a) ≠ t. he second of these conditions is equivalent to having ZG(a) ≠ T , if one
knows ZG(a) to be connected and have a Lie algebra of zg(a). Connectedness follows
from the observation that ZG(a) = ZG(ÃG/H) (see [33, heorem 24.4.8]), together
with the fact that centralizers of tori are connected (see [33,Proposition 28.3.1]). At the
same time, it is clear that zg(a) is theLie algebra of ZG(a) (cf. [33,Proposition 24.3.6]).
his completes the proof. ∎

Let H act on a complex algebraic variety X. A subgroup H̃ ⊆ H is called a generic
stabilizer for this action if there exists a non-empty open dense subset U ⊆ X with
the following property: the H-stabilizer of every x ∈ U is conjugate to H̃. A generic
stabilizer is known to exist if X is a linear representation of H [32]. We therefore have
a generic stabilizer for the H-action on h⊥, and we denote it by H∗. his group is
known to be reductive (see [34,heorem 9.1]).

Remark 5.5 A generic stabilizer is unique up to conjugation,meaning thatH∗more
appropriately denotes a conjugacy class of subgroups in H. However, we will always
take H∗ to be a ûxed subgroup in this conjugacy class.

Now recall our discussion of the local structure theorem for a smooth, irreducible
G-variety Y , as well as the notation introduced in that context (see Section 5.1). If
Y = G/H, then the group L0 turns out to be precisely H∗ (see [16, Section 8]).

Corollary 5.6 he pair (G ,H) is a-regular if and only if the connected component of
the identity in H∗ is abelian.

Proof Proposition 5.4 and the fact that H∗ = L0 reduce our task to one of proving
that ZG(a) = T if and only if the identity component in L0 is abelian. To this end,
consider [34, Deûnition 8.13] and [34, Proposition 8.14]. Since G/H is an aõne va-
riety, these two statements imply that L = ZG(a). Our task is therefore to prove that
L = T if and only if the identity component in L0 is abelian. he forward implication
follows immediately from the inclusion L0 ⊆ L, so that we only need to verify the
opposite implication.

Note that L is a Levi factor of a parabolic subgroup ofG, as discussed in Section 5.1.
his means that L is connected and reductive, forcing the derived subgroup [L, L] to
be connected as well. he inclusion [L, L] ⊆ L0 thus shows [L, L] to be contained
in the identity component in L0. If we now assume that this component is abelian,
then [L, L] must also be abelian. It follows that L is itself abelian. Together with the
inclusion T ⊆ L (see Section 5.1) and the fact that L is a connected, reductive subgroup
of G, this last sentence implies that L = T . he proof is complete. ∎

Corollary 5.6 can be used to easily assess a-regularity in several examples. To
see this, we note that [20] fully describes the H-representation h⊥ in many cases.
Each of these descriptions can be combined with the tables of Èlašvili [12, 13] to com-
pute H∗, a�er which Corollary 5.6 can be applied. We illustrate this in the following
example.
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Example 5.7 Consider the pair (G ,H) = (SLp+q , S(GLp ×GLq)) with 1 ≤ p ≤ q.
he vector space h⊥ is isomorphic to (Cp ⊗ (Cq)∗)⊕ ((Cp)∗ ⊗Cq) as an H-repre-
sentation. he Lie algebra of the generic stabilizer for this action is isomorphic to
Cp ⊕ sl(q − p) if p < q and to Cp−1 if p = q. Hence, (G ,H) is a-regular if and only if
q − p ≤ 1.

We now formulate a numerical criterion for a-regularity in terms of spherical-
geometric invariants. Recall that the rank rkG(Y) of a G-variety Y is the dimension
of aY . he complexity cG(Y) of Y is the codimension of a generic B-orbit in Y . We
then have the following equalities, which are due to Knop [16]:

2cG(G/H) + rkG(G/H) = dimG − 2dimH + dimH∗;(5.2)
rkG(G/H) = dimT − dimT∗ ,(5.3)

where T∗ is amaximal torus of H∗.

Corollary 5.8 he pair (G ,H) is a-regular if and only if cG(G/H) + rkG(G/H) +
dimH = dimB.

Proof Corollary 5.6 shows that (G ,H) is a-regular if and only if the identity com-
ponent in H∗ is abelian. his is in turn equivalent to dimH∗ = dimT∗, and the result
then follows from (5.2) and (5.3). ∎

he criteria established in Corollaries 5.6 and 5.8 become eòective once we are
able to either determine the Cartan space a(g, h) or the generic stabilizer H∗. he
latter is diõcult to accomplish in full generality, but Losev’s work [25]makes the for-
mer achievable in a systematic way. Losev’s method features prominently in the next
subsection.

5.3 The Cartan Space of a Homogeneous Affine Variety

Continuing with the notation used in Section 5.2, we recall Losev’s algorithm [25]
for determining the Cartan space of (G ,H). We begin with the following deûnition
(cf. [34, Section 10]).

Deûnition 5.9 he pair (G ,H) or the corresponding pair (g, h) is called:
(i) decomposable if there exist non-zero proper ideals g1 , g2 in g and any ideals

h1 , h2 in h such that g = g1 ⊕ g2, h = h1 ⊕ h2, h1 ⊆ g1, and h2 ⊆ g2;
(ii) indecomposable if it is not decomposable;
(iii) strictly indecomposable if (g, [h, h]) is indecomposable.

We note that the Cartan space of a decomposable pair (g1⊕g2 , h1⊕h2) is a(g1 , h1)
⊕ a(g2 , h2). At the same time, observe that (x1 , x2) ∈ g1 ⊕ g2 is a regular element if
and only if x1 and x2 are regular elements of g1 and g2, respectively. hese last two
sentences imply that (g1 ⊕ g2 , h1 ⊕ h2) is a-regular if and only if (g1 , h1) and (g2 , h2)
are a-regular. Recognizing its relevance to later arguments, we record this conclusion
as follows.
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Lemma 5.10 Consider a collection of indecomposable pairs (gi , hi), i = 1, . . . , n, and
suppose that our pair (g, h) is given by

(5.4) (g, h) = (
n
⊕
i=1

gi ,
n
⊕
i=1

hi).

hen (g, h) is a-regular if and only if (gi , hi) is a-regular for all i = 1, . . . , n.

Remark 5.11 Note that our pair (g, h) is necessarily expressible in the form (5.4);
i.e., there exist indecomposable pairs (gi , hi), i ∈ {1, . . . , n}, such that gi (resp. hi) is
an ideal in g (resp. h) for all i and (5.4) holds. his observation follows from Deû-
nition 5.9 via a straightforward induction argument, and it will be used implicitly in
some of our arguments.

We now resume themain discussion. Note that for a subalgebra j ⊆ h, we have an
inclusion a(g, h) ⊆ a(g, j) of Cartan spaces. It follows that a(g, h) ⊆ a(g, j) for all
ideals j ≤ h, which leads to the following deûnition (cf. [25, Deûnition 1.1]).

Deûnition 5.12 A reductive subalgebra j ⊆ g is called essential if for every proper
ideal i ≤ j, the inclusion a(g, j) ⊆ a(g, i) is strict.

Now consider the Lie algebra h∗ of H∗, where H∗ is the generic stabilizer for the
H-action on h⊥ (see Section 5.2). Losev [25] shows that h∗ generates an ideal hess ≤ h
that is an essential subalgebra of g. his essential subalgebra is reductive and has the
following properties:

● hess ≤ h is the unique ideal of h that is an essential subalgebra forwhich a(g, h) =
a(g, hess);

● hess is maximal (for inclusion) among the ideals of h that are essential subalge-
bras of g.

In principle, this reduces the computation of a(g, h) to the task of determining hess
and a(g, hess).

he preceding discussion allows us to sketch the main results of [25]. Losev clas-
siûes the essential subalgebras j ⊆ g that are semisimple, and in each such case, he
presents a(g, j) as the span of certain linear combinations of fundamental weights.
his information can also be used to determine the Cartan space when j is non-
semisimple, provided that one knows the center of j. To this end, Losev gives an
algorithm for calculating the centers of non-semisimple essential subalgebras.

5.4 Preliminaries for the Classifications

We now discuss four items that are crucial to the classiûcations in Section 5.5. Our
ûrst item is the following elementary observation.

Observation 5.13 Let r be a complex reductive Lie algebra with a reductive ideal
i ≤ r. If j is a reductive ideal in i, then j is also an ideal in r. his follows immediately
from the decomposition of a reductive Lie algebra into a direct sum of its center and
simple ideals, and it will be used implicitly in some of what follows.
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We also need the following deûnition, which serves to formalize a standard idea.

Deûnition 5.14 Let r1 and r2 be complex Lie algebras with respective subalgebras
s1 and s2. We refer to (r1 , s1) and (r2 , s2) as being conjugate if r1 = r2 and s1 = ϕ(s2)
for some Lie algebra automorphism ϕ∶ r1 → r1.

With this in mind, we have the following lemma.

Lemma 5.15 Assume that g is simple and let h ⊆ g be a reductive subalgebra.
(i) If (g, i) is not conjugate to a pair in [25, Tables 1 or 2] for any ideal i ≤ h, then

hess = {0}. In this case, a(g, h) = t and (g, h) is a-regular.
(ii) If hess ≠ {0}, then (g, h) is a-regular if and only if (g, [hess , hess]) is conjugate to

a pair in Table I below.

g i
1 sl2k slk ⊕ slk
2 sl2k−1 slk ⊕ slk−1
3 sp8 sp4 ⊕ sl2 ⊕ sl2
4 sp6 sl2 ⊕ sl2 ⊕ sl2
5 e6 sl6
6 sl2n+1 sln+1
7 sl2n+1 sp2n

Table I: For each line, the embedding i ⊆ g is as described in [25, Section 6].

Proof We begin by proving (i), and thus assume that (g, i) is not conjugate to a pair
in [25, Tables 1 or 2] for any ideal i ≤ h. Noting the particular classiûcation that each
table gives, we conclude that [hess , hess] cannot contain a non-zero semisimple ideal.
Hence, [hess , hess] = {0}; i.e., hess is abelian. Since hess is also reductive, one can
ûnd a Lie algebra automorphism of g that sends hess into t. his implies that (g, h) is
conjugate to a pair (g, h̃) satisfying h̃ess ⊆ t. We can therefore assume that hess ⊆ t.

Note that the inclusions {0} ⊆ hess ⊆ t yield a(g, t) ⊆ a(g, hess) ⊆ a(g, {0}),which
by Example 5.1 amounts to the statement t ⊆ a(g, hess) ⊆ a(g, {0}). At the same time,
the inclusion a(g, {0}) ⊆ t follows from how we deûned Cartan spaces in Section 5.1.
We conclude that

t = a(g, hess) = a(g, {0}).
Recalling the properties of hess discussed in Section 5.3, the ûrst equality implies that
t = a(g, h), and the second equality gives hess = {0}. he a-regularity of (g, h) now
follows from the fact that t ∩ greg ≠ ∅, completing our proof of (i).

To prove (ii),we ûrst assume that (g, [hess , hess]) is conjugate to a pair in Table I. If
hess is semisimple, i.e., [hess , hess] = hess, then a(g, [hess , hess]) = a(g, hess) = a(g, h).
his observation and an inspection of [25, Table 1] reveal that (g, h) is a-regular. If
hess is not semisimple, then (g, [hess , hess]) is conjugate to one of items 6 and 7 in
Table I, and hess has a non-trivial center z(hess). he result [25,heorem 1.3(c)] then
shows that

z(hess) ⊆ z ∶= z(zg([hess , hess])),
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where zg([hess , hess]) is the subalgebra of all elements in g that commute with every
element of [hess , hess] and z(zg([hess , hess])) is the center of this subalgebra. Noting
again that (g, [hess , hess]) is conjugate to item 6 or 7 in Table I, one uses [25, Table 2]
to see that a(g, [hess , hess] + z) has regular elements. Note also that

hess = [hess , hess] + z(hess) ⊆ [hess , hess] + z

implies
a(g, [hess , hess] + z) ⊆ a(g, hess) = a(g, h).

he previous two sentences together show that (g, h) is a-regular.
For the converse, we suppose that hess ≤ h is not the trivial ideal. he discussion

above implies that hess cannot be abelian, so that [hess , hess] ≤ h is a semisimple and
non-trivial ideal. It then follows fromLosev’s setup in [25] that [hess , hess] is conjugate
to a pair in [25, Table 1] or [25, Table 2]. Hence, there are three mutually exclusive
possibilities: (g, [hess , hess]) is conjugate to a pair in:
(a) [25, Table 1], but not to one in [25, Table 2];
(b) [25, Table 1] and [25, Table 2];
(c) [25, Table 2], but not to one in [25, Table 1].
In each instance, we simply use Losev’s tables to inspect all possible Cartan spaces
a(g, h) and determine whether each has a regular element.

We ûrst suppose that (a) holds. hen (g, h) is a-regular precisely when (g, hess) is
conjugate to one of the items 2 (with k = n/2, (n + 1)/2), 6 (with n = 4), 7 or 21 from
[25, Table 1]. hese pairs constitute the ûrst ûve lines of Table I.

Now suppose that (b) holds. hen (g, [hess , hess]) is conjugate to one of the items
1, 2 (with n/2 < k ≤ n − 2), 10 or 19 from [25, Table 1]. A case-by-case examination
reveals that (g, [hess , hess]) is not a-regular, i.e., a(g, [hess , hess]) ∩ greg = ∅. It then
follows from the inclusion a(g, hess) ⊆ a(g, [hess , hess]) that a(g, hess) ∩ greg = ∅.
Since a(g, hess) = a(g, h), this means that (g, h) is not a-regular.

We last suppose that (c) holds, in which case (g, [hess , hess]) is conjugate to item 6
or 7 in Table I. As argued above, the pair (g, h) is necessarily a-regular. ∎

For the last preliminary topic, let H be any reductive subgroup of our connected
semisimple groupG. he coordinate ringC[G/H] then decomposes into certain irre-
ducible, highest-weightG-modules, and the highestweights appearing in this decom-
position are the so-called spherical weights. hese weights form a ûnitely generated
semigroup Λ+(G ,H). With this in mind, we record the following immediate conse-
quence of [34, Proposition 5.14].

Lemma 5.16 If H is any closed, reductive subgroup of G, then a(g, h)∗ is spanned by
Λ+(G ,H).

5.5 The Classifications

We maintain the notation used in Section 5.3, and now address the classiûcation of
a-regular pairs (G ,H) (equivalently, a-regular pairs (g, h)) in each of the following
three cases: H is a Levi subgroup (Section 5.5.1), H is symmetric (Section 5.5.2), and
H is simultaneously reductive, spherical, and non-symmetric (Section 5.5.3). In each
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case, we reduce to the classiûcation of strictly indecomposable, a-regular pairs. We
list all conjugacy classes of such pairs in each of the cases 5.5.2 and 5.5.3, where the
notion of conjugacy class comes from Deûnition 5.14.

Remark 5.17 We emphasize that the classiûcation of strictly indecomposable pairs
works diòerently in each of the above-mentioned cases. In the case of Levi subgroups
H ⊆ G, the classiûcation is almost entirely based on Losev’s work [25]. his is in
contrast to the case of symmetric subgroups, in which we appeal to representation-
theoretic results about symmetric spaces. Several of these results are not applicable
to the case of a reductive spherical H ⊆ G, for which we instead harness the works of
Brion [7], Krämer [21], andMikityuk [28].

Remark 5.18 Note that every symmetric subgroup of G is reductive and spheri-
cal (see [34,heorem 26.14]). he techniques and arguments in Section 5.5.3 thereby
imply the classiûcation results in Section 5.5.2. Despite this, we believe that the
representation-theoretic approach taken in Section 5.5.2 is independently interest-
ing and worthwhile. Further distinctions between Section 5.5.2 and Section 5.5.3 are
discussed in Remark 5.21 and Example 5.25.

5.5.1 Levi Subgroups

Assume that H is a Levi subgroup of G, by which wemean that H is a Levi factor of a
parabolic subgroup P ⊆ G. It follows that h is a Levi factor of a parabolic subalgebra
p ⊆ g. Now let g = g1 ⊕ ⋅ ⋅ ⋅ ⊕ gn be the decomposition of g into its simple ideals
g1 , . . . , gn . he parabolic subalgebra p is then a sum of parabolic subalgebras pi ⊆ gi
for i = 1, . . . , n, implying that h is a sum of Levi factors hi ⊆ pi , i = 1, . . . , n. An
application of Lemma 5.10 then shows that (g, h) is a-regular if and only if (gi , hi)
is a-regular for all i = 1, . . . , n. It therefore suõces to assume that g is simple. Our
classiûcation then takes the following form.

Proposition 5.19 Assume that g is simple and that h is a Levi subalgebra of g with
hess ≠ {0}. he pair (g, h) is then a-regular if and only if it is conjugate to a pair in
Table II. In this table, l2 is any reductive subalgebra of sl2n+1 that satisûes the following
conditions: sln+1 ∩ l2 = {0}, l2 commutes with sln+1, and sln+1 ⊕ l2 is a Levi subalgebra
of sl2n+1.1

Proof We ûrst assume that (g, h) is conjugate to a pair in Table II. A case-by-case
analysis reveals that each pair in Table II is a-regular, implying that (g, h) is a-regular.
Conversely, assume that (g, h) is a-regular. Lemma 5.15(ii) then implies the ex-

istence of an ideal i in h for which (g, i) is conjugate to a pair in Table I. We will
therefore begin by ûnding the pairs in Table I for which this is possible. For each
such pair (r, j), we will subsequently ûnd the Levi subalgebras l ⊆ r that contain j as
an ideal. Note that (g, h) will then be conjugate to one of the pairs (r, l) arising in
this way. It will then suõce to observe that the aforementioned pairs (r, l) appear in
Table II.

1We are implicitly using the embedding sln+1 ⊆ sl2n+1 from line 6 of Table I.
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g l
1 sl2k s(glk ⊕ glk)
2 sl2k−1 s(glk ⊕ glk−1)
3 e6 sl6 ⊕C
4 sl2n+1 sln+1 ⊕ l2

Table II: Line 3 is to be understood as follows. Up to Lie algebra automorphism, e6
contains precisely one subalgebra isomorphic to sl6 ⊕ sl2 (see [11,heorem 5.5, Table
12, andheorem 11.1]). By choosing a Cartan subalgebra of sl2 and identifying it with
C, one obtains a unique automorphism class of subalgebras in e6 that are isomorphic
to sl6 ⊕ C. his turns out to be a class of Levi subalgebras in e6, and the reader can
take any of these to be the subalgebra l in line 3.

Let (r, j) be any of the pairs appearing in lines 3, 4, and 7 of Table I. Observe that
the Dynkin diagram of j is not a subdiagram in the Dynkin diagram of r. At the same
time, the Dynkin diagramof any ideal in a Levi subalgebra of gmust be a subdiagram
in the Dynkin diagram of g. It follows that (g, i) cannot be conjugate to (r, j) for any
ideal i ≤ h.

In light of the previous paragraph,we can restrict our attention to the pairs in lines
1, 2, 5, and 6 of Table I. Let (r, j) be any such pair, recalling that the embedding of
j into r is described in [25, Section 6] (cf. the caption of Table I). his description is
easily seen to imply that j is an ideal in a Levi subalgebra of r. If (r, j) is in one of
lines 1, 2, and 5 from Table I, then the Dynkin diagram of j uniquely determines a
Levi subalgebra l ⊆ r that contains j as an ideal. he pair (r, l) is recorded in Table II.
If (r, j) is in line 6 from Table I; i.e., r = sl2n+1 and j = sln+1, then there are several
Levi subalgebras l ⊆ r that contain j as an ideal. he Dynkin diagram of any such l is
a subdiagram in the Dynkin diagram of sl2n+1, and it contains the Dynkin diagram
of sln+1 as a connected component. It follows that l = sln+1 ⊕ l2 for some reductive
subalgebra l2 ⊆ sl2n+1 that satisûes the desired hypotheses. ∎

5.5.2 Symmetric Subgroups

Using the notation established in Section 5.1 and the introduction of Section 3, we
assume that the subgroupH ⊆ G is symmetric. hismeans thatH is anopen subgroup
of Gθ , the subgroup of ûxed points of an involutive algebraic group automorphism
θ ∶ G → G. It follows that (g, h) is a symmetric pair, i.e., h coincides with the set
of θ-ûxed vectors gθ ⊆ g for the corresponding involutive Lie algebra automorphism
θ ∶ g→ g.

Lemma 5.20 If h is any reductive subalgebra of g, then (g, h) is a symmetric pair if
and only if there exist strictly indecomposable symmetric pairs (gi , hi), i ∈ {1, . . . , n},
such that gi (resp. hi) is an ideal in g (resp. h) for all i and

(g, h) = (
n
⊕
i=1

gi ,
n
⊕
i=1

hi).
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Proof he backward implication follows from the following simple observation: if
(g1 , h1) and (g2 , h2) are symmetric pairs, then (g1 ⊕ g2 , h1 ⊕ h2) is also a symmetric
pair.

To prove the forward implication, assume that (g, h) is a symmetric pair and let
θ ∶ g → g be an involutive automorphism for which h = gθ . Note that each simple
ideal of g is either θ-stable or interchanged by θ with a diòerent simple ideal. We can
therefore identify g with

g⊕2
1 ⋅ ⋅ ⋅ ⊕ g⊕2

s ⊕ gs+1 ⋅ ⋅ ⋅ ⊕ gs+t

for simple Lie algebras g1 , . . . , gs+t , such that θ becomes the following map: (x , y)↦
(y, x) on each summand g⊕2

i and x ↦ θ j(x) on each summand g j ,where θ j ∶ g j ↦ g j
is an involutive automorphism. It follows that

h = gθ = diag(g1)⊕ ⋅ ⋅ ⋅ ⊕ diag(gs)⊕ gθ s+1
s+1 ⊕ ⋅ ⋅ ⋅ ⊕ gθ s+t

s+t ,

where diag(gi) ∶= {(x , y) ∈ g⊕2
i ∶ x = y} for all i ∈ {1, . . . , s}.

In light of the above, it suõces to prove that the symmetric pairs (g⊕2
i , diag(gi))

and (g j , g
θ j
j ) are strictly indecomposable for all i ∈ {1, . . . , s} and j ∈ {s+ 1, . . . , s+ t}.

he strict indecomposability of the latter pair follows from the fact that g j is
simple. Now observe that the simplicity of gi ≅ diag(gi) implies that (g⊕2

i , [diag(gi),
diag(gi)]) = (g⊕2

i , diag(gi)). It follows that (g⊕2
i , diag(gi)) is strictly indecompos-

able if and only if it is indecomposable. However, since diag(gi) is simple, the decom-
posability of (g⊕2

i , diag(gi)) would entail diag(gi) being contained in a proper ideal
of g⊕2

i . his is not possible,meaning that (g⊕2
i , diag(gi)) is indeed strictly indecom-

posable. he proof is complete. ∎

Remark 5.21 One immediate consequence is that every indecomposable symmet-
ric pair (g, h) is strictly indecomposable. his is not true of an arbitrary reductive
spherical pair (g, h) (see Example 5.25).

Together with Lemma 5.10, Lemma 5.20 reduces the classiûcation of a-regular
symmetric pairs to the classiûcation of a-regular, strictly indecomposable symmet-
ric pairs. Let (g, h) be a pair of the latter sort, and let (G ,H) denote an associated
pair of groups. Let us also consider an involutive automorphism θ∶g → g satisfying
h = gθ . his forms part of the eigenspace decomposition g = h ⊕ q, where q ⊆ g is
the −1-eigenspace of θ. One can then ûnd amaximal abelian subspace c ⊆ q,meaning
that c is a vector subspace of q that ismaximalwith respect to the following condition:
c is abelian and consists of semisimple elements in g (cf. [33, Corollary 37.5.4]).

Now recall our discussion of the generic stabilizer H∗ ⊆ H and its Lie algebra
h∗ ⊆ h (see Sections 5.2 and 5.3). At the same time, let zh(Y) denote the subalgebra
of all x ∈ h that commute with every vector in a subset Y ⊆ g.

Lemma 5.22 We have h∗ = zh(c).

Proof he H-module isomorphisms h⊥ ≅ g/h ≅ q imply that H∗ is a generic stabi-
lizer for the H-action on q. Note also that H ⋅ c ⊆ q is dense (see [33, Lemma 38.7.1])
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and constructible. It follows that h∗ = zh(c) for all c in an open dense subset c1 ⊆ c.
At the same time, there exists an open dense subset c2 ⊆ c with the property that
zh(c) = zh(c) for all c ∈ c2 (see the proof of [33, Proposition 38.4.5]). Hence, h∗ =
zh(c), as desired. ∎

Remark 5.23 With Remark 5.5 in mind, one can phrase Lemma 5.22 as follows:
zh(c) represents the conjugacy class of Lie algebras of generic stabilizers for the H-
action on h⊥.

We now explain the classiûcation of a-regular, strictly indecomposable symmetric
pairs (g, h). Up to conjugation (see Deûnition 5.14), such pairs are parametrized by
Satake diagrams (see [34, Section 26.5]). he Satake diagram for a symmetric pair
(g, h) is the Dynkin diagram of g, together with extra decorations that encode the
associated involution θ ∶ g → g. Part of this decoration consists of painting some of
the nodes black; these are precisely the simple roots of zh(c). At the same time, recall
that Lemma 5.22 identiûes zh(c) with h∗. Appealing to Corollary 5.6, we see that the
a-regularity of (g, h) is equivalent to the Satake diagram of (g, h) having none of its
nodes painted black. his leads to the following result.

Proposition 5.24 A strictly indecomposable symmetric pair (g, h) is a-regular if and
only if it is conjugate to one of the pairs in Table III. In this table, s denotes any simple
Lie algebra.

g h
1 sln son
2 sl2n+1 sln+1 ⊕ sln ⊕C

sl2n sln ⊕ sln ⊕C
3 so2n+1 son+1 ⊕ son

so2n son ⊕ son
so2n son−1 ⊕ son+1

4 sp2n gln
5 e6 sp8
6 e6 sl6 ⊕ sl2
7 e7 sl8
8 e8 so16
9 f4 sp6 ⊕ sl2
10 g2 sl2 ⊕ sl2
11 s⊕ s diag(s)

Table III:he embeddings h ⊆ g are obtained from [21, Table 1], which describes each
embedding on the level of algebraic groups.

Proof Following the discussion above, we only need to list the symmetric pairs
whose Satake diagrams have no black nodes. hese diagrams can be found in [34, Ta-
ble 26.3], and the result follows from an inspection of this table. ∎
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5.5.3 Reductive Spherical Subgroups

Using the notation in Section 5.1 and the introduction of Section 3, we additionally
assume that (G ,H) and (g, h) are reductive spherical pairs. his means that H is a
reductive spherical subgroup of G; i.e., H is reductive and B has an open orbit in
G/H. Note that this is equivalent to h being a reductive subalgebra of g satisfying
b̃ + h = g for some Borel subalgebra b̃ ⊆ g (see [34, Section 25.1]). We will sometimes
also require (G ,H) and (g, h) to be non-symmetric, noting that the classiûcation in
Section 5.5.2 renders this a harmless assumption.

Example 5.25 In contrast to the situation considered in Remark 5.21, an inde-
composable reductive spherical pair need not be strictly indecomposable. Set g =
sln+1 ⊕ sl2 and let h ⊆ g be the image of

sln ⊕CÐ→ g, (A, t)z→ (diag(A+ tIn ,−nt), diag(t,−t)), (A, t) ∈ sln ⊕C .

his is an indecomposable spherical pair, but it is not strictly indecomposable.

Remark 5.26 he strictly indecomposable reductive spherical pairs (G ,H) have
been classiûed by Krämer [21] for G simple, and by Mikityuk [28] and Brion [7] for
G semisimple.

We begin by assuming that our reductive spherical pair (G ,H) is strictly indecom-
posable. Nownote thatLemma 5.16 allows us to investigate a-regularity viaΛ+(G ,H),
and the case-by-case analyses of [21] thereby become important. he aforementioned
reference gives explicit semigroup generators of Λ+(G ,H) if G is simple. If G is only
semisimple, then a description of Λ+(G ,H) can be obtained from [3, Table 1] as fol-
lows. If h has a trivial center, then generators of Λ+(G ,H) are given in [3, Table 1]. If
h has a non-trivial center, then [3, Table 1] provides a ûnite set {(λ1 , χ1), . . . , (λs , χs)}
of generators for the so-called extended weight semigroup of (G ,H). he λ i are dom-
inant weights for G and the χ i are characters of H. he weight semigroup Λ+(G ,H)
identiûeswith the collection of all points in the extendedweight semigroup that have
the form (λ, 0). his amounts to the following statement: a dominant weight λ be-
longs to Λ+(G ,H) if and only if λ = ∑s

i=1 n iλ i for some non-negative integers n i
satisfying∑s

i=1 n i χ i = 0. Together with an inspection of [21, Table 1] and [3, Table 1],
this discussion yields the following fact.

Lemma 5.27 If (G ,H) is a strictly indecomposable reductive spherical pair that is
not symmetric, then (G ,H) is a-regular if and only if (g, h) is conjugate to a pair in
Table IV.

TogetherwithProposition 5.24, this result classiûes the a-regular, strictly indecom-
posable reductive spherical pairs. A natural next step is to study the indecomposable
reductive spherical pairs that are a-regular, for which we need the following lemma.

Lemma 5.28 Let (g, h) be a strictly indecomposable reductive spherical pair. If
(g, [h, h]) is a-regular, then (g, h) is a-regular.
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g h
1 sl2n+1 sln+1 ⊕ sln
2 sl2n+1 sp2n ⊕C
3 sl2n+1 sp2n
4 so2n+1 gln
5 sln+1 ⊕ sln sln ⊕C
6 son+1 ⊕ son son
7 sln ⊕ sp2m gln−2 ⊕ sl2 ⊕ sp2m−2

(n = 3, 4, 5,m = 1, 2)
8 sln ⊕ sp2m sln−2 ⊕ sl2 ⊕ sp2m−2

(n = 3, 5,m = 1, 2)
9 sp2m ⊕ sp2n sp2n−2 ⊕ sp2 ⊕ sp2m−2

(m, n = 1, 2)
10 sp2n ⊕ sp4 sp2n−4 ⊕ sp4

(n = 3, 4)
11 sp2ℓ ⊕ sp2m ⊕ sp2n sl2ℓ−2 ⊕ sp2m−2 ⊕ sp2n−2 ⊕ sp2

(ℓ,m, n = 1, 2)
12 sp2n ⊕ sp4 ⊕ sp2m sp2n−2 ⊕ sp2 ⊕ sp2 ⊕ sp2n−2

(n,m = 1, 2)

Table IV: he embeddings h ⊆ g are obtained from [21, Table 1] and [7, heorem 0],
which describe each embedding on the level of algebraic groups.

Proof he statement is obviously true if h is semisimple, so we assume h to be non-
semisimple. Let us prove the statement by contraposition, assuming that (g, h) is a
strictly indecomposable reductive spherical pair that is not a-regular. At the same
time, h being non-semisimple and an inspection of [34, Table 26.3], [21, Table 1], and
[3, Table 1] reveal that (g, h) is conjugate to one of the pairs in TableV below. It there-
fore suõces to prove the following claim: if (g, h) is conjugate to a pair in Table V,
then (g, [h, h]) is not a-regular.

g h
1 slp+q (∣p − q∣ > 1) slp ⊕ slq ⊕C
2 so2n gln
3 e6 so(10)⊕C
4 e7 e6 ⊕C
5 sp2n (n > 2) sp2n−2 ⊕C
6 so10 so7 ⊕ so2
7 sln ⊕ sp2m (n > 6 or m > 2) gln−2 ⊕ sl2 ⊕ sp2m−2

Table V: he embeddings h ⊆ g are as described in [21, Table 1] and [7, heorem 0],
where they are given as embeddings of the corresponding algebraic groups.

Suppose that (g, h) is conjugate to a pair in lines 1, 2, 3, or 7 of TableV. It then fol-
lows that (g, [h, h]) is a strictly indecomposable reductive spherical pair, as it appears
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in at least one of the classiûcations of Krämer [21], Mikityuk [28], and Brion [7]. At
the same time, one can verify that (g, [h, h]) is not conjugate to a pair in Table III or
Table IV. Proposition 5.24 andLemma 5.27 then imply that (g, [h, h]) isnot a-regular.

Now assume that (g, h) is conjugate to one of the remaining pairs in Table V. Let
(G ,H) be a corresponding reductive spherical pair of groups, and let us take G to
be simply-connected. We note that [34, Table 10.2] then provides explicit generators
of Λ+(G , [H,H]). It is now straightforward to apply Lemma 5.16 and conclude that
(g, [h, h]) is not a-regular. ∎

We now study the a-regular, indecomposable reductive spherical pairs. Let (g, h)
be an indecomposable reductive spherical pair and note that (g, [h, h]) has the fol-
lowing form (cf. Remark 5.11):

(g, [h, h]) = (
n
⊕
i=1

gi ,
n
⊕
i=1

h̃i),

where for all i ∈ {1, . . . , n}, h̃i is a semisimple ideal in [h, h], gi is a reductive ideal in g
containing h̃i , and (gi , h̃i) is indecomposable. Note that each pair (gi , h̃i) is actually
strictly indecomposable, owing to the fact that h̃i is semisimple.

Let π i ∶g → gi denote the projection onto the i-th factor and set zi ∶= π i(z(h)),
where z(h) is the center of h. It is clear that zi is reductive and that it commutes with
h̃i , from which we conclude that hi ∶= h̃i ⊕ zi ⊆ gi is a reductive subalgebra. Now set

h ∶=
n
⊕
i=1

hi ⊆ g.

It follows by construction that [h, h] ⊆ h and z(h) ⊆ ⊕n
i=1 zi ⊆ h, implying that h ⊆ h

and b̃ + h ⊆ b̃ + h for any Borel subalgebra b̃ ⊆ g. Since (g, h) is a reductive spherical
pair, the previous sentence shows (g, h) to be a reductive spherical pair. Our next
result establishes that (gi , hi) is a reductive spherical pair for all i ∈ {1, . . . , n}.

Lemma 5.29 Let (g, h) be an indecomposable reductive spherical pair and use the
notation from above. hen (gi , hi) is a strictly indecomposable reductive spherical pair
for all i ∈ {1, . . . , n}.

Proof Since (g, h) is spherical, there exists a Borel subalgebra b̃ ⊆ g satisfying b̃+h =
g. he decomposition g = g1 ⊕ ⋅ ⋅ ⋅ ⊕ gn gives rise to a decomposition of the form
b̃ = b1 ⊕ ⋅ ⋅ ⋅ ⊕ bn , where bi is a Borel subalgebra of gi for all i ∈ {1, . . . , n}. Now note
that bi + hi = gi for all i ∈ {1, . . . , n} if and only if b̃ + h = g. Recalling that (g, h)
is a reductive spherical pair, the previous sentence implies that (gi , hi) is a reductive
spherical pair for all i ∈ {1, . . . , n}.

To complete the proof,we observe that [hi , hi] = h̃i for all i ∈ {1, . . . , n}. he strict
indecomposability of (gi , hi) thus follows from the indecomposability of (g, h̃i). ∎

We can now relate the a-regularity of (g, h) to that of (g, h).

Proposition 5.30 Let (g, h) be an indecomposable reductive spherical pair and use
the notation from above. hen (g, h) is a-regular if and only if (g, h) is a-regular.
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Proof he inclusion of subalgebras [h, h] ⊆ h ⊆ h implies the inclusion of
Cartan spaces a(g, h) ⊆ a(g, h) ⊆ a(g, [h, h]), from which we deduce the backward
implication.
For the forward implication, suppose that (g, h) is a-regular. he inclusion

a(g, h) ⊆ a(g, [h, h]) then shows (g, [h, h]) to be a-regular, which is equivalent to all
of the strictly indecomposable pairs (gi , h̃i) being a-regular (see Lemma 5.10). Since
(gi , hi) is a strictly indecomposable reductive spherical pair (see Lemma 5.29) with
[hi , hi] = h̃i , Lemma 5.28 implies that (gi , hi)must be a-regular. It then follows from
Lemma 5.10 that (g, h) is a-regular. ∎

We now connect this discussion of a-regularity for indecomposable reductive
spherical pairs to the overarching objective—a classiûcation of a-regular reductive
spherical pairs. he following lemma is a crucial step in this direction.

Lemma 5.31 If h is any reductive subalgebra of g, then (g, h) is a reductive spher-
ical pair if and only if there exist indecomposable reductive spherical pairs (gi , hi),
i ∈ {1, . . . , n}, such that gi (resp. hi) is an ideal in g (resp. h) for all i and

(g, h) = (
n
⊕
i=1

gi ,
n
⊕
i=1

hi).

Proof By virtue of Remark 5.11, one can ûnd indecomposable pairs (gi , hi) satisfy-
ing the above-advertised properties. he proof then becomes entirely analogous to
that of Lemma 5.29. ∎

he classiûcation of a-regular reductive spherical pairs is now described as follows.
By virtue of Lemmas 5.10 and 5.31, it suõces to classify the indecomposable reductive
spherical pairs that are a-regular. We thus suppose that (g, h) is any indecomposable
reductive spherical pair. If (g, h) is strictly indecomposable, then it is a-regular if and
only if it is conjugate to a pair in Table III or Table IV. If (g, h) is not strictly inde-
composable, then we consider the associated pair (g, h). he a-regularity of (g, h) is
then equivalent to that of (g, h) (see Proposition 5.30). his is in turn equivalent to
every strictly indecomposable pair (gi , hi) being a-regular (see Lemma 5.10), which
can be assessed via Tables III and IV.

Remark 5.32 Onemight ask about the feasibility of classifying the a-regular reduc-
tive spherical pairs (G ,H) satisfying cG(G/H) > 0. he complexity-one case might
be tractable, largely because the papers [2, 31] classify all strictly indecomposable re-
ductive spherical pairs (G ,H) with cG(G/H) = 1. One can thereby determine which
of the strictly indecomposable, complexity-one pairs are a-regular. In analogy with
Sections 5.5.2 and 5.5.3, this might imply a classiûcation of all reductive spherical
(G ,H) with cG(G/H) = 1. he case of cG(G/H) > 1 remains unclear to us.
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