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ABSTRACT. The structure of stated preference questions to value consumption from
public infrastructure can vary depending on the conditions of consumption facing the
household. Specifically, a good could be offered as a quasi-public or quasi-private good.
This paper demonstrates how consumption from two alternative electricity allocation
options can be valued using two types of stated preference questions. Since surveyed
households were asked two types of questions, the authors develop a joint model of a
contingent valuation question and a contingent quantity behavior response that allows
for correlation in error terms across models. In their application to two villages in
Rwanda, the authors find higher WTP for electricity consumed as a quasi-private good
rather than a quasi-public good, with four hours of electricity per day, only in the evening.
They also find correlation in the error terms across the two models, suggesting that their
joint estimator is more efficient than estimating each model individually.

1. Introduction
In the developing world, the use of improved infrastructure, includ-
ing electricity, has the potential to accelerate economic development and
improve livelihoods (Khandker et al., 2012, 2013). Electricity can have sub-
stantial impacts on productivity and incomes as well as education, health
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and gender outcomes (Cabraal et al., 2005; Dinkelman, 2011). The World
Bank (2015) reports that 1.6 billion people, mostly in Africa and Southeast
Asia, do not have access to electricity. Therefore, there exists an opportu-
nity to stimulate economic development through electrification, especially
in rural areas. While recent technological innovations have decreased the
cost of electricity provision, in order to expand access efficiently investors
and governments must consider how the benefits derived from electric-
ity infrastructure depend on whether there are any constraints placed on
household consumption of electricity. The purpose of this paper is twofold.
First, we quantify the willingness to pay (WTP) for electricity consump-
tion in remote rural villages in Rwanda under two different allocation
options. Secondly, we propose a method to jointly estimate the responses
from multiple stated preference questions that can improve the efficiency
of econometric estimates.

In remote regions of Sub-Saharan Africa, many households do not have
access to electricity within their villages, and instead must walk long dis-
tances to access it (Bensch et al., 2011). As a result, even if a WTP for
electricity services within a village exists, it is difficult to quantify using
data on revealed demand. In some cases it may be feasible to transfer
demand estimates from one region to another, but this may not be appro-
priate for the most remote regions because demand is likely to differ
from electrified areas. This means that stated preference methods (Champ
et al., 2012) can provide important information about household WTP for
consumption of public services in contexts where they are not currently
provided. In this paper, we take advantage of a unique data set in which
rural Rwandan households were asked both a payment card contingent
valuation (CVM) question (Mitchell and Carson, 2013) to elicit household
WTP for a fixed quantity of electricity, and a contingent quantity behavior
(CB) question (Grijalva et al., 2002) that asked for a quantity of electric-
ity they would choose to consume at alternative fixed prices. The two
types of stated preference questions allow for a valuation of electricity con-
sumption provided as a public good where all households consume the
same quantity at the same time, as well as a private good where house-
holds can choose quantities and when to consume, but must pay a fixed
marginal price.

In the rural Rwandan setting of this study, different electricity options
discussed with communities resemble different types of economic goods.
Under each option, households gain access to electricity but the quantity
available for consumption and the timing vary. For example, without a
system of measurement (i.e., meters), electricity consumption can resem-
ble a public good for all connected households during the hours in which
electricity is generated. During times when generation occurs, a house-
hold with a connection can consume as much electricity as desired, limiting
the excludability of the electricity good. If the system has the appropriate
size to provide electricity quantities that meet demand, the consumption
behavior of one household does not diminish the quantity of electricity
available for others to use. On the other hand, if the system is heavily used,
it may become rival, leading it to have the properties of a common property
resource. We refer to this situation as quasi-public electricity consumption,
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and consider the case where a household can access electricity at a zero
marginal price for a fixed number of hours in the evening (see Broadbent,
2014 or Elbakidze et al., 2014 for a discussion of the distinction regarding
quasi-public goods).

On the other hand, if households have meters and pay for electricity
on a per-unit basis, electricity consumption resembles a private good. In
this paper we explore WTP differences across these ways of administer-
ing infrastructure. Others have explored the distinction between public
and private goods and how the features of such goods influence the
WTP for them. In particular, Shah (1992) tests for the effect of ‘public-
ness’ versus ‘privateness’ on the productivity of public infrastructure (e.g.,
transportation and electricity) in Mexico.

There may be supply/cost conditions that make one of these two options
more cost effective than the other. If, after starting up a power station,
it is technically difficult or extremely expensive to vary the generation,
then a fixed number of hours of electricity per day at the same time
could be more cost effective. If the generation capacity can be ramped
up and down quickly, then allowing consumers to choose when and
how much electricity to consume may be feasible. Also, in remote vil-
lages, electricity storage (e.g., batteries) may be necessary to allow solar
power to provide a continuous supply of electricity to be purchased when
needed.

Many researchers have combined revealed and stated preference data to
estimate demand for non-market goods (Adamowicz et al., 1994; Cameron
et al., 1996; Alberini et al., 2007). Here, we jointly estimate CVM payment
card WTP and CB models to measure the WTP for electricity consumption
under two different types of supply arrangements in rural Rwanda. Results
suggest much higher values for flexibility in the timing and quantity of
electricity use, much like a private good. In addition, joint estimation of
multiple stated preference models could have wide applicability in other
valuation contexts, including public infrastructure, environmental quality
and habitat protection.

In the following section we discuss the Rwandan context and provide
background on the use of stated preference data. We then describe our sur-
vey and the CVM and CB questions. An econometric model is developed to
estimate the two models in a joint framework. Finally, results are discussed
and hypotheses are offered for why demand estimates differ across the two
stated preference techniques.

2. Background on valuation of electricity consumption in developing
countries
The scarcity of financial resources in many developing countries means
that investment in electrification can have a high opportunity cost. While
high costs have prevented the electrification of remote, rural areas through-
out Sub-Saharan Africa, governments and private investors have an
interest in finding economically viable solutions to increase electrifica-
tion (Banerjee et al., 2014). In practice, central grid expansion often faces
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prohibitively high costs that prevent expansion to remote rural areas
(Reiche et al., 2000). As a result, off-grid solutions have been proposed that
include household solar units (Miller and Hope, 2000), biogas (Kanase-Patil
et al., 2010) and village-level microgrids (MGs; Brent and Rogers, 2010). Pro-
jecting the intensity of use of electricity in rural areas can inform the design
and deployment of this type of solution.

While a WTP for electricity consumption likely exists throughout rural
areas of the developing world, few studies have estimated the quantities
demanded. Stated preference methods have been used in the developing
world to value public environmental goods (Whittington, 1998) as well as
infrastructure. Despite the use of stated preference tools that focus on the
valuation of public goods, infrastructure use often has many characteristics
of private goods. Abdullah and Mariel (2010) measure a WTP for electric-
ity service improvements through decreased outages, and Abdullah and
Markandya (2012) and Kalisa (2014) measure a WTP for access to electric-
ity services. Yet little research attempts to capture the quantity of a service
that households would demand given that they face a marginal cost for the
service. Since the consumption of electricity often requires a marginal pay-
ment for its use, stated preference methods that measure only the WTP for
access to electricity may not adequately capture the quantity demanded for
electricity as a private good.

In this study we use stated preference methods to compare the WTP
for a fixed quantity of electricity at a given time, with the WTP implied
by the amount of electricity households would choose to consume at
different prices. The first method provides a fixed quantity of electric-
ity to a village as a public good. During a fixed time window (e.g., the
evening), all households in the village consume electricity without addi-
tional payment. The rest of the time, power is not generated (or is stored).
This setup has been discussed in focus groups with rural village house-
holds in Rwanda, where the population is familiar with cooperative busi-
ness structures and has expressed a preference for egalitarian electricity
access.

The second strategy allows for continual electricity consumption within
a village but with a fixed price per unit used. This arrangement more
closely resembles the way in which central grid electricity is allocated in
Rwanda.1 Under this method, electricity consumption resembles a pri-
vate good that households can purchase. Importantly, households face no
constraint on when they use electricity or how much they use.

We estimate a WTP for both forms of electricity consumption using sur-
vey data from rural Rwanda. We use a method to estimate WTP from
a payment card (Champ et al., 2012) using interval regression (Cameron
et al., 1996) and compare it to a CB question using a random effects model.
Our joint estimation method has broad applications for stated preference
methods. If individuals respond to two stated preference questions, it
is possible to jointly estimate models that use the respondents’ series of
survey responses.

1 Typically, electricity quantities are pre-purchased.
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2.1. Electricity demand
While households in rural areas of Sub-Saharan Africa are often cash poor
(Ali and Thorbecke, 2000), they are likely to have a WTP for electricity. This
WTP is driven by several key beneficial uses of electricity in rural areas.
First, households currently use candles and lanterns for light (Bensch et al.,
2011). Electricity could displace some of this expenditure while improving
indoor air quality. Next, most (>85 per cent in our study villages) house-
holds in rural Rwanda own mobile phones and batteries for other devices
that they pay someone in other villages to charge. Given high per-kWh
prices and long travel distances to access energy, providing electricity in
the residence can bring significant time and money savings. Finally, elec-
tricity has many productive uses in rural areas. In some cases, water can
be pumped to more central locations or used for irrigation. In our study
villages, households expressed interest in using electricity to process crops
to sell throughout the year and to start non-agricultural businesses.

Other studies have used central grid expansion to assess the impacts of
rural electrification. For example, Khandker et al. (2012) find an increase
in income of about 20 per cent for electrified households in Bangladesh.
Consistent with this, Khandker et al. (2013) find an increase in income that
exceeds 20 per cent in Vietnam, and also highlight that richer households
are more likely to consume electricity for productive uses. They point out
that electrification impacts can spill over to non-electrified households in
electrified villages as well. Lipscomb et al. (2013) find evidence that elec-
trification in Brazil led to reduced poverty, increased employment and
higher home values. Dinkelman (2011) demonstrates that electrification in
rural South Africa increased female employment (outside the home) by
13.5 per cent.

Caution must be used when extrapolating results from historical grid
expansions to remote rural village electrification. Remote villages may dif-
fer in ways including access to markets, initial incomes and wealth, and
even education levels. Nevertheless, we use the results of these studies to
inform our empirical specifications and use a stated preference approach
to value electricity consumption in remote areas. In constructing our stated
preference survey questions, we attempt to minimize the biases associated
with these methods. For example, hypothetical bias can affect estimates
produced using stated preference methods (Murphy et al., 2005). Because
the questions being asked in the survey do not require respondents to
make actual tradeoffs, they may lack an incentive to answer truthfully. To
avoid this bias, we frame survey questions in ways to make responses more
consequential (details in section 3).

In addition to this concern, households without electricity may not know
the potential uses for it. However, rural Rwandan consumers are famil-
iar with electricity because they travel frequently to electrified towns for
market activities and to charge mobile phones and other batteries (e.g., for
flashlights or radios).

Based on the evidence from studies of central grid electricity, we hypoth-
esize that the WTP for electricity should be driven by several house-
hold characteristics. First, because electricity is likely a normal good
that requires cash to purchase, households with higher cash incomes
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should demand more. Next, because electricity can displace current energy
expenses, household WTP should increase with current energy expendi-
ture. Electricity can also save travel time so those households that currently
travel further to get electricity may have a higher WTP for in-home elec-
tricity. Because of concerns about exposing children to pollution from
conventional lighting, we also hypothesize that a household with more
children may have a higher demand. Finally, households that want to
use electricity for production and other activities may also have a higher
electricity demand. Because households currently do not have access to
electricity, they do not currently own the capital to use the electricity. There-
fore, we test if the stated intention to use electricity for these purposes
influences electricity demand. Finally, we control for factors such as the age
and gender of respondents. These hypotheses are tested in the electricity
demand models developed in the empirical section of this paper.

3. Survey and data description
Our study takes place in rural Rwanda, where electrification rates remain
low (7.7 per cent in 2012, according to the World Bank World Develop-
ment Indicators Database (WDI)). At the federal level in Rwanda, officials
have set ambitious targets for electrification, including increasing overall
electrification rates from approximately 20 per cent of the population to
70 per cent by 2018 (Government of Rwanda, 2015). According to Rwan-
dan planning documents (Government of Rwanda, 2015), 22 per cent of
the electrified population will not receive the benefit of central grid elec-
tricity. Instead, off-grid solutions such as MGs and solar units will provide
electricity to this part of the population. Making progress towards these
ambitious goals will rely on both private and public sector investment. An
understanding of the demand for different types of electricity consump-
tion can help inform the appropriate administration of both publicly and
privately administered remote electricity infrastructure in Rwanda.

With the goal of measuring the potential benefits of rural electrification
in Rwanda, a survey was carried out in two villages during the summer of
2014 (see Manning et al., 2015, for details).2 Before the survey was imple-
mented, it was tested with rural households in other villages, as well as
with community leaders in the selected villages.3 The survey consisted of
questions about household socio-economics, demography, current energy
use and priority uses of electricity. Finally, two stated preference ques-
tions elicited respondent WTP for electricity quantities delivered in two
different ways.

The Rwandan Ministry of Infrastructure has mapped central grid plans
for the current expansion. Using this map, a region was identified that
will not receive central grid electricity for the next 5–10 years. The villages

2 For privacy reasons, an agreement with local leaders and the Rwandan Federal
Government requires village names to remain confidential.

3 We thank the Rural Development Interdiocesan Service for help with survey
administration.
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for this study were randomly selected from this region in the Muhanga
District. Therefore, despite the small sample of villages, they are represen-
tative of the remote villages least likely to receive central grid electrifica-
tion. The villages will receive MG electricity as part of a pilot project testing
an energy-based development program.

Currently, neither village has access to electricity in homes. Mountainous
terrain and poor roads make access to the villages challenging. The nearest
village electrified by the central grid is about 8 km and 20 km away, and the
nearest paved road is approximately 14 km and 41 km away from Village
A and Village B, respectively. Travel to the villages from the paved road by
car takes approximately 45 minutes and 2 hours, respectively (with the last
few kilometers requiring a vehicle with substantial clearance). When vil-
lage members need electricity, they travel to the nearest electrified village
to rent access to it. The most common use of electricity is charging mobile
phones, but households also pay to process agricultural output.

Village A has 112 households while Village B has 212. Individuals from
each village attended a meeting in the village center where individuals
from 100 households were asked to fill out a survey. In Village A the sur-
vey is nearly a census, while in Village B the first 100 individuals to arrive at
the village meeting received a survey, resulting in a quasi-random sample.
Survey administrators were available to assist if individuals had trouble
answering questions, and individuals were asked to respond on behalf of
their entire households. We limit our analysis to respondents that com-
pleted both the CVM and CB quantity questions. Therefore, our sample
consists of 31 observations from Village A and 22 from Village B, for a total
of 53 observations used in the statistical analysis (and response rates of 31
and 22 per cent, respectively). In Village A, 65 people responded to the CB
question while 89 answered the CVM question. In Village B, 43 individuals
filled out the CB question and 91 answered the CVM question. Therefore,
it is apparent that the CVM question had much higher response rates in
both villages, with around 90 per cent response rates, compared to 54 per
cent for the CB question. Several explanations exist for why the response
rates differed by such large amounts. First, the CVM question appeared
before the CB question in the survey. There is also some evidence that the
CB question was not as well understood, as some households responded
for less than all the prices presented, perhaps interpreting the question as a
‘choose one’ rather than responding to every price. Despite this, the major-
ity of respondents who completed the CB question indicated (weakly)
downward-sloping demand curves, suggesting that tradeoffs were made
as the question was answered.

While the sample sizes and response rates were lower than desired, the
averages of most socio-economic and demographic variables for those who
responded to both stated preference questions do not differ significantly
from the overall sample averages. Respondents that answered both ques-
tions did, however, come from smaller households with fewer children and
more traveling time (see table 1). A summary of the explanatory variables
used in this analysis appears in table 1. A comparison of household aver-
ages from the two villages reveals important heterogeneity across villages.
Households in Village B have higher cash incomes and almost double the
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Table 1. Summary of household responses for RHS variablesa

Did not
Answered answer

Significant both SP both SP Significant
Village A Village B difference questions questions difference

Monthly income
(US$)

58.39 111.11 *** 82.22 94.59
(29.64) (105.86) (78.45) (69.3)

Monthly energy
expenditureb

(US$)

7.28 11.98 ** 9.40 11.19
(6.34) (10.06) (8.51) (15.97)

Weekly hours
spent traveling

2.98 12.30 *** 7.19 4.04 **
(5.18) (17.51) (13.14) (7.53)

Number of
children in
school

1.85 1.48 1.68 2.43 **
(1.39) (1.75) (1.56) (2.51)

Household size
(number of
members)

4.00 3.82 3.91 4.57 **
(1.82) (1.89) (1.85) (1.96)

Highest educa-
tion (1 = none,
2 = primary,
3 = secondary,
4 = beyond)

1.90 1.85 1.88 1.88
(0.78) (0.44) (0.64) (0.59)

Age 44.58 38.61 ** 41.88 41.29
(13.89) (10.59) (12.78) (11.74)

Gender (per cent
male)

0.83 0.76 0.79 0.82
(0.38) (0.44) (0.41) (0.39)

Proportion with
each as a
priority
Production 0.38 0.15 ** 0.27 0.23

(0.49) (0.36) (0.45) (0.42)
Refrigeration 0.05 0.24 ** 0.14 0.10

(0.22) (0.44) (0.35) (0.3)
Agricultural
processing

0.23 0.52 *** 0.36 0.30
(0.42) (0.51) (0.48) (0.46)

Households 40 33 73 127

Notes: ∗∗∗ p < 0.01, ∗∗ p < 0.05.
aRWF is Rwandan Francs: 675 RWF = US$1.
bIncludes expenditure on candles, fuel and battery charging, including cell
phones.

expenditure on energy. Energy expenditures include purchases of candles,
fuel (kerosene and diesel), mobile phone charges and other battery charg-
ing. Other battery charging includes batteries used for flashlights, radios
and small lights used in the home.

Energy expenditure is found to be approximately 14 per cent of total
cash income, higher than the expenditure shares of 1–3 per cent reported
in Bacon et al. (2010) for rural households across the developing world,
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including Uganda and Kenya in Sub-Saharan Africa. This discrepancy can
partly be explained because we only measure cash income. We elicited
cash earnings so Monthly Income is a measure of revenue earned from
selling output on the market as well as any wages earned (there were
no remittances reported). It is not a net income measure, and is likely to
understate full household income because it does not count the value of
home consumption of agricultural production. As expected, our average
income estimates are much lower than the World Bank WDI measurements
for consumption per capita in Rwanda (our estimates imply an annual
per capita income of approximately US$194 compared with the WDI esti-
mate of US$343 in 2014, both expressed in 2005 US$). Higher income could
increase the demand for electricity because cash is required for purchases.

Currently, households travel to electrified towns where they can pur-
chase electricity through battery charging. While household members
travel to nearby villages for reasons other than charging (e.g., to buy and
sell agricultural produce on a market day), electricity in the home could
displace charging expenditure as well as reduce the number of trips to
town. This could save valuable time to be used in agricultural production
or other activities, including leisure. Village B spends significantly more
time traveling per week than Village A (consistent with longer distances to
electrified towns). The number of children enrolled in school did not differ
significantly across the villages.

The intended use of electricity may also influence a respondent’s WTP
for electricity. In both villages, lighting and mobile phone charging were
consistently the top priorities for electricity use. As seen in table 1, other
high priority uses differed across the villages. Village A had a higher pro-
portion of respondents who responded that household production was
a priority use of electricity. In Village B, a higher proportion responded
that refrigeration and agricultural processing were a priority. Each of these
activities would be likely to increase the demand for continuous access to
electricity relative to a household who plans to use electricity only for light.

The survey included two stated preference questions regarding elec-
tricity use and WTP. While households in the area are very familiar with
electricity and its potential uses, the exact quantity of electricity consumed
for different uses remains unknown. To overcome this challenge, we asked
respondents about a WTP for one electric plug in the household, with a
warning that plugging in multiple devices could cause the system to fail.
This means that estimates apply to the benefits from one plug. Quantity
consumed is measured in the number of hours of use. While imperfect,
this provides a way to capture the quantity of electricity in a stated prefer-
ence framework. This solution could pose a problem if household uses for
electricity vary widely. For example, if one household uses electricity for a
television while another uses it for one light bulb, we are valuing different
quantities of electricity, even if it is used for the same amount of time.

In addition to questions regarding the WTP for electricity, respondents
were asked to indicate the top five priority uses of electricity if they were
to gain access. Lighting and mobile phone charging are by far the most
common priority uses. When asked to choose the top priority, 90 per cent
of individuals chose lighting.
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To minimize hypothetical bias in the stated preference questions, we
take advantage of the surveyed villages’ participation in a rural electrifi-
cation program through MG electricity. Before the survey, villagers were
made aware of the MG program that would be implemented in the village.
By stating that responses would influence the design and delivery of MG
electricity, respondents have some incentive to answer accurately.

To minimize any strategic bias that would cause respondents to under-
state WTP, it was stated that if village WTP was too low, electrification
might not be feasible. The hypothetical bias towards overstating WTP is
minimized because households knew that responses could be used to set
the price of electricity in the village.

3.1. Contingent valuation for valuing four hours of electricity
The CVM question asked respondents to select the range of their maxi-
mum WTP per month for electricity every day between 6 pm and 10 pm
(question can be made available upon request). This is a payment card
CVM approach (Champ et al., 2012). The main drawback to this approach is
the potential for hypothetical bias. As mentioned above, the question was
framed in the context of a real electrification project in order to minimize
this bias. The advantage of this method is its simplicity in implementa-
tion as compared to the dichotomous choice method, which would have
required varying the dollar amount households were asked to pay across
villages. Given our budget, we could only sample households from two
villages, and with small sample sizes the dichotomous choice approach
is relatively statistically inefficient in terms of eliciting WTP compared to
the payment card method. In addition, in a small village, telling differ-
ent villagers that the program would cost them different amounts could
have caused friction in the community. Given these issues with applying
a dichotomous choice CVM in small remote rural villages, we chose the
payment card method over a method less prone to hypothetical bias which
would have required multiple survey versions.

In this setup, all households would have access to the same quantity of
electricity (in terms of hours and time of day). Each respondent indicated
the range within which their maximum WTP falls. The response to this
question is used to estimate household WTP for a fixed quantity and timing
of electricity for each household in a village. Consistent with electricity as
a normal good, a higher proportion of Village B, which has higher average
income, responded in ranges above 300 Rwandan Francs (RWF), or US$0.44
per month.

3.2. Contingent behavior quantities
To reflect an alternative electricity allocation mechanism, households were
also asked the quantity (hours per day) of electricity they would con-
sume at a fixed hourly price. Each respondent chose a quantity for five
prices ranging from RWF10 to 100 (US$0.015–0.15) per hour. Incomplete
responses were dropped from the sample. For reference, a 60-watt light
bulb consumes 0.06 kWh of electricity per hour. The price for this light
would range between US$0.25 and US$2.47 per kWh at the hourly prices
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provided. Given that grid electricity costs >US$0.25 per kWh in Rwanda,
this is a realistic range for electricity prices in remote regions. It is assumed
that households would have access to electricity for 30 days per month. If
individuals anticipate outages or days away from home, then this method
may overstate or understate the benefits. The estimate of the WTP for a
given hour could be biased down if there is uncertainty associated with the
reliability of the electricity (due to outages). On the other hand, we gener-
ate monthly WTP assuming that the household successfully uses electricity
for the daily electricity demand*30 days. If not all this demand is actually
used because of outages, this method overstates the quantity consumed as
well as the WTP. Again, the stated demand for electricity is much higher
in Village B than Village A. Responses to this question can be used to esti-
mate household electricity demand curves and WTP for given amounts of
electricity use.

To investigate the presence of protest responses to stated preference
questions, we explore the frequency of a respondent answering zero
demand for electricity. All respondents that answered both stated prefer-
ence questions indicated that they would purchase some electricity at least
at a low price. The five households who responded zero to the CVM ques-
tion indicated poverty as the reason for zero WTP. This is not considered a
protest response because it reflects their economic behavior, accounting for
a budget constraint. None of the respondents who indicated zero WTP on
the CVM question fully completed the CB question. Therefore, our analysis
is conditional on having positive demand for electricity.

4. Econometric model
In order to estimate the WTP for each type of electricity service or use
option, we construct a model that explains an individual’s response to the
two stated preference questions. The goal is to obtain the total WTP that
corresponds to four hours of daily consumption using both stated prefer-
ence methods. In practice, this represents the gross benefit of electricity. To
find net household benefits, electricity payments would be subtracted from
this quantity.

We first describe the two model specifications. While the two models can
be estimated separately, we propose a method for joint estimation of the
models that exploits the correlation in responses across questions because
the same individual responds to both questions. This method requires
construction of a joint likelihood function and could apply in other con-
texts where a survey elicits WTP in multiple ways. Using this seemingly
unrelated regressions (SUR) approach can result in an efficiency gain
because the inclusion of price in the CB question means the independent
variables vary across the models.

4.1. Econometric model for payment card CVM for fixed quantity and time
available
The payment card question asks households to provide a maximum WTP
interval. Following Cameron et al. (1996), we assume that household i ’s
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latent WTP, y∗
i j , can be expressed as:

y∗
i j = X ′

iβ + ui j (1)

where y∗
i j is the log of WTP for individual i , and Xi is a vector of household

characteristics that includes household income, electricity expenditure,
age, gender, household size, the number of children, and a village dummy
equal to 1 if a household resides in Village A. It also includes a series of
dummy variables that indicate if a household prioritizes different uses of
electricity. The index j refers to the price offered in the CB question, but for
the CVM question there is no variation within an individual across differ-
ent prices. This introduces (perfect) correlation between responses within
an individual, which we account for by clustering standard errors to be
robust to this correlation.

We want to model the probability that yi j falls between the given cut-
points ck and ck for interval k; ck is the lower bound of each interval in the
payment card, while ck is the upper bound. Assuming that ui j is distributed
normally with mean zero, then:

Pr
(
yi j ∈ [c k, c̄k

) = Pr
(

c k − X ′
iβ < y∗

i j < c̄k − X ′
iβ
)

(2)

We will model this probability jointly with the CB model to obtain esti-
mates for β, accounting for correlation across models. After estimating the
parameters of this model, household WTP can be obtained for each house-
hold by exponentiating the model predicted LHS variable. Village median
and average WTP estimates are compared with those from the CB model
described below.

4.2. Econometric model for contingent quantities of electricity at variable prices
Each respondent was also asked the daily quantity, qi j , of electricity the
household would use for a given price j . This question allows for the
calculation of the area under a demand curve but for a slightly dif-
ferent electricity good. It represents a different good because instead
of a fixed quantity and time of electricity consumption, households
can choose consumption levels and timing but must pay per unit
for the privately purchased electricity. We express the daily quantity
demanded as:

qi j = αi + β0 p j + Xi
′β1 + εi j (3)

where Xi is a vector of household characteristics (the same as the CVM
model), and p j is the hourly price of electricity. Each household responded
for five prices. If αi is a household random effect, this model can be
estimated using feasible generalized least squares (Cameron and Trivedi,
2005). If the transformed data is written q̃i j , X̃i , with error term, ε̃i j , we can
jointly estimate this model with the CVM model by assuming that ε̃i j and
ui j are distributed bivariate normal.
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Once parameter estimates are obtained, equation (3) can be solved for p j
to obtain a predicted inverse demand function for household i :

p = 1
β̂0

qi − β̂1

β̂0
Xi (4)

where hats indicate an estimated parameter and Xi includes the constant.
This function can be integrated from zero to four and multiplied by 30 days
to get a WTP estimate for a comparable quantity of electricity as in the
CVM question (four hours per day, 30 days per month). Note that the slope
is constant across all households in equation (4). In order to allow for flexi-
bility in this slope, price interactions with village and household-producer
indicators are also included. The total benefit of electricity is represented
by the integral over the estimated inverse demand function:

T Bi = 30
∫ 4

0

(
1
β̂0

qi − β̂1

β̂0
Xi

)
dqi . (5)

The total benefit calculated in equation (5) can be compared to the total
WTP predicted by the model in equation (1). This comparison values
the same quantity of electricity access (four hours of electricity use per
day) delivered in two distinct ways: a fixed four hours each day from
6–10 pm, or four hours a day at the user’s choosing throughout the day and
evening.

4.3. Joint estimation
Because the same individual is represented in both models, there is
the potential for efficiency gains from modeling ui j and ε̃i j jointly
(Petrolia et al., 2015). Specifically, the use of price and price interactions
in the CB model means that independent variables differ across the two
models, introducing an efficiency gain from a SUR approach. We there-
fore propose a method to jointly estimate the responses of the two stated
preference questions. We define the joint distribution of the model error
terms as:

(
ui j
ε̃i j

| Xi , p j

)
∼ N

[
0
0,

(
σ 2

1 σ12

σ21 σ 2
22

)]
= N [0, �] (6)

where ui j and ε̃i j are the error terms from each model, and σ12 captures the
covariance between the error terms in the two models. Let ρ be the correla-
tion coefficient between the error terms. If ρ differs significantly from zero,
there is an efficiency gain from estimating the two equations jointly.

To construct the joint likelihood function, we follow Roodman (2009).
Under the assumption of independence across observations (later relaxed),
the joint likelihood of an observation for individual i and price j with a
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realization in interval k can be expressed as:

Li j
(
βI , βRE , �; qi j , Xi , p j

) =
c̄k−X ′

i j β∫
ck−X ′

i j β

	(q̃i j − X̃ ′
iβRE , ui j ;�) dui j (7)

with 	 representing the bivariate normal probability distribution function.
For a given observation,

Li j
(
βI , βRE , �; qi j , Xi , p j

) =
∫

h−1(ŷi j)
	(ε̃i j , ui j ) dui j (8)

h−1 is derived from the function relating the observed outcome for the
interval regression to the underlying, latent WTP. Specifically, if Ok is a
given outcome, let:

yi j = g
(

y∗
i j

)
=

⎧⎪⎨⎪⎩
O1 i f c0 ≤ y∗

i j ≤ c̄0

. . .

OK i f cK ≤ y∗
i j ≤ c̄K

(9)

where yi j is the observed outcome when the true dependent variable is y∗
i j .

Define h
(
ui j
) ≡ g

(
X̃ ′

iβ + ui j

)
so that h−1 (yi j

) =
(

ck − X̃ ′
i jβ, c̄k − X̃ ′

i jβ
]
.

Taking the product of (8) across observations produces the likelihood
function:

L
(
βI , βRE , �; qi j , Xi , p j

) =
∏

i

∏
j

Li j
(
βI , βRE , �; qi j , xi j

)
(10)

Maximizing the log of this joint likelihood function by choosing the param-
eters for both models produces the jointly estimated model coefficients.

Note that observations within an individual are not independent in
this context. In the interval regression, each observation is repeated for
every price j . Therefore, we construct standard errors that allow for
correlation across j , but assume independence across i . To do this, let
l
(
βI , βRE , �; qi j , Xi , p j

) = ln
(
L
(
βI , βRE , �; qi j , Xi , p j

))
. In this case, the

maximum likelihood variance estimate becomes V̂ = (−A−1) B
(−A−1)

where A = l ′′
(
βI , βRE , �; qi j , xi j

)
.

Defining l ′
(
βI , βRE , �; qi j , xi j

) ≡ ∑
i
∑

j ri j
(
βI , βRE , �; qi j , xi j

)
, then

B = ∑
i
∑

j ri j
(
βI , βRE , �; qi j , xi j

)′
ri j
(
βI , βRE , �; qi j , xi j

)
. With a correctly

specified model and independent observations, −A−1 = B and the vari-
ance matrix V̂ collapses to equal −A−1 = B. In our case, −A−1 �= B because
of dependence across prices for an individual. To construct errors that are
robust to this correlation, standard errors are clustered within individuals
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and B is estimated as:

B =
∑

i

⎡⎣∑
jε f

ri j
(
βI , βRE , �; qi j , xi j

)⎤⎦′ ⎡⎣∑
jε f

ri j
(
βI , βRE , �; qi j , xi j

)⎤⎦ (11)

where the internal summations sum over each price level contained in clus-
ter f . Clustering at the individual level allows for each individual to belong
to a unique cluster.

To estimate the joint likelihood function, we use the user-written Stata
command CMP (conditional mixed process; Roodman, 2009) to estimate
the joint likelihood model presented above. The cross-sectional interval
regression data are stacked by individual to create N × 5 observations for
both models, and standard errors are clustered at the individual level to
allow for dependence across individual error terms for a given model.
To allow for comparison and to examine if there exist efficiency gains
from joint estimation, the models are estimated both jointly and separately.
Results are presented in the following section.

5. Results
The separate (equation-by-equation) and joint estimation results of both
models are presented in table 2. A few outcomes become apparent. First,

Table 2. Joint estimation of CVM and contigent behavior models

Equation-by-equation Joint
estimation estimation

(1) (2) (3) (4)
CVM–Maximum CB–Hours CVM–Maximum CB–Hours

WTP of use per day WTP of use per day

Interval Random Interval Random
VARIABLES regression effects regression effects

Price −0.0862∗∗∗ −0.0863∗∗∗
(0.0113) (0.0183)

Price*Village A 0.0666∗∗∗ 0.0666∗∗∗
(0.0136) (0.0258)

Price*HH
production

−0.0175 −0.0177
(0.0132) (0.0284)

Monthly energy
expenditure
(RWF)

5.45e-05∗ −7.13e-05 5.45e-05∗∗∗ −7.10e-05
(2.96e-05) (8.08e-05) (1.32e-05) (8.44e-05)

Monthly income
(RWFa)

5.06e-06 1.24e-05 5.03e-06∗∗∗ 1.23e-05
(3.86e-06) (1.42e-05) (1.72e-06) (1.10e-05)

Household size −0.287∗∗∗ −0.412 −0.287∗∗∗ −0.412

(continued)
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Table 2. (continued)

Equation-by-equation Joint
estimation estimation

(1) (2) (3) (4)
CVM–Maximum CB–Hours CVM–Maximum CB–Hours

WTP of use per day WTP of use per day

Interval Random Interval Random
VARIABLES regression effects regression effects

(0.110) (0.290) (0.0491) (0.308)
Age 0.00766 −0.0261 0.00768 −0.0260

(0.0129) (0.0357) (0.00574) (0.0354)
Male 0.116 2.528∗∗ 0.115 2.525∗∗

respondent (0.393) (1.054) (0.175) (1.083)
Weekly hours

traveling
0.00813 0.0807 0.00821 0.0807∗∗
(0.0127) (0.0569) (0.00564) (0.0364)

Number of
children in
school

0.177 0.173 0.177∗∗∗ 0.174
(0.123) (0.398) (0.0547) (0.338)

Refrigeration
priority

−0.119 −0.0709 −0.114 −0.0659
(0.496) (1.145) (0.221) (1.382)

Household
production
priority

−0.834∗∗ 2.161 −0.834∗∗∗ 2.170
(0.372) (1.564) (0.166) (1.543)

Agricultural
processing
priority

−0.0190 −0.961 −0.0178 −0.961
(0.337) (0.969) (0.150) (0.944)

Village A −0.909∗∗ −7.786∗∗∗ −0.904∗∗∗ −7.784∗∗∗
(0.365) (1.753) (0.162) (1.483)

Constant 5.842∗∗∗ 9.944∗∗∗ 5.840∗∗∗ 9.943∗∗∗
(0.736) (2.386) (0.328) (2.173)

Rho 0.271∗∗
(0.129)

Log likelihood −112.37 −883.65 −1443.47
Observations 69 345 345 345
Number of

households
69 69 69 69

Ln of Hours per Ln of Hours per
RWF day RWF day

Mean pre-
dicted
dependent
variable

5.38 4.18 5.38 4.26

Mean standard
error of
prediction

(0.481) (1.538) (0.214) (1.485)

Notes: Standard errors in parentheses. ∗∗∗ p < 0.01, ∗∗ p < 0.05, ∗ p < 0.1.
aRWF is Rwandan Franc; 675 RWF = US$1.

https://doi.org/10.1017/S1355770X16000103 Published online by Cambridge University Press

https://doi.org/10.1017/S1355770X16000103


Environment and Development Economics 805

the correlation between error terms in the two models, ρ, indicates that
efficiency gains exist from joint estimation. A positive ρ means that if a
respondent has higher than predicted WTP in the interval regression, s/he
is likely to also respond with a higher than expected number of hours of
electricity use at a given price. If demand for electricity of both types is cor-
related for the same individual, we would expect this positive correlation.
Nevertheless, the correlation is not perfect because the type of electricity
offered differs across the two models. A respondent who wants to use elec-
tricity for production, for example, may have a high WTP for continuous
electricity during the day, but not for the four hours per night. This implies
imperfect correlation across the error terms.

Notable increases in precision are found for coefficients on monthly
income and the number of children in the household. They become sig-
nificant in the interval regression when estimated jointly. Monthly energy
expenditure also becomes significant at the 1 per cent level when estimated
jointly. The coefficient on hours spent traveling per week becomes signif-
icant in the CB regression. This increase in efficiency means the average
standard error of the predicted dependent variables decreases in both mod-
els. The mean predicted dependent variable, along with the mean standard
error, are reported at the bottom of table 2. The standard error of the pre-
dicted WTP (in log of Rwandan Francs) decreases to around half through
the joint estimation. The standard error of predicted number of hours of
use per day also decreases when estimating the equations jointly. These
results translate into more precisely estimated benefits of electrification in
Rwanda. Importantly, the magnitude of WTP estimates is not sensitive to
the exact combination of explanatory variables included.

When comparing results across the two models, it becomes apparent that
different factors drive the WTP for electricity as a public or a private good.
First, income and energy expenditure significantly increase the WTP for
electricity as a public good that could only be used in the evening for activ-
ities such as lighting and mobile phone charging. On the other hand, the
current level of these variables does not significantly influence the number
of stated hours of use. This makes sense if business plans do not corre-
late with current income. If households can use electricity for productive
activities that require more continuous power, current income may not
determine the amount that could be afforded in the future. This is con-
sistent with the difference in sign of the coefficient on the indicator for
production as a priority. If a household wants to start a production busi-
ness (e.g., saw mill) that requires daytime electricity and sees electricity
delivery as an either/or decision, the WTP for four hours at night could
decrease. On the other hand, households with a lot of children are likely
to value the light in the evening that would allow students to study with
better light and cleaner indoor air. Consistent with this hypothesis, the
number of children in school significantly increases the WTP for four hours
of electricity in the evening (i.e., electricity as the public good). Across both
models, it becomes apparent that Village A has a lower WTP on average
than Village B.

In the CB model, most coefficients have the expected sign, with gen-
der and the number of hours traveling per week significantly affecting the
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intercept of the inverse demand curve. The coefficient on price is negative
and significant, and there is evidence that the slope differs by village but
not for those who want to use electricity for production. The point estimate
on the price interaction with the production household indicator suggests
more inelastic demand for households with production as a priority, as well
as an increase in the estimated inverse demand curve y-intercept. Surpris-
ingly, monthly energy expenditure has a negative coefficient estimate but it
is not significantly different from zero in the CB regression. If the quantity
demanded in this model is driven by expected future uses of electricity, this
may not displace current expenditure on energy.

Interestingly, the sign of the coefficient on household size is negative in
both models and significant in the CVM model. Theoretically, the impact
of this variable on electricity demand is ambiguous. As more people live
in a household, this could increase the demand for electricity, similarly to
how more children in school increase the demand for light. On the other
hand, a bigger household with working-age members in a setting with
imperfect labor markets leads to a lower shadow value of time. If electric-
ity saves labor in household and productive activities, this benefit will be
smaller for larger households. The negative impact of household size on
WTP here indicates that this labor effect dominates the increase in demand
for electricity as a household becomes larger.

Note that the number of children enrolled in school is highly correlated
with the size of the household, with a correlation coefficient of 0.56. Also,
children under 12 years of age make up the largest age group across all
households. Therefore, we estimate the same models presented in table 2
but excluding the variable measuring the number of children enrolled in
school. The marginal effects of other variables do not qualitatively change.4

Finally, the daily household inverse demand is integrated from zero to
four hours and multiplied by 30 days to obtain the WTP for 120 hours of
electricity from the CB model. We assume a household would stop con-
suming when the marginal benefit of electricity reaches zero, so the utility
from 120 hours is either the utility from four hours per day or 30 times
the WTP for the quantity that sets the marginal benefit equal to zero. This
occurs for many households in Village A where stated quantities are much
lower than in Village B. These households only receive the total benefit
from four hours of flexibly provided electricity at a price of zero. Table 3
presents WTP estimates from both models and it is apparent that the WTP
differs substantially across villages and types of electricity. Village B has
a higher average WTP and, for both villages, the average estimated WTP
differs by a large factor (Village A (B) mean WTP for flexible use is 37 (18)
times higher when electricity is valued as a private (CB) good). Clearly, the
estimated WTP using CB greatly exceeds the CVM WTP.

The results presented here demonstrate an efficiency gain to joint esti-
mation and a clear difference in estimated WTP across the two types of
electricity delivery, and we now explore possible explanations for this
discrepancy.

4 Results can be made available upon request.
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Table 3. Average monthly willingness to pay for four hours of electricity,
US Dollars∗

Fixed quantity and time Flexible use

Village A Village B Village A Village B

Mean WTP 0.19 0.97 6.90 17.56
Standard

deviation of
WTP

(0.12) (0.97) (4.59) (3.86)

Median WTP 0.15 0.67 6.74 17.84

Notes: WTP estimates are from the jointly estimated model.
∗675 RWF = US$1.

6. Discussion
Our results suggest a strong WTP premium for flexibility in the use of elec-
tricity in rural Rwanda. This means that when investors or policy makers
are designing electricity provision, flexibility and consistency in electric-
ity delivery could be economically preferred even at a higher cost. With
only four hours of electricity per day at a given time of day, households are
highly constrained. They can use electricity for light and battery charging
but not for productive activities during the day. On the other hand, with
more flexible use, households can use electricity when they choose. Mobile
phones can be charged and machinery can be used during the day while
lighting can be used at night. Also, several households indicated a desire
to purchase a refrigerator, which requires a constant supply of electricity.

Survey responses suggest that, with a continual supply of electric-
ity, some households would open small businesses such as hair salons,
agricultural crop processing (e.g., drying), milling (timber or grain) and
construction work. These business opportunities would not be possible
without continuous access to electricity during the day. Therefore, while
lighting and battery charging are high priorities for many households, they
do not appear to drive the high WTP for a continuous supply of electricity.

Our results are broadly in line with the positive impacts that have been
found in other studies. For example, Kalisa (2014) finds a WTP for elec-
tricity access in Rwanda of US$55 per year. Our CB results imply a higher
annual WTP, between US$80 (Village A) and US$210 (Village B). Yet these
benefits are 11 and 16 per cent of reported average income in each village,
respectively. Comparing these percentage impacts with observed income
benefits is not directly comparable because stated preference methods cap-
ture both income and non-market benefits of electricity. Nevertheless, these
benefits are consistent with income impacts found in Vietnam (Khandker
et al., 2013) and Bangladesh (Khandker et al., 2012) of around 20 per cent.

Of course the WTP results only provide estimates of the gross bene-
fit of electrification through each method. Policy makers must consider
the net benefits that account for the cost of electricity provision under
each scenario. Currently, surveyed households have near-zero electricity
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access within the village. Several options exist to electrify rural house-
holds. The first includes central grid expansion. The Rwandan Ministry
of Infrastructure uses a cost estimate for grid expansion of US$1,000 per
household, not including the required increase in generation or transmis-
sion infrastructure (OAG, 2015). As villages are located farther from paved
roads, this cost estimate is likely to rise, but it conservatively implies a cost
of US$100,000–200,000 per village. Given WTP estimates in the range of
US$100 per household per year, it is unlikely to be economically viable to
electrify villages of 100–200 households using central grid expansion.

Village electrification could also occur through the use of village-wide
isolated microgrids (MGs). Due to a lack of installed MGs, the costs of such
units in remote parts of Rwanda are unknown but our results suggest that
systems should allow for continual electricity access unless doing so would
greatly increase costs. This may occur if continuous access requires signif-
icantly larger amounts of storage. Future research should investigate the
relationship between MG capacity, operating times and cost. Without this
information, our results do not indicate the optimal MG size. Neverthe-
less, they suggest a significant gross benefit from continuous supplies of
electricity that can be purchased when needed.

Besides a difference in the type of good delivered, there are several
other possible explanations for the difference in WTP estimated here. First,
responses to the CVM question may be subject to strategic bias for under-
statement of WTP if households suspect that their valuation responses
would be used to price the electricity system they would receive (Loomis
et al., 2000). While Carson and Groves (2007) point out that a dichotomous
choice experiment would have minimized this bias, practical considera-
tions prevented the use of multiple survey versions, leading us to use
the payment card method which may be more susceptible to hypothetical
bias.

Also, the divergent estimates of WTP may be driven by the difference in
time frame for the CVM and CB question. While the CVM question asked
for a monthly WTP, the CB question focused on daily electricity use. See-
ing a monthly amount may provide users with a type of ‘sticker shock’.
As people answered the daily-use question, they may not have accurately
considered the monthly bill that would result. It is also possible that people
responded for their maximum use per day instead of average, or that indi-
viduals did not anticipate using electricity for four hours each and every
day for 30 days a month. Both of these would cause the CB demand to
be overestimated. In general, this possibility should be accounted for when
composing such questions, especially in developing country settings. Cal-
culating implied monthly bills from responses and then presenting them
back to respondents as a check would help mitigate this concern. These
concerns mean that the exact magnitude of the differences found here
should be interpreted with caution.

Despite the possibility that the question framing may contain biases,
the joint estimation procedure proposed here could have broader appli-
cations for stated preference methods. Frequently, one individual responds
to multiple questions in a survey and joint estimation can lead to more
efficient parameter estimation.
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7. Conclusion
We have explored the household WTP for alternative ways to supply elec-
tricity in remote rural villages in Rwanda. We find a difference in WTP
for electricity delivered as a village public good versus a household pri-
vate good. Households expressed a higher WTP for four hours of electricity
per day given that they face no restriction on when the electricity is used.
Many respondents expressed an interest in using electricity for business
activities in addition to household uses such as lighting and mobile phone
charging. With electricity as a public good available in the same quan-
tity and at the same time to all households, the average WTP is much
lower, in part because the ability to use electricity for production activities
is greatly diminished. This suggests that, even if delivering a continu-
ous supply of electricity has a higher cost, higher benefits may justify the
additional cost.

We also found that our joint estimation of the payment card CVM WTP
and the contingent quantities model was econometrically justified because
of significant correlation between the two models’ error terms.

Because of the small sample size in the study, we exercise caution when
generalizing the results to all of rural Rwanda and to other regions. If our
results are replicated by others in future studies with larger sample sizes,
the results of this analysis would have several important policy implica-
tions. First, we find a positive WTP for electricity in rural Rwanda. This
implies a gross benefit to electrification and justifies further exploration
to quantify both the costs and benefits of electrification, and to identify
circumstances under which electrification brings a net benefit to rural
communities.

Next, the benefits of constantly available electricity are likely to be large
relative to only having electricity a portion of the day (in our case, evening
hours). This is consistent with findings that outages can decrease the pos-
itive impacts of electricity (Chakravorty et al., 2014). While the timing of
outages can be anticipated in our study, there are still significantly smaller
benefits compared with continual access. Therefore, as governments set
and measure progress towards electrification targets, our results suggest
that much larger benefits are likely to occur from continuous electricity
access.

Finally, when considering electricity system capacities, a larger system
that can provide continuous electricity may be preferred to a cheaper
system that cannot provide continuous electricity. For example, while indi-
vidual solar units may be cheaper in the short run, they do not provide the
continuous supply of electricity that could lead to higher electricity value.
Future work should explore the relationship between system capacity and
cost to identify the optimal electrification strategy.

Future electricity demand analyses should combine revealed preference
approaches using electrification experiments with stated preference data
to more precisely estimate the WTP for electricity and how this depends
on price, household characteristics and village-level factors. By applying
household WTP estimates to rural electrification, generation and distribu-
tion systems can be efficiently designed and administered to maximize the
net benefits of scarce available resources for rural village infrastructure.
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