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Abstract
Many studies have substantiated the perceptual symbol system, which assumes a routine
generation of perceptual information during language comprehension, but little is known
about the processing format in which the perceptual information of different dimensions is
conveyed simultaneously during sentence comprehension. The current study provides the
first experimental evidence of how multidimensional perceptual information (color and
shape) was processed during online sentence comprehension in Mandarin. We designed
three consecutive sentence–picture verification tasks that only differed in the delay of the
display of pictures preceded by declarative sentences. The processing was analyzed in three
stages based on time intervals (i.e., 0ms, þ750ms, þ1500ms). The response accuracy and
response time datawere reported. The initial stage (i.e., ISI=0ms) attested thematch effect of
color and shape, but the simulated representation of color and shape did not interact. In the
intermediate stage (i.e., ISI=750ms), the routinely simulated color and shape interacted, but
the match facilitation was found only in cases where one perceptual information was in
mismatchwhile the other was not. In the final stage (i.e., ISI=1500ms), thematch facilitation
of one particular perceptual property was influenced by a mismatch with the other percep-
tual property. These results suggested that multiple perceptual information presented
simultaneously was processed in an additive manner to a large extent before entering into
the final stage, where the simulated perceptual information was integrated in amultiplicative
manner. The results also suggested that color and shape were comparable to object
recognition when conjointly conveyed. In relation to other evidence from behavioral and
event-related potential studies on sentence reading in the discussion, we subscribed to the
idea that the full semantic integration became available over time.
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1. Introduction
The mental work in representing concepts and events in high-level cognitive pro-
cesses (e.g., language, memory) remains intriguing in cognitive science. Semantic
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integration in language comprehension subsumes the mapping of the perceptual
concepts in memory and linguistic input. A popular theoretical account of the
embodied comprehension is the perpetual symbol system, which assumes that the
representing and processing of linguistic expressions are grounded in a routine
activation of perceptual information that is implicitly or explicitly conveyed
(Barsalou, 1999). This idea has been widely substantiated by testing one particular
perceptual property during language comprehension across languages, including
color (e.g., for English, Connell, 2007; Connell & Lynott, 2009; Mannaert et al., 2017;
Richter & Zwaan, 2009; for Dutch, de Koning et al., 2017; Huettig et al., 2020;
Mannaert et al., 2021; Redmann et al., 2019), shape (e.g., for English, Briner et al.,
2014; Gershkoff-Stowe & Smith, 2004; Hupp et al., 2020; Kang et al., 2020; Lincoln
et al., 2007; Zeng et al., 2016; Zwaan et al., 2002; Zwaan & Yaxley, 2004; for Japanese,
Sato et al., 2013), and other properties such as orientation (e.g., Holman & Gîrbă,
2019; Stanfield & Zwaan, 2001). The mental simulation of perceptual information in
semantic integration has established two important findings. One is the match effect,
whereby the object property matching the implied property in the linguistic input
(e.g., words or sentences) can be identified faster than when they mismatch. The
match effect has been widely demonstrated in the sentence–picture verification
(SPV) task, where participants are asked to judge whether the perceptual information
in the picture matches the simulated perceptual information (e.g., shape, size, and
color) implied in the preceding sentence they had read before. The other is the
difference in the match advantage of different object properties, reported in both
behavioral (e.g., de Koning et al., 2016; Rommers et al., 2013; Zwaan & Pecher, 2012)
and neuroimaging studies (e.g., Harris & Dux, 2005; Michie et al., 1999; Proverbio
et al., 2004). However, what still remains unclear is how perceptual information of
different dimensions is integrated when conjointly presented in sentences. As far as
we know from the literature, following Bransford’s idea that the comprehension of
linguistic input is a construction of the situation in the real or imaginary world
(Bransford & Franks, 1971), Garnham and Oakhill (1992) argued that the incre-
mentally constructed mental representation of linguistic input had close connection
with the linguistic context that has been available before. This theoretical account
suggests that semantic integration is incrementally constructed during sentence
reading, in line with the proposal in Pickering et al. (1999) that a major constraint
on the architectures and mechanisms underlying language processing is that they
must support extremely incremental processing during comprehension. More
recently, Richter and Zwaan (2010) have advanced two views to account for the
representation of multiple perceptual information: the additive combination view,
which holds that object features are represented independently, and the multiplica-
tive combination view, which holds that representation cues are integrated inter-
actively. The current research seeks to investigate the processing format in which
Mandarin-speaking adults integrate color and shape properties conjointly conveyed
during sentence comprehension in three consecutive SPV tasks.

Object properties (including color, shape, size, and orientation) are characterized
by different affordance to object recognition. In the empirical philosophy tradition, a
distinction was drawn between primary properties (e.g., shape, size, motion) and
second properties (e.g., color) based on the interaction between human perceptual
experience and the external environment (e.g., Jackson, 1977). This distinction
recently has been further re-organized into intrinsic properties (e.g., color, shape,
size) and extrinsic properties (e.g., orientation), since the intrinsic properties are
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dominant in object recognition (de Koning et al., 2017; Harris & Dux, 2005; Tanaka
et al., 2001; Zwaan & Pecher, 2012). The divergent recognition of the status of color
and shape suggests a need to clarify the mental organization of different visual
properties. In our view, when color and shape are conjointly conveyed during
sentence comprehension, the time course of the semantic integration can indicate
whether color takes primacy over shape, and whether the processing is combinative
or additive. The following section starts with a review of the representation of color
and shape in the embodied cognitive process.

Color differs from other object properties in visual processing and semantic
representation. A line of evidence indicates that color processing is featured by higher
memory workload (Aginsky & Tarr, 2000; Vandenbeld & Rensink, 2003), and by
faster attentional selection (Duncan, 1984; Eimer, 1996; Karayanidis &Michie, 1997;
Michie et al., 1999) than other object properties in comprehension. Another line of
work resolves around the match effect, but the results are mixed. Connell (2007)
reported a counter-intuitive effect in an SPV task, wherein the response time was
shorter in the mismatch condition than in the match condition, and the author
attributed the effect to a difference in the representation of stable and unstable
properties. To be specific, when the input mismatched an unstable property (e.g.,
color), the cognitive cost was low to ignore the already simulated property; by
comparison, when the input mismatched a stable property (e.g., orientation), the
processing cost was high in order to ignore the mismatch. A plausible account in our
view is that the inhibitory control ability is at play in processing perceptual infor-
mation in conflict with the simulated representation. In other words, the compre-
hender can handle object-related knowledge in a selective way, since certain features
can suffice to suppress irrelevant information for decision-making. Following this
vein, it can be predicted that, even though both color and shape are relevant to object
recognition, the varied statuses of object properties in attentional selection determine
the degree to which either color or shape is sufficient to support the decision-making.
Recently, Zwaan and Pecher (2012) found the larger match effect of color than
orientation and shape in object-verification tasks; de Koning et al. (2017) reported
that color showed the strongest effect, while orientation showed no such effect. They
found a significant correlation between the three intrinsic visual properties (color,
shape, and size), in line with previous works (e.g., Rommers et al., 2013). They also
found that the extrinsic visual property (i.e., orientation) was not significantly
correlated with any intrinsic properties, suggesting that object properties were
organized differently in mind. In contrast, Proverbio et al. (2004) found that color
did not affect categorization, wherein the reaction time of color–shape pairings
(identical color but different shape vs. different color and shape) was measured.
These divergent results of color representation call for a re-evaluation of the mental
organization of different perceptual properties, especially during real-time language
comprehension on the one hand, and necessitate a well-manipulated task – by which
the differences in match effects are investigated when multiple perceptual properties
of an object are presented – on the other.

Moving to the special status of shape property in the retrieval of semantic memory
and decision-making during decoding linguistic input, the results are farmoremixed.
It has been widely recognized that shape information is essential for lexical learning
(Hupp et al., 2020; Landau et al., 1998; Samuelson& Smith, 2005). Zwaan et al. (2002)
were among the first to have found a faster response to objects thatmatched the shape
of the object implied by the sentence (e.g., eagle in the sky/nest) in an SPV task and a
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picture-naming task. Given that color and shape are intrinsic properties and that both
show the match effect, some researchers claim that shape is comparable to color in
object identification (e.g., Biederman & Cooper, 1991; Graham & Diesendruck,
2010). Recently, in a categorization task, children aged four were less likely than
adults to represent the variation of shape (Sera & Millett, 2011). In our view, these
confounding results indicate that shape can not easily be considered less resource-
demanding than other properties in mental simulation, and that the difference in
match advantage can be testified when color and shape are conveyed conjointly. In
addition, the activation of shape information is connected with the structure of input
that implies the shape property explicitly or implicitly (e.g., Briner et al., 2014; van
Weelden et al., 2014). For instance, the match effect was found in the left hemisphere
when shape was implicitly described in a sentence (e.g., there was a tomato on the
pizza), and in both left and right hemispheres when shape was explicitly described in
a sentence (e.g., there was a slice of tomato on the pizza) (Briner et al., 2014). These
findings suggest that the hemispheric activation during shape processing depends on
how explicit information is conveyed, calling for a well-manipulated sentence
structure when shape is investigated in embodied cognition.

So far, we have reviewed the theoretical recognition and the empirical evidence of
color and shape in mental representation, further pondering the dynamic processing
format of color and shape when they are conjointly conveyed during sentence
comprehension. Up to now, behavioral data have shown that the actual state of
affairs depicted in a sentence becomes available over time, and this has also been
widely demonstrated by the comprehension of negation vs. affirmation (e.g., Kaup,
2001; Kaup et al., 2006; Kaup & Zwaan 2003). A often-cited study by Hasson and
Glucksberg (2006) investigated howparticipants represented affirmative and negated
assertions where metaphor was expressed (e.g., this lawyer is / is not a shark).
Participants were asked to read affirmative and negated expressions and decide
whether a given affirmative-related word (e.g., vicious) or negated-related word
(e.g., gentle) matched the sentence. Three kinds of delay were created between the
endpoint of the presented metaphoric sentences and the lexicons, i.e., 150ms, 500ms,
and 1000ms. The result showed that both the negative and affirmative assertions
facilitated access to the affirmative-related words in the early stages. The result also
showed that only affirmative assertions facilitated the affirmative-related words after
1000ms delay. This study suggested a shift from affirmation to negation during the
comprehension of negated metaphor. Similarly, Kaup et al. (2006) also reported a
time course of sentence comprehension in an SPV task wherein the actual state of
affairs depicted in negative sentences was available (e.g., the door is not open is finally
represented as the door is closed). They found a variation of the match effect in
different time intervals. Specifically, when the picture and sentence were presented
without delay, the match advantage was found in a picture matching the context
implied by both types of sentences; when the delay was 750ms between sentence and
picture, the match effect was found only in pictures depicting the actual state implied
in the affirmative sentences; when the delay was 1500ms, the match effect was found
only in pictures depicting the actual state of the affairs occurring in the negative
sentences. The above studies on the processing of negation bring insight to the
dynamics of sentence comprehension, and further remind us to use well-manipu-
lated sentence structures to investigate the match effect of different perceptual
information, especially when the possible hierarchically organized perceptual infor-
mation is involved during sentence comprehension. More importantly, the time
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course of semantic integration has also been supported by event-related potentials
(ERPs) (Lüdtke et al., 2008).

Turning to the current study, this paper first asks whether different types of
perceptual information take a different status in semantic integration at the sentence
level. Considering the less stable internal structure of color (e.g., saturation, bright-
ness) (e.g., de Koning et al., 2017; Mannaert et al., 2017), it seems fair to claim
volatility in thematch advantage when the internal structure of a perceptual property
changes. For example, Mannaert et al. (2017) did not find a match advantage of color
under reduced saturation, but a match advantage at the normal level. This finding
demonstrated the activation of perceptual information rich in detail, a reminder for
us to compare the process of representing multiple properties that differ in the
richness of detail (e.g., color vs. shape). Specifically, data are sparse on whether
perceptual information rich in details is activated earlier or later or synchronously as
opposed to other conjointly presented properties, for the sake of efficiency in
comprehension. Further, it is also unknownwhether the earlier activated information
influences the incoming simulated information in the whole process. One often-cited
research paper showed that certain perceptual information did not necessarily
contribute to comprehension (Proverbio et al., 2004), when the reaction time of
color–shape pairings (identical color but different shape vs. different color and shape)
was measured in a categorization task. They found that the attentional selection of
color and shape occurred in parallel though not independently, and affected the
amplitude of temporal N1 and N2 components as well as that of P300. More
importantly, their ERP evidence also indicated that the selection of color depended
on object shape, but not vice versa. The representation asymmetry in the activation
dependence between color and shape necessitates an investigation into whether the
attentional selection of color and shape influence each other at different time
intervals. Although Proverbio et al. provided evidence of the parallel selection in
representing multiple perceptual information, their claim rests only on a categoriza-
tion task. In fact, we argue that the results in Proverbio et al. are weakened by the
experimental design in two respects. For one thing, they did not manipulate the
typicality effect. According to the literature, whether the instance can be recognized
and categorized depends on its typicality (Posner, 1970), according to which a typical
item is easier to be identified as a member than an atypical item in categorization
tasks. As a result, when the typicality is not manipulated, the reaction time in object
identification will be influenced. For another, they did not manipulate the presen-
tation order of the instance and category. In fact, the categorization task is influenced
by the presentation order of category and instance, since both instance (e.g., banana)
and category (e.g., fruit) can be cues to categorization. Collins and Quillian (1969)
classified three kinds of presentation order based on the typicality effect,1 and they
argued that only those cases that are characterized by high instance dominance and
high category dominance are independent of presentation order. Compared with
categorization, sentence comprehension is characterized by far more complexity,

1In the cases where stimulus pairs were characterized by high category dominance (e.g., BUTTERFLY-
INSECT), the instance was presented first. In the cases where stimulus pairs were characterized by high
instance dominance (e.g., SEAFOOD- SHRIMP), the category was presented first. With regard to the
measure of instance dominance and category dominance, see Loftus and Scheff (1971), and Shipiro and
Palermo (1970).
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since handling sentences requires the storage and manipulation of perceptual infor-
mation, and the mapping of perceptual representation with linguistic input.

This study also considers whether the representation of multiple perceptual
information is mechanically combined additively or integrated interactively. Either
the additive combination view or the multiplicative combination view suggests that
multiple perceptual information conjointly presented becomes fully integrated over
time during sentence reading. Empirically, the multiplicative view predicts that the
match effect is greater in those cases where both color and shape match the object,
than in the cases where only dimensionmatches the object. For instance, according to
the multiplicative view, a banana in the sentence a ripe banana tastes sweet activates
the representation of yellow color and a typical shape, and afterwards both simulated
perceptual activations interact and serve as strong cues in categorizing an instance of
banana as a ripe banana. By comparison, according to the additive view, when
encountering a banana in the sentence a ripe banana tastes sweet, the comprehender
retrieves the color of yellow and a typical shape independently from one another, and
are then additively combined to establish the referent. In our view, the additive view
has to answer whether the first activated perceptual information benefits efficient
comprehension if the activated perceptual information is combined in a linear
manner (since properties are not equally sufficient for decision-making); the multi-
plicative view needs to answer whether particular perceptual information influences
the interaction between perceptual information in different dimensions. Both issues
can, in our view, be resolved by investigating the time course of representation during
sentence comprehension. As a result, we are curious about how the dynamics happen
during online reading according to empirical data.

Recently, only Sato et al. (2013) have investigated the dynamic representation of
shape during sentence processing. Participants were given paired sentences, one with
a verb that forced comprehenders to reconsider the shape, and the other with a verb
that indicated a canonical shape (see their Experiment 2). Since Japanese is a verb-
final language, the time course of the processing can reveal whether the mental
simulation is formed incrementally along with the reading process or is integrated
until the verb appears. They found that the mental simulation immediately shifted
from the original according to the final sentential meaning as soon as the final verb
was processed. In line with the situation model (e.g., Zwaan & Radvansky, 1998),
their work suggested that all details were activated and updated along the decoding
process. However, they examined only one particular perceptual dimension, leaving
room for investigating when andwhat properties of an object are activated in the time
course of online language comprehension. Of the most relevance is Richter and
Zwaan (2010), where the representation of color (match vs. mismatch) and shape
(match vs. mismatch) was investigated during word access. They found that
responses in the three tasks (a categorization task, a lexical-decision task, and a
word-naming task) were facilitated when both the shape and the color matched the
actual fruits and vegetables implied by words, lending support to a combinative
representation of multiple perceptual representation. However, their design in our
view is weakened by the variance in the nature or the extent of visual experience with
particular target objects, which can affect participants’ prototypes in object recogni-
tion according to the typicality effect (e.g., Posner, 1970). Ritcher and Zwaan (2010)
provided evidence neither for the time course of the representation of multiple
perceptual dimensions, nor for the dynamic semantic integration at the sentence
level.
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To sum up, different object properties are very possibly hierarchically accessed in
mental representation during language comprehension, and the final representation
of a scenario depicted in sentences becomes available over time. In fact, more
evidence is needed concerning the dynamic processing of affirmative sentences
where multidimensional perceptual information is explicitly or implicitly conveyed,
to elucidate the format in which the multidimensional perceptual information is
represented in an additive or multiplicative manner. Thus, the main goal of this work
is to compare the two alternative theoretical accounts of how perceptual information
in different dimensions (i.e., color and shape) is integrated at different time intervals.
Another goal is to reconsider the organization of the simulated perceptual informa-
tion in object recognition during language comprehension.

2. Methods
As we mentioned previously, object properties are characterized by their different
status inmental organization, and behavioral and event-related potentials showed that
the actual state affairs depicted in sentences become available over time. Following the
most relevant studies (e.g., Hasson & Glucksberg, 2006; Kaup et al., 2006; Proverbio
et al., 2004; Richter & Zwaan, 2010), we designed three consecutive SPV tasks differing
in the display of pictures (i.e., ISI=0ms/750ms/1500ms). In the early stage of sentence
comprehension, since time is limited for semantic processing, we predicted that the
perceptual properties of an object might only activate the simulation of the corres-
ponding perceptual dimension conveyed in the sentence. In the intermediate stage, we
predicted that color and shape informationmight interact but get partially integrated in
an incremental processing. In the final stage, we predicted that, due to sufficient time
available for semantic integration, sentence–picture pairing in the match or mismatch
condition could be processed thoroughly. Thus, we have two empirical questions below
regarding the time course of semantic integration:

Empirical question 1: Are the different dimensions of perceptual information
(i.e., color and shape) represented and processed parallelly or independently?

Empirical question 2: Does the match condition of one aspect of perceptual
information (i.e., either color or shape) influence the processing of the other
aspect of perceptual information?

2.1. Experiment 1

2.1.1. Participants
Thirty-five Mandarin-speaking undergraduate students living in mainland China
were recruited with their consent (mean age 23.5 years). All participants had normal
or corrected-to-normal vision. None of the participants suffered from psychiatric or
neurological disorders. Informed consent was obtained from each participant before
the experiment. Participants confirmed their willingness for their involvement in the
experiment.

2.1.2. Materials
We designed sixty-six simple Chinese declarative sentences with high imagery,
of which ten were used for training and the remaining were critical items.
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The vocabularies used in the sentences were taken from the list of common words in
the Modern Chinese Dictionary issued in 2016 by the Chinese Academy of Social
Sciences. The sentence length was between 6 and 12 words. The comprehension
difficulty of the sentences, as well as the degree to which the picture and the sentence
matched or mismatched, was assessed by three linguists independently.

Initially, we prepared seventy pictures, out of which fifty-six pictures were chosen
as critical items and fourteen pictures were excluded based on the rating results. We
had two types of object properties (i.e., color and shape) and two conditions
(i.e., match and mismatch), and thus we had four types of pictures: both color and
shape matched the object (ColorMatch–ShapeMatch), the color matched but the
shape mismatched (ColorMatch–ShapeMismatch), the shape matched but the color
mismatched (ColorMismatch–ShapeMatch), and neither color nor shape matched
(ColorMismatch–ShapeMismatch) (see an exemplar in Table 1). The picture pairing
with the sentence included prototypical objects and their variants that were modified
by techniques.

With regard to the four pictures corresponding to each object, wemanipulated the
typicality of the objects, since the variance of color and shape might influence the
categorization and object identification and further influence the sentence reading
time. The structure of each category was composed of distributions of attributes, and
typicality was unbalanced among instances (Posner, 1970). High-typicality instances
were identified faster than low-typicality instances (e.g., Glass & Holyoak, 1974;
Rosch, 1973; Smith et al., 1974). Reaction time (RT) data in receptive language have
revealed that the varied typicality in L1 comprehension leads to different speeds of
decision-making in typicality judgments. In other words, if the typicality is not
manipulated, sentence reading will be indirectly influenced due to the time variance
of the object identification, particularly when multidimensional perceptual informa-
tion is conveyed. Thus, thirty Mandarin-speaking undergraduates were recruited to
rate the prototype object depicted in the picture.

After the rating task, we decided on the presentation order of picture and sentence,
since either instance or category could be a cue to categorization. Although three
types of presentation order of instance and category are articulated in Collins and

Table 1. An exemplar of the current 2 (Color and Shape) � 2 (Match and Mismatch) design

Color

Shape

Match Mismatch

Match

Mismatch

Sentence 熟透的 香蕉 真 好吃。
shutou-de xiangjiao zhen haochi
ripe banana very good taste
‘The ripe banana tastes very good.’
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Quillian (1969), the presentation order is independent of category and instance (e.g.,
ORANGE–FRUIT) in cases of high category dominance and high instance domin-
ance. Since our stimuli are characterized by high category and high instance dom-
inance, the presentation order is independent of category and instance.

With regard to shape modification, one prototype derived four variants by
changing the prototype shape into four kinds of shapes in Adobe Photoshop. For
example, the typical shape of a banana was modified into orange-shaped, winter
melon-shaped, cantaloupe-shaped, and onion-shaped. The prototype and four vari-
ants were rated by another twenty undergraduates on a five-point scale (1 indicating
the lowest deviation and 5 indicating the highest deviation), to make sure that the
picture variant did not influence the recognition of the object. With regard to color
modification, Adobe Photoshop CS6 was used to change the hue of the picture with a
threshold of 60 units. After four variants were produced by deviating 60 units,
120 units, 180 units, and 240 units, respectively, both the variants and the prototype
were rated in the same way as the objects in shape were rated.

The rating result showed that the average recognition accuracy of the deviated
shape was 90.2%, and that the average degree to which shape deviated was 2.21. The
rating result showed that the average recognition accuracy of the deviated color was
89.83%, and that the average degree to which color deviated was 2.19. The inde-
pendent sample t-test on the degree of shape and color deviation indicated that there
was no significant difference between the degree to which shape and color deviated
(t(108)=–1.63, p > .05).

Finally, the pictures required for experimental materials were constructed accord-
ing to the shape and color deviation index. Fifty-six were chosen as critical items
based on rating results. Experimental items were rotated across 4 lists in a Latin
square design. Each list had fourteen items in four types of items (i.e., ColorMatch–
ShapeMatch, ColorMatch–ShapeMismatch, ColorMismatch–ShapeMatch, and
ColorMismatch–ShapeMismatch). Fifty-six sentences whichmismatched the picture
stimuli but had the same syntax as critical items were added as fillers.

2.1.3. Procedure
The experiment was a 2 (two types of perceptual information: color and shape) �
2 (two sentence–picture pairing conditions: match and mismatch) design. The
reaction time to the pictures was the dependent variable. Programmed by E-prime
3.0., the experiments were conducted in a sound-attenuated lab. Participants sat in
front of the screen with their eyes about 40 cm from the screen, and placed the index
finger of the right hand on the ‘K’ key, and the index finger of the left hand on the ‘D’
key, and the thumbs of both hands on the ‘space’ key. Participants were randomly
assigned to one of the four lists, and were tested individually. Participants pressed the
‘Q’ key to start the familiarization task, before the experiment began. After the
training period, the participants felt able to join the experiment.

The experiment began with instructions in Chinese on the screen. A fixation cross
appeared in the center of the screen for 1000ms, followed by the sentence (see the
exemplar inMandarin in Figure 1; the English gloss is shown in Table 1) presented in
the center of the screen. The sentence disappeared immediately (i.e., ISI=0ms) when
participants pressed the space bar to indicate that they had finished reading, and then
a picture appeared at the center of the screen. The task for participants was to
accurately and quickly decide whether the object in the picture was mentioned in

Language and Cognition 117

https://doi.org/10.1017/langcog.2021.24 Published online by Cambridge University Press

https://doi.org/10.1017/langcog.2021.24


the preceding sentence by pressing ‘D’ for YES and ‘K’ for NO (see Figure 1). The
judgment was counterbalanced across participants. The reaction time was recorded
from the appearance of the picture to the time the participants made a judgment, and
was processed by R (R Core Team, 2013). The following is an example of the critical
item and the presentation procedure. We recorded the accuracy data and response
times. Following Baayen et al. (2008), Bates et al. (2015), and Dirix et al. (2017), the
current study reported the statistical results. To be specific, the reports of main effects
and interaction effects included Chisq value, Df, and p-value; the function of "glht"
was used for post comparison, and the statistical results replaced the Estimate (β), Std.
Error(SE), z-value, and Pr(>|z|) (Dirix et al., 2017). The use format of the function of
‘Anova’ we used was Anova(model, type="II"), according to which we assessed the
main effects and interaction effects.

2.1.4. Accuracy data
The accuracy rate of thirty participants was higher than 80% in all four types of
conditions, while data from five participants were excluded due to an accuracy rate of
less than 80% in at least one of the conditions. Reaction time data exceeding �2.5
standard deviations were excluded. As for the thirty participants whose accuracy
rates were over 80%, incorrect responses to trials were also excluded. The response
accuracy of ColorMatch–ShapeMatch, ColorMatch–ShapeMismatch, ColorMis-
match–ShapeMatch, and ColorMismatch–ShapeMismatch was 97.67%, 92.8%,
98.11%, and 99.03%, respectively. The mixed-effects regression model showed that
themain effect of color was significant (χ2 (1) = 46.02, p < .001), i.e., the response was
faster when the implied color matched the color in the picture. It was also observed
that the main effect of shape was significant (χ2 (1) = 15.98, p < .001), i.e., the
response was faster when the implied shape matched the shape in the picture. The
results showed that the interaction between color and shape was significant (χ2 (1) =
34.93, p < .001).

Post-hoc comparisons showed that, when the object color in the picturematched
the implied color in the sentence, the response accuracy of the shape information in
the matched condition was significantly different from that in the mismatched
condition (β=4.84, SE=0.69, z=7.00, p < .001). Specifically, the response accuracy
of shape in the matched condition was significantly higher than that in the
mismatched condition. In contrast, when the object color in the picture mis-
matched the color implied in the sentence, the response accuracy of the shape

Fig. 1. The stimulus sequence within a trial of the sentence-based picture recognition task when ISI was
0ms.
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information in the match condition was not significantly different from that in the
mismatched condition (β=0.93, SE=0.69, z=1.35, p= .53). These results suggested
that the match condition of color improved the processing accuracy of shape, and
that the mismatch condition of color did not influence the processing accuracy of
shape.

By comparison, post-hoc comparisons showed that, when the object shape in the
picture matched the implied shape in the sentence, the response accuracy of the
color information in the matched condition was not significantly different from
that in the mismatched condition (β=0.43, SE=0.69, z=0.62, p= .93). In contrast,
when the object shape in the picture mismatched the shape implied in the sentence,
the response accuracy of the color information in the match condition was
significantly different from that in the mismatched condition (β=6.20, SE=0.69,
z=8.98, p < .001). Specifically, the response accuracy of color in the matched
condition was significantly higher than that in the mismatched condition. These
results suggested that thematch condition of shape did not influence the processing
accuracy of color, and that the mismatch condition of shape degraded the process-
ing accuracy of color.

2.1.5. Response time
The mean value and standard error of response time in four conditions when ISI was
0ms were presented in Table 2. A mixed-effects regression model was used to fit the
reaction time of participants, and the β-value was reported. The reaction time was
analyzed by lme4-package LMER function (Bates et al., 2015). When we examined
the stochastic structure of themixedmodel, we also considered the random slope and
random intercept of the participants, as suggested in Barr et al. (2013). The fitted
regression model for the mixed effects was logged RTs~colorþshape þ (1 | partici-
pants)þ (1 | items), SPdata) (the base of the log was 10). The consistency of color and
shape with the sentence was a fixed factor, and participants and items were random
factors. Orthogonal coding was used for the two independent variables, and ANOVA
(type= III) from the car package was used to determine the main effect and the
interaction effect.

The mixed-effects model showed a significant main effect of color information
(χ2 (1) = 217.30, p < .001), as well as a match effect, i.e., responses were faster when
the implied color in the sentence matched the color in the picture than when they
mismatched. The main effect of shape information was also significant (χ2 (1) =
86.96, p < .001), and subjects also showed a match effect, i.e., responses were faster
when implied shape in the sentence matched the shape in the picture than when they
mismatched. There was no interaction between color information and shape infor-
mation (χ2 (1) = 0.70, p= .40). Overall, these results support the embodied view on
language comprehension, but the activation of the multiple perceptual dimensions
has not yet interacted at the very early stage of semantic integration.

Table 2. ISI=0ms: Chinese speakers’ Mean and SE of RTs in the four conditions

ColorMatch–
ShapeMatch

ColorMatch–
ShapeMismatch

ColorMismatch–
ShapeMatch

ColorMismatch–
ShapeMismatch

Mean 953 1189 1321 1541
SE 27 26 30 30
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2.2. Experiment 2

2.2.1. Participants
We recruited thirty-oneMandarin-speaking undergraduates with consent (mean age
22.4 years) who had not been recruited for Experiment 1. All participants had normal
or corrected-to-normal vision. None of the participants suffered from psychiatric or
neurological disorders. Informed consent was obtained from each participant before
the experiment. Participants confirmed their willingness for their involvement in the
experiment.

2.2.2. Materials and procedure
Materials, as well as the experimental design, were the same as those in Experiment
1. The only difference was that pictures appeared 750ms later when the participants
pressed the space bar to indicate that they had finished reading (see Figure 2 as a
demonstration).

2.2.3. Accuracy data
Data of two participants were excluded. The response accuracy of ColorMatch–
ShapeMatch, ColorMatch–ShapeMismatch, ColorMismatch–ShapeMatch, and Col-
orMismatch–ShapeMismatchwas 97.53%, 93.46%, 98.02%, and 99.10%, respectively.
The mixed-effects regression model showed that the main effect of color was
significant (χ2 (1) = 49.37, p < .001), i.e., the response was faster when the implied
color matched the color in the picture. It was also observed that the main effect of
shape was significant (χ2 (1) = 11.70, p < .001), i.e., the response was faster when the
implied shape matched the shape in the picture. The results showed that the
interaction between color and shape was significant (χ2 (1) =34.79, p < .001).

Post-hoc comparisons showed that, when the object color in the picture matched
the implied color in the sentence, the response accuracy of the shape information in
the matched condition was significantly different from that in the mismatched
condition (β=4.07, SE=0.62, z=6.59, p < .001). Specifically, the response accuracy
of shape in the matched condition was significantly higher than that in the mis-
matched condition. In contrast, when the object color in the picture mismatched the
color implied in the sentence, the response accuracy of the shape information in the
match condition was not significantly different from that in the mismatched

Fig. 2. The stimulus sequence within a trial of the sentence-based picture recognition task when ISI was
750ms.
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condition (β=1.08, SE=0.62, z=1.75, p=0.30). These results replicated the results in
Experiment 1, i.e., the match condition of color improved the processing accuracy of
shape, and themismatch condition of color did not influence the processing accuracy
of shape.

By comparison, post-hoc comparisons showed that when the object shape in the
picture matched the implied shape in the sentence, the response accuracy of the color
information in the matched condition was not significantly different from that in the
mismatched condition (β=0.49, SE=0.62, z=0.80, p = .86). In contrast, when the
object shape in the picture mismatched the shape implied in the sentence, the
response accuracy of the color information in the match condition was significantly
different from that in the mismatched condition (β=5.65, SE=0.62, z=9.14, p <
.001). Specifically, the response accuracy of color in the matched condition was
significantly higher than that in the mismatched condition. These results were a
replication of those in Experiment 1, i.e., the match condition of shape did not
influence the processing accuracy of color, and the mismatch condition of shape
degraded the processing accuracy of color.

2.2.4. Response time
The mean and standard error of response time in the four conditions when ISI was
750ms are presented in Table 3. The fitted regression model for the mixed effects was
logged RTs~color*shapeþ (1 | participants)þ (1 | items), SPdata) (the base of log was
10). The mixed-effects model showed a significant main effect of color information
(χ2 (1) = 97.66, p < .001), as well as a match effect, i.e., responses were faster when
implied color implied in the sentencematched the color in the picture thanwhen they
mismatched. The main effect of shape information was also significant (χ2 (1) =
106.47, p < .001), and subjects also showed a match effect, i.e., responses were faster
when implied shape in the sentence matched the shape in the picture than when they
mismatched. There was a significant interaction effect between color information
and shape information (χ2 (1) = 6.51, p= .01).

Post-hoc comparisons showed that, when the object color in the picture matched
the implied color in the sentence, the response time to the shape information in the
match condition was not significantly faster than when they mismatched (β=0.002,
SE=0.01, z=0.42, p= .12). By contrast, when the object color in the picture mis-
matched the color implied in the sentence, the response time to shape information in
thematch condition was significantly faster thanwhen theymismatched (β=0.07, SE
=0.01, z=5.49, p < .001). In addition, when the object shape in the picture matched
the implied shape in the sentence, the response to color in the match condition was
not significantly faster than when they mismatched (β=0.009, SE =0.01, z=0.59, p
= .18). By comparison, when the object shape in the picture mismatched the implied
shape in the sentence, the response time to color information in the match condition

Table 3. ISI=750ms: Chinese speakers’ Mean and SE of RTs in the four conditions

ColorMatch–
ShapeMatch

ColorMatch–
ShapeMismatch

ColorMismatch–
ShapeMatch

ColorMismatch–
ShapeMismatch

Mean 1294 1331 1340 1551
SE 48 49 63 59
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was significantly faster than when they mismatched (β=0.07, SE=0.01, z=5.18, p <
.001).

Overall, Experiment 2 replicated the match effect for color and shape reported in
Experiment 1; the results in Experiment 2 indicated that color and shape partially
interacted, and that the identification of one property was not necessarily influenced
by the other in both conditions. These results also suggested that both color and shape
were comparable when conjointly presented in real-time comprehension.

2.3. Experiment 3

2.3.1. Participants
We recruited thirty-four Mandarin-speaking undergraduates with consent (mean
age 22.7 years) who did not participate in Experiment 1 or Experiment 2. All
participants had normal or corrected-to-normal vision. None of the participants
suffered from psychiatric or neurological disorders. Informed consent was obtained
from each participant before the experiment. Participants confirmed their willing-
ness for their involvement in the experiment.

2.3.2. Materials and procedure
Materials, as well as the experimental design, were the same as those in Experiment
1 and Experiment 2. The only difference was that the picture appeared 1500ms later
when participants pressed the space bar to indicate that they had finished reading (see
Figure 3 as a demonstration).

2.3.3. Accuracy data
Four participants whose data was below 80% in one of the four conditions were
excluded. The response accuracy of ColorMatch–ShapeMatch, ColorMatch–Shape-
Mismatch, ColorMismatch–ShapeMatch, and ColorMismatch–ShapeMismatch was
97.53% , 93.46% , 98.02%, and 99.10%, respectively. The mixed-effects regression
model showed that the main effect of color was significant (χ2 (1) = 58.78, p < .001),
i.e., the response was faster when the implied color matched the color in the picture.

Fig. 3. The stimulus sequence within a trial of the sentence-based picture recognition task when ISI was
1500ms.
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It was also observed that the main effect of shape was significant (χ2 (1) = 14.33, p <
.001), i.e., the response was faster when the implied shape matched the shape in the
picture. The results showed that the interaction between color and shape was
significant (χ2 (1) = 39.64, p < .001).

Post-hoc comparisons showed that, when the object color in the picture matched
the implied color in the sentence, the response accuracy of the shape information in
the matched condition was significantly different from that in the mismatched
condition (β=4.07, SE=0.57, z =7.13, p < .001). Specifically, the response accuracy
of shape in the matched condition was significantly higher than that in the mis-
matched condition. In contrast, when the object color in the picture mismatched the
color implied in the sentence, the response accuracy of the shape information in the
match condition was not significantly different from that in the mismatched condi-
tion (β=1.10, SE=0.57, z=1.78, p= .29). These results again replicated the results in
Experiment 1, i.e., the match condition of color improved the processing accuracy of
shape, and themismatch condition of color did not influence the processing accuracy
of shape.

By comparison, post-hoc comparisons showed that, when the object shape in the
picture matched the implied shape in the sentence, the response accuracy of the color
information in the matched condition was not significantly different from that in the
mismatched condition (β=0.55, SE=0.57, z=0.97, p = .77). In contrast, when the
object shape in the picture mismatched the shape implied in the sentence, the
response accuracy of the color information in the match condition was significantly
different from that in the mismatched condition (β=5.64, SE=0.57, z=9.87, p <
.001). Specifically, the response accuracy of color in the matched condition was
significantly higher than that in themismatched condition. These results again were a
replication of Experiment 1, i.e., the match condition of shape did not influence the
processing accuracy of color, and the mismatch condition of shape degraded the
processing accuracy of color.

2.3.4. Response time
The mean and standard error of response time in the four conditions when ISI was
1500ms were presented in Table 4. The fitted regression model for the mixed effects
was logged RTs~color*shape þ (1|participants)þ (1 | items), SPdata) (the base of log
was 10). The mixed-effects model showed a significant main effect of color infor-
mation (χ2 (1) = 405.26, p < .001), as well as a match effect, i.e., responses were faster
when the implied color in the sentence matched the color in the picture than when
theymismatched. Themain effect of shape information was also significant (χ2 (1) =
230.97, p < .001), and subjects also showed a match effect, i.e., responses were faster
when the implied shape in the sentence matched the shape in the picture than when
they mismatched. There was a significant interaction effect between color informa-
tion and shape information (χ2 (1) = 8.84, p= .03).

Table 4. ISI=1500ms: Chinese speakers’ Mean and SE of RTs in the four conditions

ColorMatch–
ShapeMatch

ColorMatch–
ShapeMismatch

ColorMismatch–
ShapeMatch

ColorMismatch–
ShapeMismatch

Mean 937 1301 1426 1774
SE 31 39 37 44
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Post-hoc comparisons showed that, when the object color in the picture matched
the implied color in the sentence, the response time to the shape information in the
match condition was significantly faster than that in the mismatch condition (β=
0.14, SE=0.01, z =12.85, p < .001). Similarly, when the object color in the picture
mismatched the color implied in the sentence, the response to shape information in
thematch condition was significantly faster than that in themismatch condition (β=
0.10, SE=0.01, z=8.64, p < .001). In addition, when the object shape in the picture
matched the implied shape in the sentence, the response to color information in the
match condition was significantly faster than that in the mismatch condition (β=
0.18, SE =0.01, z=16.34, p < .001). Similarly, when the object shape in the picture
mismatched the implied shape in the sentence, the response to color information in
thematch condition was significantly faster than that in themismatch condition (β=
0.14, SE=0.01, z=12.13, p < .001).

Now we included the response time in four conditions to compare the response
time in the consecutive tasks (Table 5). Taken together, responses were faster in the
cases where both color and shape matched the object than in the cases where only
dimension matched the object, suggesting that the selection of shape and color was
not linear but multiplicative. The RTs also showed that the mental representation of
color and shape became fully integrated in the final stage of online comprehension.
The accuracy data in three stages showed that the match condition of color signifi-
cantly improved the processing accuracy of shape. The accuracy data in the beginning
and intermediate stage shown that the mismatched shape significantly degraded the
processing of color, but that the mismatched color did not affect the processing of
shape. However, our data substantially evidenced neither which type of perceptual
information was more important at the display delay of 1500ms, nor the equal
influence exerted by color and shape, but told us only that the activated simulations
reached full semantic integration over time.

3. Discussion
The current work first compared the multiplicative and additive views on how
multiple perceptual information was represented during real-time sentence compre-
hension, and reminded us to re-evaluate the mental organization of color and shape
when they were conjointly conveyed. Our results showed that the multiplicative
integration of multiple perceptual information was apparent in the final stage but less
apparent in the intermediate stage, and that color and shapewere not differentiated in
object identification regarding the processing advantage when conjointly conveyed.

Table 5. ISI=0ms/750ms/1500ms: Chinese speakers’ Mean and SE of RTs in the four conditions

Experiment 1
(0ms)

Experiment 2
(750ms)

Experiment 3
(1500ms)

Mean SE Mean SE Mean SE

ColorMatch–ShapeMatch 953 27 1294 48 937 31
ColorMatch–ShapeMismatch 1189 26 1331 49 1301 39
ColorMismatch–ShapeMatch 1321 30 1340 63 1426 37
ColorMismatch–ShapeMismatch 1541 30 1551 59 1774 44
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First, compared with the behavioral data on sentence reading that requires the
construction of a mental and situational model, the current work has enriched the
embodied cognition of color and shape in sentence reading in Mandarin. Comapred
with previous studies on the representation of perceptual information, the current
study elucidated the dynamics in processing color and shape conjointly conveyed at
the sentence level. Contrary to the finding of only perceptual information (i.e., shape)
in Zwaan et al. (2002), the current data supported the match effect of shape reported
inmany studies (e.g., Briner et al., 2014; Hupp et al., 2020; Kang et al., 2020; Sato et al.,
2013; van Weelden et al., 2014), and the match effect of shape that is conjointly
conveyed with orientation (e.g., Pecher et al., 2009; Rommers et al., 2013) across
languages. Our findings also ran counter to Connell (2007), where no match effect of
color was reported, but accorded with many works on only color (e.g., Berndt et al.,
2020; Connell & Lynott, 2009; Mannaert et al., 2021; Redmann et al., 2019), as well as
color and other object properties conjointly conveyed (e.g., de Koning et al., 2017;
Richter & Zwaan, 2010; Zwaan & Pecher, 2012). By manipulating the typicality of
object features (i.e, color and shape) our design following the the offline data at the
word level (e.g., Richter & Zwaan, 2010) again lent support to the combinative view
accounting for the processing of multiple perceptual information. Comparing the
time course of processing reported in shape representation in Japanese (e.g., Sato
et al., 2013) and in the current study, we argued that, although Japanese and
Mandarin are different in word order that influences the incremental semantic
integration, sentence reading at the final point can reach full semantic integration,
in line with the incremental comprehension reported across Indo-European lan-
guages.

More importantly, our behavioral data also elucidated the dynamic processing of
multidimensional information based on empirical data. This dynamic representa-
tion can be in relation to the event-related potential studies on the selection of color
and other features (e.g., orientation, color, and size), wherein the timing of atten-
tional modulation for such selective processing is over time (Anllo-Vento &
Hillyard, 1996; Karayanidis & Michie, 1997; Zani & Proverbio, 1995). The theor-
etical account claimed that the perceptual information from different senses can be
processed in an additive manner or a multireprelicative manner (Richter & Zwaan,
2010), but little is known about dynamic representation during sentence reading.
The current study elucidated the processing manner in three stages. At the initial
stage, although the processing of both color and shape showed a match effect, there
was no interaction between the perceptual information conjointly conveyed. The
match effect we found strongly substantiated the embodied language comprehen-
sion, in line with the previous work (e.g., de Koning et al., 2017; Richter & Zwaan,
2010; Rommers et al., 2013; Sato et al., 2013; Zwaan & Pecher, 2012), but the match
effect of color ran counter to the shorter response time in an SPV task, where
people’s responses were faster when the color mismatched the implied color than
when they matched (Connell, 2007). The distinction does not hold between color
and shape during object recognition, according to the empirical philosophical view
(i.e., shape is a primary property but color is a secondary property). Instead, we
argued that color and shape were comparable, at least in the initial stage of
perceptual simulation, in contrast to previous works (e.g., de Koning et al., 2017;
Rommers et al., 2013; Tanaka et al., 2001).

In order to address whether the match or mismatch referent of one particular
property in color–shape pairing can influence the processing of the other (e.g.,
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when color information in the sentences matches the color in the picture, whether
the match effect of shape can be found), we designed Experiments 2 and 3. The
results showed that the activation of color and shape interacted partially at the
intermediate stage, wherein one of the perceptual representations in the match-
condition will cause a significant match facilitation in the other perceptual infor-
mation. Thus, we proposed a plausible process of object recognition: object-related
knowledge (e.g., visual properties; tactile properties, etc.) can be automatically
retrieved; the comprehender automatically filters the perceptual information mis-
matching the input, as long as the other perceptual dimensions satisfy the match
effect. In other words, although successful language comprehension counts on
simulation of all perceptual information assembled in the situation model, whole
objects can be identified even when one visual attribute sufficiently meets the object
identification. At the cognitive level, this process depends on inhibitory control, by
which the comprehenders suppress information in conflict with other possible
referents, and the automatic attentional inhibition ability helps resist interference
(e.g., Nigg, 2017; Stahl et al., 2014), i.e., the comprehender relies on only a certain
feature to fulfill object identification. This proposal is also supported by well-cited
neuroimaging evidence that object recognition is supported by automatic activa-
tion of object-related knowledge (e.g., Gerlach et al., 2002; O’Craven et al., 1999). In
addition, the dominant role of either color or shape, as well as the mutual
correlation between shape and color, is not confirmed. As reported, when color
mismatched the simulated color in the sentence, the difference in response time for
shape in the match condition was not significantly faster than when they mis-
matched, but when the mismatched shape definitely degraded the processing of
color. Thus, it is hard to conclude whether one of the pairing properties depends on
the other in the intermediate stage, in contrast to the ERP evidence in a categor-
ization task that the selection of color depends on object shape, but not vice versa
(Proverbio et al., 2004). Thus, it seems fair to support the idea that both color and
shape are comparable in object representation.

By contrast, the ending stage (i.e., ISI=1500ms) of semantic integration showed
robust evidence of a multiplicative manner for representing perceptual information
in different dimensions. According to the results, the match or mismatch in one
dimension influenced the process by which the other dimension gets integrated (e.g.,
the initial shape activation would not become deactivated in a mental simulation
whenever the color matched or mismatched the implied color), and vice versa. For
one thing, this result indicates that the simulated color and shape information
interact, and that either color or shape mismatching the implied perceptual dimen-
sion would cause an interference with comprehension. For another, results suggest
that mental simulations can be actively updated to map the unfolding language when
entering the final stage, in line with results in online SPV tasks (e.g., Sato et al., 2013)
and offline SPV tasks (e.g., Mannaert et al., 2019). The match effect we found in the
final stage suggests that the prior activated information remains active and interacts
with other simulated representations. Recent studies on one particular perceptual
property on the contrary found that the initial activation would be deactivated and
only the final simulation stayed active (e.g., Kang et al., 2020; Mannaert et al., 2019).
For example, the match facilitation is not found at 1500ms in affirmative syntax, and
not at 750ms in negative syntax (Kaup et al., 2006). We assume these divergent
findings may be due to the syntax itself. In addition, no evidence showed that either
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color or shape was dominant in the final stage of semantic integration, during which
participants had enough cognitive resources to handle the perceptual information.

In addition, our findings also enriched the evidence of how the actual scenario
became available over time by examining the multidimensional perceptual informa-
tion in Mandarin, in line with previous works on the processing of negation and
metaphor in Indo-European languages, lending support to embodied cognition in
incremental sentence comprehension. Many behavioral and event-related potential
studies have contended that to understand negation in English we have to shift from a
factual situation to a counterfactual situation according to the online reading data
(e.g., Giora et al., 2005; Hasson & Gluckberg, 2006; Kaup, 2001; Kaup et al., 2006;
Lüdtke et al., 2008), but these studies only evidenced the dynamic comprehension of
factual vs. counterfactual situations. For example, in Lüdtke et al. (2008) participants
were presented with an affirmative or a negative sentence (e.g., in the front of the
tower there is a/no ghost) followed by a matching or mismatching picture that was
presented after a delay of 250ms or 1500ms. When the delay was 250ms, verification
latencies and ERPs showed a priming effect independent of whether the sentence
contained a negation or not. By comparison, when the delay was 1500ms, they
observed a main effect of truth value and negation in addition to the priming effect
already in the N400 time window. These results suggested that negation was fully
integrated into sentence meaning only at a later point in the comprehension process.
The current work, based on comprehension of declarative sentences where color and
shape were conveyed, again indicated that language comprehension uses a mental
model which guides interpretation of the sentences, and controls inference making,
in line with many theoretical accounts claiming that language comprehension
involves construction of the situational or perceptual information conveyed (e.g.,
Barsalou, 1999; Bransford & Franks, 1971; Glenberg et al., 1987; Zwaann & Rad-
vansky, 1998). In other words, information from different senses is integrated
interactively at the final stage where an event described by a sentence thoroughly
maps with the activated perceptual information.

To conclude, we did not find the multiplicative effect throughout the process of
representing color and shape conjointly conveyed in sentence comprehension, but
we found amultiplicative effect in the final stage. The processing advantage of color
and other intrinsic object properties can be further clarified by other approaches,
such as event-related potentials, which is highly suggestive of covert steps in
information processing and decision-making. Further inquiries about the percep-
tual symbol system also lie in testing the efficiency of semantic integration during
L2 semantic development across different proficiency levels, i.e., to what extent L2
learners can automatically integrate one particular or even multiple types of
perceptual information at both the word and sentence level. Future research can
also compare the processing of multiple perceptual information conjointly con-
veyed in relative clauses in head-final and head-initial languages, since the head-
initial languages may initiate the whole processing of the incoming sequences based
on partial semantic retrieval.
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