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Abstract

Research on the capacity to understand others’ minds has tended to focus on representations
of beliefs, which are widely taken to be among the most central and basic theory of mind rep-
resentations. Representations of knowledge, by contrast, have received comparatively little
attention and have often been understood as depending on prior representations of belief.
After all, how could one represent someone as knowing something if one does not even rep-
resent them as believing it? Drawing on a wide range of methods across cognitive science, we
ask whether belief or knowledge is the more basic kind of representation. The evidence indi-
cates that nonhuman primates attribute knowledge but not belief, that knowledge representa-
tions arise earlier in human development than belief representations, that the capacity to
represent knowledge may remain intact in patient populations even when belief representation
is disrupted, that knowledge (but not belief) attributions are likely automatic, and that explicit
knowledge attributions are made more quickly than equivalent belief attributions. Critically,
the theory of mind representations uncovered by these various methods exhibits a set of sig-
nature features clearly indicative of knowledge: they are not modality-specific, they are factive,
they are not just true belief, and they allow for representations of egocentric ignorance. We
argue that these signature features elucidate the primary function of knowledge representa-
tion: facilitating learning from others about the external world. This suggests a new way of
understanding theory of mind – one that is focused on understanding others’ minds in
relation to the actual world, rather than independent from it.

1. Introduction

Research on how people understand each other’s minds tends to focus in particular on how people
attribute beliefs (e.g., Baron-Cohen, 1997; Call & Tomasello, 2008; Dennett, 1989; Nichols & Stich,
2003; Onishi & Baillargeon, 2005; Saxe & Kanwisher, 2003). However, people also have other ways
of understanding each other’s minds, including attributing knowledge. That is, instead of asking
“What does this person believe?,” we can ask “What does this person know?” Knowledge attribu-
tion has received far less attention than has been devoted to belief. A simple Google Scholar
search, for example, demonstrates approximately an order of magnitude more papers that focus
on tests for representations of belief than representations of knowledge in theory of mind.1

The reasons for this focus on belief are both methodological and historical. Because beliefs
can be false, they provide a convenient method for testing whether an agent’s mind is being
represented independently from one’s own representation of the external world. Moreover,
historically, beliefs have been taken to be among the most conceptually basic mental states.
People use many different concepts to make sense of the way other people understand the
world, including the concepts of guessing, assuming, suspecting, presupposing, fully anticipat-
ing, and so forth. But the concept of belief may be more fundamental than any of these, and
people’s use of all of these other concepts may depend on their ability to represent beliefs.
Knowledge may well be in the same camp as these other mental states. That is, people’s ability
to represent knowledge may ultimately depend on a more fundamental capacity to represent
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belief. This way of understanding the relationship between knowl-
edge and belief has been widespread in the philosophical literature
(for a review, see Ichikawa & Steup, 2017) and may further justify
the focus on belief in research on theory of mind.

Surprisingly, empirical research offers little support for this
way of understanding the relationship between knowledge and
belief. Instead, most of the empirical evidence to date points in
the opposite direction: the capacity to attribute knowledge is
more basic than the capacity to attribute belief. We review the evi-
dence for this conclusion from a wide range of fields using a
diversity of methodological approaches: comparative psychology,
developmental psychology, social psychology, clinical psychology,
and experimental philosophy. This evidence indicates that nonhu-
man primates attribute knowledge but not belief (Section 4.1),
that the capacity to attribute knowledge arises earlier in human
development than the capacity to attribute belief does (Section
4.2), that implicit knowledge attributions are made more auto-
matically than belief attributions (Section 4.3), that the capacity
to represent knowledge may remain intact in patient populations,
even when belief representation is disrupted (Section 4.4), and
that explicit knowledge attributions do not depend on belief attri-
butions (Sections 5.1 and 5.2) and are made more quickly than
belief attributions (Section 5.3). Together these converging lines
of evidence indicate that knowledge, rather than belief, is the
more basic mental state used to represent other minds.

This abundance of evidence naturally gives rise to a further
question of why representations of knowledge play such a basic
role in the way we understand others’ minds. We argue that the
set of features that are specific to knowledge representations sug-
gest a promising answer: a primary function of knowledge repre-
sentations is to guide learning from others about the external
world. This presents a new view of how to think about theory
of mind – one that is focused on understanding others’ minds
in relation to the actual world, rather than independent from it.

2. How should we understand knowledge?

Given our aim, an important initial question concerns what we
mean by knowledge. At the broadest level, our proposal will be
to start by treating knowledge as the ordinary thing meant
when people talk about what others do or do not “know.”
While there is some disagreement about how to best make
sense of the ordinary meaning (Ichikawa & Steup, 2017), there
is also near-universal agreement on a number of essential features
that knowledge has, and we take those as the signature markers of
the kind of representation we are interested in.

Specifically, we focus on four features that are essential to
knowledge:

2.1. Knowledge is factive

You can believe whatever you like, but you can only know things
that are true. Also, when you represent others’ knowledge, you
can only represent them as knowing things that you take to be
true. If you do not think it is true that the moon landing was
faked, you cannot rightly say, “Bob knows the moon landing
was faked.” You would instead have to say, “Bob believes the
moon landing was faked.” Representations of knowledge can
only be employed when you take the content of the mental
state to be true (Kiparksy & Kiparksy, 1970; Williamson, 2000).
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2.2. Knowledge is not just true belief

The capacity for attributing knowledge to others is not the same
as a capacity for attributing true belief. Many cases of true belief
are not knowledge. In the most widely discussed kinds of cases,
someone’s belief ends up being true by coincidence. For example,
suppose that John believes that a key to his house is in his pocket.
Unfortunately, that key fell out of his jacket as soon as he put it in.
However, another house key, which he forgot about, is in the
other pocket of the jacket he is wearing. In such a case, John
has a belief that there is a house key in his pocket, and that belief
happens to be true. Intuitively though, it seems wrong to describe
John as knowing that there is a house key in his pocket (Gettier,
1963; Machery et al., 2017; Starmans & Friedman, 2012).

2.3. Others can know things you do not

While you can’t represent others as knowing things that are false,
you can represent others as knowing things you do not know. You
can say, for example, “Suzy knows where to buy an Italian news-
paper” even if you do not know where to buy an Italian newspa-
per (Karttunen, 1977; Phillips & George, 2018). Accordingly, the
capacity to represent knowledge involves the capacity to represent
two different kinds of ignorance. On the one hand, you can rep-
resent yourself as knowing more than others do (“altercentric
ignorance”), but at the same time, you can also represent others
as knowing more than you do (“egocentric ignorance”) (Nagel,
2017; Phillips & Norby, 2019).

2.4. Knowledge is not modality-specific

While knowledge may be gained through different forms of per-
ception (seeing, hearing, feeling, and so on), representations of
knowledge are not tied to any particular sense modality; knowl-
edge is more general than that. Moreover, knowledge can be
gained without perception, for example, by logical inference. So
attributing knowledge goes beyond merely representing what oth-
ers see, hear, feel, and so on.

These four essential features of knowledge helpfully distinguish
it from other kinds of mental-state representation. For example,
representations of belief lack the feature of being factive, whereas
representations of seeing or hearing, unlike knowledge, are
modality-specific. Hence, our plan throughout will be to focus
on instances of mental-state representations that have these four
signature features of knowledge. We will then ask how such a
capacity for knowledge representation relates to the ability to
represent others’ beliefs.

3. Two views about knowledge and belief

We will begin by setting out two broad views about how to under-
stand the relationship between belief attribution and knowledge
attribution. We start by considering these views at a purely theo-
retical level, without looking at empirical data or at prior investi-
gations of these questions. The remainder of the paper then turns
to existing empirical and theoretical studies to determine which of
these two views is better supported by the evidence.

When considering the role of knowledge and belief in theory
of mind, it will be important to distinguish between two closely
related questions. The first asks whether one of these ways of rep-
resenting others’ minds is more basic than the others (e.g.,
whether one preceded the other in evolutionary history, or is

present earlier in human development, or is computed more
quickly). The second asks more specifically whether the less
basic attribution depends in some way on the more basic one.
The answers to these two questions will obviously be connected
in an important way, since it would be difficult to see how the
more basic representation could depend on some less basic one.
At the same time, though, the less basic representation might
not depend in any way on the more basic one; they could be
entirely independent of each other. With these two questions in
mind, let us consider two ways of understanding the role of belief
and knowledge in theory of mind.

3.1. View 1: Belief attribution is more basic

A view familiar to philosophers holds both that belief is the more
basic mental state, and that representations of others’ knowledge
depend in a critical way on representations of their beliefs.
Applying this picture to psychology, people may make knowledge
attributions by (a) making a simpler belief attribution and (b) also
going through certain further cognitive processes that give rise to
a representation that goes beyond merely attributing a belief.

If we are wondering about John’s mental states regarding
where his keys are, we would default to representing John’s
mind in terms of where John believes his keys are (for specific
proposals on how we might do this, see, e.g., Baker, Jara-
Ettinger, Saxe, & Tenenbaum, 2017; Goldman, 2006; Gopnik &
Wellman, 1992; Gordon, 1986; Leslie, Friedman, & German,
2004). Then, to determine whether or not John knows that the
keys are in his pocket, we would additionally need to determine
whether his belief also meets the additional criteria required for
knowledge.

For a more specific proposal about these criteria, one might
turn to the rich philosophical literature, which has explored the
ways in which the concept of knowledge goes beyond the concept
of belief (Armstrong, 1973; Dretske, 1981; Goldman, 1967; Lewis,
1996; Nozick, 1981; Sosa, 1999). In what follows, we will not be
concerned with those details. Our concern is rather with the
broad idea that belief is the more basic way in which we represent
others’ minds and that representations of knowledge depend on
representations of belief. If this idea is right, then we would expect
there to be a set of processes that produce comparatively simple
representations of what others believe (see, e.g., Rose, 2015).
This view aligns well with the proposal that the capacity for belief
attribution may in fact be a part of core cognition or otherwise
innate, and present extremely early in human development (see,
e.g., Kovács, Téglás, & Endress, 2010; Leslie et al., 2004; Onishi
& Baillargeon, 2005; Stich, 2013).

On this view, belief is more basic than knowledge in both
senses. It is more basic in the sense that we would expect, for
example, representations of belief to be computed more quickly
than representations of knowledge. Further, belief is more basic
than knowledge in that knowledge representations may depend
on representations of belief.

3.2. View 2: Knowledge attribution is more basic

An alternative view is that knowledge is the more basic way in
which we make sense of others’ minds. Rather than representing
what others know by first representing what they believe, people
may have a separate set of processes that give rise to some com-
paratively simple representation of what others know. Such a rep-
resentation clearly would not involve calculations of belief.
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The signature features of knowledge illustrate ways in which
knowledge representations are substantially more limited than
belief representations. For example, knowledge is factive, so if
you do not think that it is true that John’s keys are in his pocket,
then you certainly cannot represent him as knowing that his keys
are in his pocket. Moreover, even if you do think it is true that
John’s keys are in his pocket, but John’s belief about the location
of his keys only happens to be right as a matter of coincidence,
then once again you cannot represent him as knowing that his
keys are in his pocket.

In contrast, belief representations are more flexible. You can
easily represent John as believing that his keys are in his pocket,
or in any other location: his car, his shoe, or Timbuktu. In fact,
representations of belief do not seem to be restricted in any
way: in principle, you could represent John as believing
completely arbitrary propositions. Hence, the set of things you
could represent someone as knowing is necessarily smaller than
the set of things you could represent them as believing (Phillips
& Norby, 2019). These differences between knowledge and belief
representation suggest that there may be some relatively simple
representation of what others know and some comparatively com-
plex representation of others’ beliefs.

While the knowledge-as-more-basic view denies that knowl-
edge representations depend on representations of belief, it does
not make any commitment as to whether the converse holds.
Even if knowledge representations are simpler than belief repre-
sentations, the capacity to represent someone as believing some-
thing need not depend on the capacity to represent them as
knowing something. These two ways of understanding others’
minds may simply be independent.

3.3. Shifting focus

The origin of the focus on beliefs in theory of mind research is
easily traceable to Premack and Woodruff’s paper, “Does the
chimpanzee have a theory of mind?” in Behavioral and Brain
Sciences (1978). In the commentaries to that target article, a num-
ber of philosophers argued that for both theoretical and empirical
reasons, better evidence for a capacity for theory of mind would
show that chimpanzees represented beliefs, and in particular,
false beliefs (Bennett, 1978; Dennett, 1978; Harman, 1978).

The idea that belief may be among the most basic mental rep-
resentations is common within philosophy, and can be clearly
observed in epistemological discussion of whether knowledge
may be understood as some, augmented, version of justified
true belief (e.g., Armstrong, 1973; Chisholm, 1977; Dretske,
1981). On this picture, belief is understood as the basic concept
and knowledge is taken to be comparatively complex, that is,
belief that has various other properties (being true, justified,
and so on). However, philosophers have long questioned whether
belief should actually be understood as more basic than knowl-
edge, and recently, have become increasingly excited about the
possibility that knowledge is the more basic notion (Nagel,
2013; 2017; Williamson, 2000; see Carter, Gordon, & Jarvis,
2017 for a collection of recent approaches; see Locke, 1689/
1975; Plato, 380BCE/1997, for earlier related discussions). On
this approach, knowledge should not be analyzed in terms of
belief or other concepts but should be understood as basic and
unanalyzable.

Just as many philosophers have rethought the commitment to
belief being more basic than knowledge, we think it is time for
cognitive scientists to revisit their continued emphasis on belief

as to the more central or basic theory of mind representation.
In fact, we think that the empirical research from cognitive sci-
ence provides overwhelming evidence in favor of thinking that
it is knowledge attribution, rather than belief attribution, that is,
the more basic theory of mind representation.

In the sections that follow, we ask what cognitive science
research reveals about this issue. We first review how the tools
of cognitive science allow one to test claims about which types
of representations are basic. We then examine what each of
these empirical methods illustrates about the basicness of belief
and knowledge representations. The first group of methods we
examine are primarily nonlinguistic and do not involve specifi-
cally asking subjects what they think about what someone
“knows” or “believes.” Rather, these methods involve operational-
izing knowledge and belief within an experimental protocol and
then investigating whether subjects’ behavior demonstrates sensi-
tivity to either kind of representation. The second group of meth-
ods actually employ the terms “knowledge” and “belief” and ask
what people’s use of these words can tell us about the basicness
of the corresponding concepts. As detailed in the following sec-
tions, one finds a strikingly similar story across all of these highly
varied methods.

4. Is belief understanding more basic than knowledge
understanding?

A central task in cognitive science is to uncover and describe the
most basic functions of human cognition – what “core” parts of
the mind make up the foundation that we use to develop more
complex, experience-dependent ways of thinking about the
world. To answer this question, scientists have marshaled a set
of empirical tools that give insight into these more basic aspects
of human cognition.

First, researchers have tested which aspects of human cogni-
tion are more basic by examining the evolutionary history of dif-
ferent kinds of capacities, testing which aspects of human
understanding are shared with closely related primate species
and thus are likely to be evolutionarily foundational. Second,
researchers have investigated which capacities emerge earliest in
human ontogeny, and thus do not require much experience.
Third, researchers have examined which cognitive capacities in
adult humans operate automatically, and thus occur indepen-
dently of conscious initiation. (The underlying logic here is not
that if a capacity is automatic, then it is basic since there are
capacities that are automatic but not basic, such as reading.
Rather, the idea is that if a capacity were a very basic one, it
would be surprising if it did not operate automatically.) Finally,
researchers have examined which capacities are more basic by
testing special populations that are unique either in terms of
their experiences or in terms of neural variation (e.g., brain
lesions, autism spectrum disorder [ASD], and so on). Capacities
that are more basic tend to be conserved across populations
despite radical differences in experiences or deficits in other cog-
nitive processes. Taken together, this set of tools can provide
important interdisciplinary insights into the question of which
aspects of the mind are the most basic and form the foundation
for other more complicated abilities.

To see these empirical tools of research, consider another
domain in which scholars have also wondered which sorts of
capacities are the more basic: the domain of human numerical
understanding. Our ability to think about complex numerical
concepts requires a host of sophisticated capacities, many of
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which require the kinds of complex computational abilities that
only adult humans possess. But which parts of this numerical
understanding are basic and require some additional complex
processing? Using the combined empirical approaches described
above, researchers have determined that at least two aspects of
our adult human numerical understanding – the capacity to rep-
resent large sets of objects approximately and the capacity to rep-
resent small numbers of individual objects exactly – appear to be
basic (see reviews in Carey, 2009; Feigenson, Dehaene, & Spelke,
2004; Spelke, 2004). First, closely related primates appear to have
both the capacity to exactly represent the number of objects in a
small set (e.g., Santos, Barnes, & Mahajan, 2005) and the capacity
to make approximate guesses about large numbers of objects (e.g.,
Jordan & Brannon, 2006). Second, human infants also appear to
begin life with both of these capacities: they can track small num-
bers of objects (e.g., Wynn, 1992) and make quick approximate
guesses about large numbers of objects (e.g., Xu & Spelke,
2000). Third, adult humans appear to perform both of these
sorts of tasks automatically: we automatically subitize small num-
bers of objects exactly (e.g., Trick & Pylyshyn, 1994) and seem to
automatically guess which of two large sets has approximately
more objects (e.g., Barth, Kanwisher, & Spelke, 2003). Finally,
researchers have identified special populations in which partici-
pants’ understanding of approximate numbers are preserved
despite radical differences in experience (e.g., the Munduruku,
an indigenous group of people who live in the Amazon River
basin, Dehaene, Izard, Spelke, & Pica, 2008). These combined
developmental, comparative, automaticity, and special population
findings make a convincing case that the ability to enumerate
objects approximately and track small numbers of objects exactly
is more basic than other aspects of human number cognition (see
review in Carey, 2009). For more discussion of the analogy
between number cognition and theory of mind, see Apperly
and Butterfill (2009), Spelke and Kinzler (2007), and Phillips
and Norby (2019).

With this analogy in mind, let us return to the first question
we posed about the relationship between knowledge and belief:
Is belief attribution or knowledge attribution more basic in the
sense described above?

In the following sections, we review what these same four
empirical tools – comparative cognition research, developmental
studies with infants and young children, studies of automatic pro-
cessing in adult humans, and deficits in special populations –
reveal about the foundational aspects of our understanding of
other minds. What emerges from examining research with each
of these empirical tools is a picture that is just as consistent as
the one observed for number representation. All four of these dif-
ferent empirical tools suggest that representations of what others
know are more basic than representations of what others believe.

4.1 Knowledge and belief in nonhuman primates

The first empirical tool that we marshal is comparative studies
examining what nonhuman primates understand about others’
minds. Much research over the past few decades has investigated
how a number of primate species think about the minds of others
and this study has given us a relatively clear picture of what dif-
ferent primates understand about others’ mental states (see
reviews in Call & Santos, 2012; Drayton & Santos, 2016).
Considering this now large body of research, we can ask whether
we see an understanding of others’ beliefs emerging as a more

phylogenetically foundational aspect of mental-state reasoning
in primates.

First off, do any nonhuman primates actually represent others’
beliefs? Looking to our closest primate relatives, the great apes,
one finds mixed evidence for an understanding of beliefs. Three
recent sets of studies support the conclusion that chimpanzees
and some other great apes can represent others’ false beliefs
(Buttelmann, Buttelmann, Carpenter, Call, & Tomasello, 2017;
Kano, Krupenye, Hirata, Tomonaga, & Call, 2019; Krupenye,
Kano, Hirata, Call, & Tomasello, 2016). However, there is also
some reason for caution when interpreting these results.
Researchers have continued to debate whether these findings are
better explained by lower-level processing (Heyes, 2017; Kano,
Krupenye, Hirata, Call, & Tomasello, 2017; Kano et al., 2019;
Krupenye, Kano, Hirata, Call, & Tomasello, 2017), simpler repre-
sentations that do not involve false belief (Buttelmann et al., 2017;
Tomasello, 2018), and even whether the anticipatory-looking par-
adigms used in this research have reliably demonstrated theory of
mind in humans (Dörrenberg, Rakoczy, & Liszkowski, 2018;
Kulke, Wübker, & Rakoczy, 2018; Schuwerk, Priewasser, Sodian,
& Perner, 2018). In brief, these studies provide some initial evi-
dence that great apes can represent false beliefs, but additional
research continues to be warranted (Martin, 2019).

At the same time, many other published studies suggest that
apes fail to represent others’ beliefs across a range of tasks (Call
& Tomasello, 1999; Kaminski, Call, & Tomasello, 2008;
Krachun, Carpenter, Call, & Tomasello, 2009; O’Connell &
Dunbar, 2003). In one study, for example, Kaminski et al.
(2008) explored whether chimpanzees could understand that a
competitor had a false belief about the location of a hidden
food item. Kaminski et al. used a design in which subject chim-
panzees competed with a conspecific for access to contested
foods (for the first of such tasks, see Hare, Call, Agnetta, &
Tomasello, 2000). Chimpanzees did not distinguish between a
condition where the competitor had a false belief and a condition
where the competitor was ignorant (the food was taken out and
then replaced in the same container in the competitor’s absence).
They were more likely to go for high-quality food in both of these
conditions than in a knowledge condition where the competitor
had seen where the food ended up. These results suggest that
chimpanzees fail to account for false beliefs in competitive
tasks, but they have no trouble distinguishing knowledge from
ignorance (for similar results, see Call & Tomasello, 2008;
Krachun et al., 2009).

In comparison to the mixed evidence one finds for representa-
tions of belief in great apes, the picture is clear when it comes to
great apes’ representations of knowledge: great apes have shown
robust success in representing what others know and acting in
accordance with those representations (Bräuer, Call, &
Tomasello, 2007; Hare et al., 2000; Hare, Call, & Tomasello,
2001; Hare, Call, & Tomasello, 2006; Kaminski et al., 2008;
Karg, Schmelz, Call, & Tomasello, 2015; Krachun et al., 2009;
Melis, Call, & Tomasello, 2006; Whiten, 2013). Collectively,
these studies suggest that great apes can track what others know
in competitive tasks, even though they often fail to track others’
beliefs in those same tasks (see, e.g., Call & Tomasello, 2008;
MacLean & Hare, 2012).

Importantly, research on nonhuman primates has also investi-
gated more distantly related primates, like monkeys, which pro-
vides insight into which capacities may have evolved even
longer ago. The evidence regarding monkeys is even more
unequivocal. To date, there is no evidence that monkeys
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understand other individuals’ beliefs, even when tested on tasks
that human infants have passed (Marticorena, Ruiz, Mukerji,
Goddu, & Santos, 2011; Martin & Santos, 2016). Research on
mental-state understanding in human infants often uses look-
ing-time measures (e.g., Kovács et al., 2010; Onishi &
Baillargeon, 2005). When these same techniques are applied to
monkeys, they do not show evidence of representing false beliefs
(Martin & Santos, 2014) or using them to predict behavior
(Marticorena et al., 2011). In one study, monkeys watched an
event in which a person saw an object moved into one of two
boxes and then looked away as the object moved from the first
box into the second box. Once the person had a false belief
about the location of the object, monkeys appeared to make no
prediction about where she would look; they looked equally
long when the person reached either of the two locations
(Marticorena et al., 2011; see also Martin & Santos, 2014 for sim-
ilar results on a different task). These findings suggest that pri-
mates more distantly related to humans than great apes fail to
represent beliefs, indicating that the human ability to represent
beliefs may actually be phylogenetically recent.

In spite of monkeys’ difficulty in tracking others’ beliefs, there
is a large body of work demonstrating that monkeys can under-
stand what others know (Drayton & Santos, 2016; Martin &
Santos, 2016). Rhesus monkeys, for example, understand that
they can steal food from a person who cannot see the food
(Flombaum & Santos, 2005) or who cannot hear their approach
toward the food (Santos, Nissen, & Ferrugia, 2006). Moreover,
when monkeys’ understanding of others’ knowledge states are
tested using looking-time measures, researchers again observe a
dissociation in monkeys’ understanding of knowledge and belief.
For example, when rhesus monkeys see a person watching an
object going into one of two locations, they look longer when
that person reaches the incorrect location than the correct loca-
tion, suggesting that they expect people to search correctly
when they know where an object is (Marticorena et al., 2011).
These findings suggest that more phylogenetically distant monkey
species succeed in tracking others’ knowledge states even though
they fail to understand others’ beliefs.

4.1.1. Do nonhuman primates actually represent knowledge?
An essential further question is whether the research on nonhu-
man primate theory of mind actually provides evidence regarding
knowledge representations specifically, rather than something
else, such as a representation of perceptual access. To answer
this further question, we need to ask whether there is evidence
that the theory of mind representations observed in nonhuman
primates carry the signature features that are unique to knowl-
edge. A number of studies provide evidence that this is the case
(see Nagel, 2017, for a complementary perspective).

First, there is evidence that nonhuman primates can represent
egocentric ignorance; that is, they can represent someone else as
knowing something they do not know. For example, in a compet-
itive task involving obtaining food from one of two containers,
chimps and bonobos were placed in a position such that they
could see that their human competitor could see which container
the food was placed in, but they could not see where the food was
placed (Krachun et al., 2009). The positions of the two containers
were then switched in clear sight of both the subject and their
human competitor. When subjects searched for food, they dem-
onstrated a marked preference for taking food from the container
their competitor reached for, suggesting that they represented the
competitor as knowing where the food was even if they did not.2

Critically, in a minimally different false-belief condition where the
containers switched positions whereas the competitor was not
watching, chimps and bonobos (unlike 5-year-old children)
were unable to recognize that they should search in the container
the competitor was not reaching for (Krachun et al., 2009).

Second, there is evidence that apes and monkeys fail to repre-
sent others’ true beliefs in cases where they have no trouble rep-
resenting others’ knowledge (Horschler, Santos, & MacLean,
2019; Kaminski et al., 2008). Specifically, these studies included
conditions where food was placed in one of the two opaque con-
tainers in clear sight of both the experimenter and the nonhuman
primate. Then, after the experimenter’s line of sight was occluded,
the food was removed from the container but then put directly
back in the same container where it was originally placed.
Under such conditions, the experimenter should have a true belief
about the location of the food (since it did not actually change
locations), but not knowledge (Gettier, 1963). Strikingly, under
these conditions, nonhuman primates failed to predict that the
experimenter would act on the basis of the true belief. In
contrast, they have little trouble making the correct predictions
in matched conditions where the experimenter could be re-
presented as having knowledge because they saw the removal
and replacement of the food (Horschler et al., 2019; Kaminski
et al., 2008).

Finally, there is evidence that the knowledge representations
found in nonhuman primates are not modality-specific. For
example, both chimpanzees and rhesus macaques make the
same inferences about others’ knowledge based on auditory and
visual information (Melis et al., 2006; Santos et al., 2006).
Moreover, recent research studies also suggest that both chimpan-
zees and macaques can attribute inferential knowledge to others
that cannot be solely based on perceptual access (Drayton &
Santos, 2018; Schmelz, Call, & Tomasello, 2011).

Taken as a whole, the lesson from comparative research is that
the capacity to represent others’ beliefs may be evolutionarily
newer than the capacity to represent others’ knowledge. There
is mixed evidence that great apes track others’ beliefs.
Nonetheless, there is clear evidence that great apes are able to
track others’ knowledge. Going yet a further step across the evo-
lutionary tree, there is clear evidence that monkeys can track oth-
ers’ knowledge in a variety of contexts but not others’ beliefs. In
short, primate research studies to date suggest that the capacity
to think about others’ knowledge predates an ability to represent
others’ beliefs.

4.2 Knowledge and belief in human development

4.2.1. Knowledge and belief in infancy
Just as studies of nonhuman primates can provide evidence about
which cognitive capacities are evolutionarily more foundational,
so too can studies of preverbal infants demonstrate which cogni-
tive capacities are developmentally prior. In the last two decades, a
growing body of work using non-verbal methods provides evi-
dence that preverbal infants have the capacity to represent the
mental states of others.

The current evidence of non-verbal belief representation in
early infancy is, at this point, unequivocally mixed. A number
of studies have suggested that infants reason about an agent’s
actions in terms of her beliefs by15 months of age or earlier
(Buttelmann, Carpenter, & Tomasello, 2009; Kovács et al., 2010;
Onishi & Baillargeon, 2005; Surian, Caldi, & Sperber, 2007;
Träuble, Marinović, & Pauen, 2010). At the same time, there
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have been a number of compelling plausible proposals for how
key behavioral patterns can be explained without a genuine ability
for belief representation (Burge, 2018; Butterfill & Apperly, 2013;
Heyes, 2014a; Priewasser, Rafetseder, Gargitter, & Perner, 2018).
Further, other researchers have argued that some of these looking-
time patterns may actually reflect representations of knowledge
rather than belief (Wellman, 2014).

More obviously concerning though, recent attempts at repli-
cating or extending the key pieces of empirical data have been
unsuccessful (e.g., Dörrenberg et al., 2018; Grosse Wiesmann
et al., 2018; Kammermeier & Paulus, 2018; Powell, Hobbs,
Bardis, Carey, & Saxe, 2018). At this point, the field is largely
in disagreement about whether there is good evidence for a capac-
ity for belief representation in human infants. Rather than taking
a side in this debate, however, we simply want to point out that
whichever way this debate turns out, the ability to represent
knowledge seems to replicably precede an ability to represent
beliefs.

There is uncontroversial evidence that infants can appreciate
how others’ knowledge shapes their actions from at least six
months of age. First, six-month-old infants are sensitive to the
role of an agent’s current or prior perceptual knowledge in con-
straining that agent’s actions toward objects. For example,
six-month-old infants usually assume that an agent who reaches
for object A over B prefers object A and will continue to reach
for that object in the future. However, if the agent’s view of object
B is occluded during the initial reaching demonstration, infants
do not infer this preference; indeed, they make no prediction
about the agent’s future behavior when the agent has not seen
both options. In this way, infants recognize that an agent’s knowl-
edge of her surroundings affects agent’s future behavior (Luo &
Johnson, 2009). Six-month-olds also make similar inferences
based on what an agent has seen previously. For example, after
observing an interaction between a “communicator” who prefers
object A over B and a naive “addressee,” they do not expect the
addressee to provide the communicator’s preferred object.
However, infants at this age do expect the addressee to provide
the communicator’s preferred object when the addressee was
present and watching during the communicator’s initial prefer-
ence display, or when the communicator uses an informative
vocalization during the interaction (a speech sound). Hence,
six-month-olds seem to recognize some of the conditions under
which an individual will become knowledgeable about informa-
tion (Vouloumanos, Martin, & Onishi, 2014). These two exam-
ples and many others (e.g., Hamlin, Ullman, Tenenbaum,
Goodman, & Baker, 2013; Luo, 2011; Luo & Baillargeon, 2007;
Meristo & Surian, 2013) suggest that within the first year of life
infants reason about agents’ actions in terms of what those agents
know and do not know and how others’ knowledge states shape
their actions. Yet there is comparatively little evidence that infants
before the second year of life have an ability to represent others’
beliefs (see Kovács et al., 2010).

An important aspect of these studies (as well as the nonhuman
primate research) is that they required researchers to rely on tasks
with solely nonlinguistic responses. To complement this study, we
next turn to consider studies that directly ask young children
about what others “know” or “believe” and consider the develop-
mental trajectory of knowledge and belief in these tasks.

4.2.2. Knowledge and belief in young children
Research on preverbal infants’ understanding of others’ epistemic
states provides evidence about which cognitive capacities emerge

earliest in life and may serve as the foundation for other later-
emerging capacities demonstrated in verbal reports. While some
uncertainty remains about the relationship between these two
sets of capacities (see, e.g., Apperly, 2010; Baillargeon, Scott, &
He, 2010; Carruthers, 2013, 2016), research suggests that the
developmental sequence observed in preverbal infants bears a
striking similarity to the sequence of development found by
researchers studying verbal reports in preschool-aged children.
Once again, the capacity for identifying and employing represen-
tations of knowledge precede those of belief.

One simple way to track the emergence of the concepts of
knowledge and belief in childhood is to consider children’s natu-
rally occurring language production and comprehension. Studies
of children’s early language use suggest that children typically
grasp factive mental-state terms first, and more specifically under-
stand the mental-state verb “know” before “think.” Toddlers, for
example, use “know” in their own utterances before they use
“think” (e.g., Bartsch & Wellman, 1995; Bloom, Rispoli,
Gartner, & Hafitz, 1989; Shatz, Wellman, & Silber, 1983; Tardif
& Wellman, 2000). While there remains some debate about
how children understand these terms (Dudley, 2018), there is
good evidence that preschoolers grasp the relative certainty con-
veyed by “know” before they grasp this for “think” (Moore,
Bryant, & Furrow, 1989). Moreover, children make systematic
errors when using nonfactive mental-state terms like “think,”
which suggest that they may first interpret these terms as factive
(e.g., misinterpreting “think” as “know”) (de Villiers, 1995; de
Villiers & de Villiers, 2000; de Villiers & Pyers, 1997; Johnson
& Maratsos, 1977; Lewis, Hacquard, & Lidz, 2012; Sowalsky,
Hacquard, & Roeper, 2009; though see Dudley, Orita,
Hacquard, & Lidz, 2015). To illustrate, one error that young chil-
dren often make is to deny belief ascriptions whenever the agent’s
belief does not meet the standards of knowledge, for example, the
belief is false. That is, when children are asked whether an agent
“thinks” something, their patterns of answers indicate that they
are actually answering a question about whether or not an
agent “knows” something. Finally, corpus analyses of toddlers’
uses of the term “know” also reveal an early-emerging under-
standing of knowledge in that they use these terms to both signal
their own ignorance and request that knowledgeable others fill in
gaps in their understanding (Harris, Bartz, & Rowe, 2017a; Harris,
Ronfard, & Bartz, 2017b; Harris, Yang, & Cui, 2017c).

Another large body of research has experimentally varied the
information an agent has acquired and then asked children to
make inferences about what the agent “knows” or “thinks.” For
instance, in a typical task assessing inferences of knowledge, an
agent is either shown the contents of a closed container, or is
not shown, and children are then asked whether the agent
knows what is in the container. Here, success requires attributing
knowledge when the agent saw the contents and attributing igno-
rance when the agent did not. Similarly, in a typical false-belief
task, an agent sees that an object is in one location but does
not see it get moved to another location, and children are asked
where the agent thinks the object is. To succeed here, children
must indicate that the agent thinks the object is in the first loca-
tion, even though children themselves know it is in the second
location.

Findings from studies using these verbal measures suggest that
children succeed in inferring knowledge states before they suc-
cessfully infer belief states. Whereas successful attribution of
knowledge states often emerges when children are aged 3 (e.g.,
Pillow, 1989; Pratt & Bryant, 1990; Woolley & Wellman, 1993),
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successful attribution of false belief typically occurs only when
they are 4 or older (Grosse Wiesmann, Friederici, Disla,
Steinbeis, & Singer, 2017; see Wellman, Cross, & Watson, 2001
for a meta-analysis of findings from false-belief tasks).
Particularly compelling evidence for this pattern comes from
studies that have used a battery of theory of mind tasks developed
by Wellman and Liu (2004). These studies show that most chil-
dren succeed in inferring knowledge states before they succeed
in attributing false belief (Mar, Tackett, & Moore, 2010;
Tahiroglu et al., 2014) and that this developmental pattern is sta-
ble across a variety of populations, including deaf children and
children with autism (Peterson, Wellman, & Liu, 2005), and chil-
dren from non-Western cultures (Shahaeian, Nielsen, Peterson, &
Slaughter, 2014; Shahaeian, Peterson, Slaughter, & Wellman,
2011; Wellman, Fang, Liu, Zhu, & Liu, 2006).

Considering young children’s capacity for making explicit, ver-
bal judgments of knowledge and belief, one sees a familiar pattern
emerge. Much like in non-verbal tasks, young children succeed in
verbal tasks that require facility with representations of knowledge
before they succeed in tasks that require facility with representa-
tions of belief.

4.2.3. Is this really the development of knowledge
representations?
Again, a critical question is whether the research we have reviewed
on theory of mind in human development actually provides evi-
dence that infants and young children are representing knowledge
rather than something else, such as perceptual access or simply
true belief. That is, do we see the signature features of a genuine
capacity for representing knowledge?

One important piece of evidence comes from studies asking
whether infants have a capacity for egocentric ignorance: are
they able to represent that others know something that they do
not? Behne, Liszkowski, Carpenter, and Tomasello (2012) had
an experimenter hide an object in one of the two boxes in a
way that ensured that infants could not infer which box the object
was in. When the experimenter then pointed to one of the two
boxes, infants searched for the object in the location pointed to,
suggesting that they understood that the experimenter knew
something they did not (Behne et al., 2012). Along similar
lines, Kovács, Tauzin, Téglás, Gergely, and Csibra (2014) provided
evidence that 12-month-old infants’ pointing is used to query
others who they take to be more knowledgeable than they are
(Kovács et al., 2014). Specifically, they found that infants exhib-
ited a tendency to point in cases where the experimenter was
likely to provide knowledge that the infant did not have (com-
pared to a case where the experimenter was likely to share infor-
mation that the infant already knew). Moreover, Begus and
Southgate (2012) demonstrated that 16-month-old infant’s inter-
rogative pointing is sensitive to the previously demonstrated com-
petence of potential informers, suggesting that this pointing
demonstrates a genuine desire to learn what others know, rather
than merely believe (see Stenberg, 2013, for convergent evidence
with 12-month-old infants). Collectively, this study provides evi-
dence that infants have an early-emerging capacity to represent
others as knowing something that they do not know – a signature
property of knowledge representation.

Continuing later into development, this capacity is also evident
in 3-year-olds’ explicit attributions of knowledge (e.g., Birch &
Bloom, 2003; Pillow, 1989; Pratt & Bryant, 1990; Woolley &
Wellman, 1993) and their decisions about who to ask for help
(Sodian, Thoermer, & Dietrich, 2006). Indeed, children’s ability

to represent others as knowing more than themselves can be
seen as underwriting the important and well-studied development
of young children’s trust in testimony (see Harris, Koenig,
Corriveau, & Jaswal, 2018, for a recent review). From the perspec-
tive of a human infant seeking to learn from others, being able to
represent others as knowing something you do not know is crit-
ical for understanding who to learn from.

Second, studies show that young children fail to correctly attri-
bute true beliefs if they fall short of knowledge (Fabricius, Boyer,
Weimer, & Carroll, 2010; Fabricius & Imbens-Bailey, 2000;
Oktay-Gür & Rakoczy, 2017; Perner, Huemer, & Leahy, 2015).
These studies have employed scenarios that are similar to
“Gettier” cases within epistemology. To illustrate, children in
one study were told about a boy named Maxi who knows that
his mother placed his chocolate in the red cupboard, but then
while Maxi is gone, his sister takes the chocolate out of the cup-
board and after eating some, considers putting it in the green cup-
board. However, in the end, she decides to just put it back in the
red cupboard (Fabricius et al., 2010). In this situation, Maxi has a
justified true belief about his chocolate being in the red cupboard,
but he is not properly described as knowing that his chocolate is in
the red cupboard (Gettier, 1963). The striking finding is that even
at an age where they can clearly represent knowledge (4- to
6-year-olds), children fail to correctly predict where Maxi will
look for the chocolate when his true belief falls short of genuine
knowledge. In contrast, when the paradigm is minimally changed
such that it no longer involves a “Gettier” case but can be solved
with genuine knowledge representations, young children no lon-
ger have any difficulty correctly predicting where the agent will
look (Oktay-Gür & Rakoczy, 2017). In short, children fail to cor-
rectly predict others’ behavior when their true beliefs fall short of
knowledge.

Third, there is good evidence that mental-state representation
in infants is not completely explained by modality-specific per-
ceptual access relations such as seeing-that or hearing-that.
Infants make the same inferences about what others know
based on both auditory and visual information, suggesting that
there is some common, modality-independent representation of
what others know (Martin, Onishi, & Vouloumanos, 2012;
Moll, Carpenter, & Tomasello, 2014). Additionally, infants attri-
bute knowledge based on nonperceptual inferences that the
agent should make. For example, Träuble et al. (2010) showed
15-month-old infants an agent who is either facing the display
(and thus has perceptual access to a ball changing locations) or
is not facing the display but manually adjusts a ramp causing
the ball to change locations (and thus can make a physics-based
inference about the ball’s changed location). In both cases, infants
regarded the agent as having knowledge of the changed location
of the ball and distinguished these cases from ones where the
agent did not have reason to infer that the ball changed locations
(Träuble et al., 2010). In fact, there is striking evidence that young
children (3- to 5-year-olds) are actually surprisingly bad at tracking
the modality through which agents gain knowledge of an object
(O’Neill, Astington, & Flavell, 1992; Papafragou, Li, Choi, & Han,
2007). Young children will, for example, assume that agents who
have gained knowledge of an object through only one sense
modality (e.g., touch) also have gained knowledge typically acquired
through other sense modalities (e.g., what the object’s color is). This
kind of error suggests that children are relying primarily on a
general capacity for representing others as simply knowing (or
not knowing) things about the world rather than modality-specific
perceptual access, such as seeing-that or feeling-that.
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In sum, we find remarkably good evidence that the
early-emerging theory of mind capacity has the signature features
of genuine knowledge representation.

4.3 Automatic theory of mind in human adults

A third empirical way to test which cognitive capacities are more
basic is to ask which processes operate automatically in human
adults – that is, which capacities operate even when you do not
want them to and continue to function even when the represen-
tation being computed is completely irrelevant (or even counter-
productive) to the task at hand. To return to the previous example
of number cognition, consider the difference between seeing 27
dots appear on a screen and seeing three dots appear on the
same screen. When 27 dots appear, whether or not you represent
the exact number of dots on the screen just depends on whether
you intentionally decide to engage in the controlled process of
counting the number of dots. You could spontaneously decide
to count the number of dots, but you could just as easily decide
not to. The capacity giving rise to representations of 27 dots is
not automatic. Representations of three dots work differently.
The processes involved in representations of three dots operate
automatically: you could not realize that there are three dots,
even if you wanted to (Dehaene & Cohen, 1994; Kaufman,
Lord, Reese, & Volkmann, 1949; Trick & Pylyshyn, 1994). A
growing body of literature has investigated the question of
whether representations of knowledge and belief are automatic.

4.3.1 Current evidence for automatic belief representation
First, consider the evidence for whether people automatically
compute belief representations. The most common approach
has been to ask participants to make a judgment in response
only to the information that they have seen, whereas at the
same time, systematically varying the information that was pre-
sented to another (irrelevant) agent in the experiment (Apperly
& Butterfill, 2009; Kovács et al., 2010; Low & Watts, 2013;
Samson, Apperly, Braithwaite, Andrews, & Bodley Scott, 2010;
Surtees, Apperly, & Samson, 2016a; Surtees, Samson, &
Apperly, 2016b). Researchers could then ask whether participants
were automatically (i.e., mandatorily) calculating the mental states
of the irrelevant agent by asking whether participants’ responses
were influenced by the information available to this other agent.

The evidence uncovered by research using this kind of para-
digm has provided a relatively clear answer: there is little evidence
that human adults automatically represent others’ beliefs and
some positive evidence that they do not. One prominent study
has largely served as the primary piece of evidence for automatic
belief representation (Kovács et al., 2010). Importantly, however,
further research demonstrated that the paradigm used in these
studies suffered from subtle confounds in the timing of a critical
attention check, and once these confounds were controlled for, or
simply removed, the results no longer suggested that participants
automatically calculated others’ beliefs (Phillips et al., 2015).
Apart from this prominent piece of evidence, there are also a
few other studies that have argued in support of automatic belief
representation (Bardi, Desmet, & Brass, 2018; El Kaddouri, Bardi,
De Bremaeker, Brass, & Wiersema, 2019; van der Wel, Sebanz, &
Knoblich, 2014), and considerable evidence that strongly suggests
that belief representation is not automatic (Apperly, Riggs,
Simpson, Chiavarino, & Samson, 2006; Kulke et al., 2019; Low
& Edwards, 2018; Surtees, Butterfill, & Apperly, 2012; Surtees
et al., 2016a, 2016b).

Complementary evidence comes from studies asking whether
representations of others’ beliefs are computed when attentional
resources or executive functions are taxed. This body of work pro-
vides clear evidence that representing what others believe requires
deliberative attention and executive function (Apperly, Back,
Samson, & France, 2008; Apperly, Samson, & Humphreys,
2009; Dungan & Saxe, 2012; Qureshi, Apperly, & Samson, 2010;
Schneider, Lam, Bayliss, & Dux, 2012). To illustrate with one
example, Dungan and Saxe (2012) had participants view videos
in which an agent either formed knowledge of the location of
an object or instead formed a false belief about the location of
the object. They then asked participants to predict where the
agent would look for the object when they were under various
forms of cognitive load, using both verbal and non-verbal shad-
owing. When participants needed to represent the agent as having
a false belief about the object’s location, they made systematic
errors in their predictions of where the agent would look. No
such errors were observed when they could simply represent the
agent as knowing the object’s location.

In summary, the current state of the evidence suggests that not
only are belief representations not automatic, but they rely on
domain-general executive resources. Representations of beliefs
work much more like representations of 27 dots than representa-
tions of three dots.

4.3.2. Current evidence for automatic knowledge representation
In contrast, one finds intriguing evidence that human adults may
automatically represent what others know. In one study, Samson
et al. (2010) showed that participants took into account what oth-
ers knew, even in cases where it was counterproductive to the task
they were completing. Participants viewed a room with various
numbers of dots on two opposing walls, and their task was to
indicate the number of dots they saw on the walls. Critically, how-
ever, there was also an avatar standing in the middle of the room,
facing only one of the walls, such that on some trials, the partic-
ipant saw more dots than the avatar did. On trials where the num-
ber of dots seen by the avatar and participant conflicted,
participants tended to make errors in a way that suggested they
were automatically encoding the number of dots the avatar saw,
and that this representation was conflicting with their representa-
tion of the number of dots on the walls (despite the fact that the
avatar was completely irrelevant to the task they were currently
performing on these trials). This research, along with a number
of subsequent studies (Surtees & Apperly, 2012; Surtees et al.,
2016a, 2016b) collectively suggest that when we automatically
encode others’ mental states, we represent the things that they
know through clear perceptual access (sometimes referred to as
“Level-1” perspective taking, see Flavell, 1978, 1992). At the
same time, however, there is continuous debate about whether
these findings reflect the genuine theory of mind representations
or simply lower-level processing required by the task (Heyes,
2014b), with some researchers providing evidence for attentional
confounds (Conway, Lee, Ojaghi, Catmur, & Bird, 2017;
Santiesteban, Catmur, Hopkins, Bird, & Heyes, 2014), and others
providing empirical evidence against the proposed confounds
(Furlanetto, Becchio, Samson, & Apperly, 2016; Gardner,
Bileviciute, & Edmonds, 2018; Marshall, Gollwitzer, & Santos,
2018).

Rather than attempting to adjudicate this debate, we instead
want to step back and consider what this approach to investigat-
ing knowledge and belief has uncovered. There are two possibili-
ties. One is that existing evidence from these paradigms shows
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that humans are capable of automatically attributing knowledge
but are not capable of automatically attributing beliefs. The
other is that, despite the initial evidence, the experimental para-
digms that have been employed so far are not well-suited to dem-
onstrate the existence of an underlying capacity for automatic
theory of mind in general, and new paradigms need to be
developed.

4.3.3. New horizons for the automatic theory of mind
The research reviewed in the previous sections on nonhuman pri-
mates and human cognitive development provides reason to
expect that the capacity for knowledge representation is more cog-
nitively basic than belief. Moreover, many basic cognitive capaci-
ties – those shared with close nonhuman primate relatives and
early emerging in human development – also tend to operate
automatically in humans. Hence, there is some reason to expect
that adult humans may indeed have the capacity to automatically
represent others’ knowledge. If this is right, we should further
expect such an automatically functioning capacity for knowledge
representation to exhibit the same set of signature features of
knowledge representations. Specifically, we would expect this
capacity to (i) only support factive representations, (ii) not sup-
port representations of true belief when they fall short of knowl-
edge, (iii) allow you to represent someone else is knowing
something you do not, and (iv) not be tied to any particular
sense modality. To the best of our knowledge, none of these
four features have been directly examined in this study on the
automatic theory of mind, and thus point to exciting new avenues
for future study as work on this topic presses forward.

4.4. Evidence from patient populations

The other tool that cognitive scientists use to determine which
capacities are more basic is to ask which capacities are preserved
in people who suffer from various cognitive impairments. The
underlying rationale is that the more basic capacities tend to be
preserved in patient populations. While there has not yet been a
great deal of research that has specifically investigated which the-
ory of mind capacities may be preserved across different patient
populations, it is worth considering what the existing evidence
may reveal about the capacities for representing knowledge and
belief.

The most well-studied patient population in the theory of
mind research are people with ASD. Research looking at the
theory of mind in people with ASD has found that they often
have difficulties in correctly representing others’ beliefs
(Baron-Cohen, 1997; Baron-Cohen, Leslie, & Frith, 1985; Frith,
2001; Moran et al., 2011; Schneider, Slaughter, Bayliss, & Dux,
2013; Senju, Southgate, White, & Frith, 2009). While there is
also some evidence that young children with ASD have some dif-
ficulty with inferences about knowledge, representations of
knowledge fare better than representations of belief when directly
compared (Baron-Cohen & Goodhart, 1994; Leslie & Frith, 1988;
Perner, Frith, Leslie, & Leekam, 1989; Pratt & Bryant, 1990). For
example, in studies that tracked participants’ eye movements dur-
ing true and false-belief tasks, researchers found that the eye
movements of people with ASD differ from controls when the
agent has a false belief, they actually do not differ when the
agent simply has knowledge (Schneider et al., 2013).

Similarly, a number of studies have investigated how people
with ASD differ from typically developing people in terms of
the ability for “Level 1” and “Level 2” theory of mind. In general,

studies using Level 1 tasks (involving calculations of whether or
not someone has perceptual or epistemic access to something)
have found that people with ASD often perform just, as well as
typically developing controls (Baron-Cohen, 1989; Hobson,
1984; Leekam, Baron-Cohen, Perrett, Milders, & Brown, 1997;
Reed & Peterson, 1990; Tan & Harris, 1991). In contrast, studies
involving Level-2 tasks (involving taking someone’s perspective
even though it contradicts one’s own) have shown that people
with ASD often perform much less than typically developing con-
trols (Hamilton, Brindley, & Frith, 2009; Leslie & Frith, 1988;
Reed & Peterson, 1990; Yirmiya, Sigman, & Zacks, 1994).

Taken together, this research suggests that the capacity for rep-
resenting others’ beliefs is disrupted in patient populations,
whereas the capacity to represent what other people see or
know remains comparatively preserved. This difference in disrup-
tions of knowledge and belief provides evidence that the capacity
for knowledge representation is more basic than belief representa-
tion. Not only is knowledge more basic in that it is simpler, but
knowledge representation clearly does not depend on belief repre-
sentation, since representations of knowledge are preserved
despite disruptions of belief representations.

4.5. Summary

The tools that cognitive scientists often appeal to when investigat-
ing which aspects of our minds are the most basic all suggest that
it is the capacity to represent knowledge – not belief – that is the
more basic component of the theory of mind. Primate study indi-
cates that our ancestors may have begun representing knowledge
states before evolving the capacity to think about beliefs. Studies
of human infant theory of mind find that infants begin to track
what others know before tracking what others believe, and
young children can talk about and make predictions using knowl-
edge representations long before belief representations. Tests of
the automatic theory of mind in adult humans suggest that repre-
sentations of knowledge may happen more automatically and
effortlessly than representations of beliefs. Also, evidence from
patient populations demonstrates that an ability to represent
beliefs can be disrupted whereas knowledge attributions remain
comparatively preserved.

5. Do attributions of knowledge depend on belief?

Thus far, we have been reviewing evidence for the existence of a
comparatively basic theory of mind representation that shares
some of the signature features of knowledge. However, many of
the studies on which we’ve focused have not specifically employed
the concepts of knowledge and belief. Going forward, we will focus
more specifically on the explicit representation of the concepts of
knowledge and belief.

Much of the relevant studies have been conducted in the field
of experimental philosophy. While we review the evidence in
detail below, the lesson that comes from this study should
sound familiar at this point: knowledge representations seem to
be more basic than belief representations, and representations of
knowledge do not depend on representations of belief. This con-
clusion is supported by the fact that response times for knowledge
assessments are faster than response times for belief assessments
(Section 5.1), that knowledge attributions sometimes occur when
belief attributions do not (Section 5.2), that in the best-fitting
causal models of the process of mental-state attribution, the
ascription of belief does not cause the ascription of knowledge
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(Section 5.3), and that knowledge attributions are better predic-
tors of behavior than attributions of belief (Section 5.4). We
take up each piece of evidence in turn.

5.1 Response times

Consider again the claim that people attribute knowledge by first
determining that someone has a belief and then also checking to
ensure that this belief has certain further properties (as outlined in
Section 3.1). One way of investigating whether this claim is correct
is to examine how quickly people are able to make knowledge and
belief attributions. If attributing belief is a necessary step in attrib-
uting knowledge, then attributions of belief should be faster than
attributions of knowledge. Recent study tested this prediction
(Phillips et al., 2018).

In one study, participants read about agents who either (a) had
a true belief about some proposition p, (b) were ignorant and thus
had no belief regarding p, or (c) believed some other proposition
q that was inconsistent with p (Phillips et al., 2018). After reading
about agents in these states, participants were asked whether the
agent “knows” that p, or instead whether the agent “thinks” that p.
They were instructed to answer as quickly and accurately as they
possibly could.

Participants were systematically faster in both attributing and
denying knowledge than in attributing or denying belief – pre-
cisely the opposite of the predictions of the belief-as-more-basic
view. This pattern was found to extend cross-linguistically, as
well, even for a language where the term “think” is more frequent
than the term “know”: French participants were faster to correctly
decide what an agent knows (“sait”), than what an agent thinks
(“pense”). This provides clear evidence that people’s attribution
of knowledge cannot depend on a prior attribution of belief.

5.2 Patterns of knowledge attribution versus belief attribution

Still, it might be thought that one prediction that follows from the
belief-as-more-basic view is clearly right. Specifically, it should be
that all cases in which people are willing to say that someone has
knowledge are also cases in which people would be willing to say
that someone has the corresponding belief. After all, how could it
possibly turn out that a person knows something if she does not
even believe it?

Surprisingly, however, results from experimental philosophy
provide a reason to doubt that even this prediction is correct. In
an important study, researchers tested this claim (Myers-Schulz &
Schwitzgebel, 2013; see also Radford, 1966 and Murray, Sytsma,
& Livengood, 2012). In one of the scenarios used in this study, par-
ticipants read about an “unconfident examinee,” Kate, who studied
very hard for an exam on English history. The exam’s final question
asked about the date Queen Elizabeth died. Kate had studied this
fact many times, but she was not confident that she recalled the
answer, so she decided to “just guess” and writes down “1603,”
which is in fact the correct answer. The vast majority of participants
agreed that Kate knew that Queen Elizabeth died in 1603, but only a
small minority agreed she believed that. A similar pattern emerged
across the other scenarios.

5.3 Does belief attribution predict knowledge attribution?

Thus far, we have been asking whether there are cases in which
people are inclined to say that an agent does know something
but does not believe it. However, testing whether knowledge

attributions are accompanied by belief attributions provides lim-
ited information about how these judgments are processed.
Even if people strongly tend to attribute knowledge only if they
will also attribute belief, it could still be that belief attribution is
not central to the psychological process of knowledge attribution.

A series of recent studies suggest that people do not base their
knowledge attributions on belief attributions. In one set of studies
(Turri & Buckwalter, 2017), researchers asked participants to read
simple stories about agents and then record several judgments.
These judgments included whether the agent knows a particular
proposition, along with judgments about several factors that
many theorists associate with knowledge, including whether the
relevant proposition is true, whether the agent thinks that it is
true, whether the agent has good evidence for thinking that it is
true, and whether the agent should base a decision on it. In a mul-
tiple linear regression model used to predict knowledge attribu-
tions, the strongest predictors were judgments about whether
the proposition was true and whether the agent should make a
decision based on it. Belief attributions did not predict knowledge
attributions even when a large number of other relevant factors
were controlled (Turri & Buckwalter, 2017). In another set of
studies using a similar paradigm, researchers instead used a causal
search algorithm to study the relationship among the judgments.
In the best-fitting causal model, no kind of belief attribution was
found to cause knowledge attributions (Turri, Buckwalter, & Rose,
2016). The upshot of this research is that, even if it turns out that
there is some form of belief that is entailed by knowledge, there is
currently no evidence that even this minimal form of belief con-
sistently plays a role in the formation of knowledge
representations.

5.4 Knowledge and belief in action prediction

A dominant perspective in cognitive science is that our ordinary
predictions of others’ behavior rely primarily on which beliefs
we attribute (e.g., Baker, Saxe, & Tenenbaum, 2009; Rakoczy,
2009; Tomasello, Call, & Hare, 2003). For example, we predict
that a traveler will take his umbrella because we attribute to
him the belief that it will rain and the desire to stay dry.
With the belief and desire attributions in place, there is little
additional study left for attributions of knowledge to do in pre-
dicting action.

A recent study tested this possibility using a simple para-
digm. Participants read brief texts about an agent in various sit-
uations which varied the information the agent had access to
(e.g., an agent who was following another person and who
could or could not see where they turned). After reading the
vignette, participants made a belief attribution, a knowledge
attribution, and a behavioral prediction. The key question was
whether the behavioral prediction would be more strongly pre-
dicted by the belief attribution or the knowledge attribution.
Knowledge attributions consistently predicted behavioral predic-
tions more strongly than belief attributions did. Moreover, a
causal search algorithm suggested that knowledge attributions
caused behavioral predictions in contexts where belief attribu-
tions did not (Turri, 2016a). Whereas previous research has
demonstrated a unique role for knowledge attributions in evalu-
ating how people should behave (e.g., Turri, 2015a, 2015b; Turri,
Friedman, & Keefner, 2017), these findings suggest a previously
unrecognized role for knowledge attributions in predicting how
people will behave.
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6. Stepping back

The goal of this paper has been to explore the evidence for two
competing views of the basic way in which we make sense of oth-
ers’ minds. We saw that every tool used to date to test which kind
of representation is more basic – comparative study (Section 4.1),
developmental study (Section 4.2), automatic processing in
human adults (Section 4.3), and study with patient populations
(Section 4.4) – converges on a clear picture: knowledge attribution
appears to be a more basic capacity than belief attribution.
Moreover, research from experimental philosophy provided inde-
pendent evidence that knowledge does not depend on belief
(Section 5). Critically, we have also illustrated that the theory of
mind capacity revealed by these various methods exhibits a set
of signature features that are specific to knowledge (Section 2):
(i) it is factive, (ii) it is not just true belief, (iii) it allows for ego-
centric ignorance, and (iv) it is not modality-specific.

6.1. Why knowledge?

A natural question that remains unanswered is why such a capac-
ity for knowledge representation would have ended up being one
that is cognitively basic. While there is some good evidence that
knowledge representations are used for action prediction
(Section 5.4), there are also many instances in which the kind
of capacity we provided evidence for will be poorly suited to pre-
dicting other agents’ behavior. For example, this capacity for
knowledge representation would never allow you to predict oth-
ers’ behavior if they happen to disagree with you about the way
things are since it only supports factive representations. Also, it
is similarly useless when others do agree with you but do so for
the wrong reasons – that is, when they have a true belief that
falls short of knowledge. This is odd. Understanding why some-
one believes what they do seems entirely unnecessary for predict-
ing their behavior. To do that, you only need to know what they
believe. Moreover, knowledge representations allow you to repre-
sent others as knowing things that you do not know. It is easy to
see why this is not particularly useful for action prediction. Imagine
a ball was placed in one of two boxes, but you do not know which
one. Knowing that someone else knows where the ball is will do
you little good in predicting where they will look for it. The ques-
tion before us is this: given that our more basic ability to represent
knowledge has signature features that seem oddly ill-designed for
predicting others’ behavior, what else might it be for? A promising
alternative picture is that the basic capacity for knowledge represen-
tation evolved for learning from others.

It is not hard to see how representations of knowledge are
well-suited for learning about the extra-mental world (Craig,
1990). Return to the example of a ball being in one of the two
boxes, but imagine that you simply want to know where the
ball is. From this perspective, the features that are unique to
knowledge begin to make perfect sense. For example, you likely
do not want your understanding of the ball’s location be informed
by what someone else merely believes about the location of the
ball, especially when those beliefs fall short of genuine knowledge
– either because they are in conflict with your understanding of
the world or because the reason the person came to form them
is deviant in some way (Gettier, 1963). In either case, the other
person’s beliefs will not be a reliable guide to the way the world
actually is, and thus if you want to learn about the world, it
would be better simply to ignore others’ beliefs under such con-
ditions. Moreover, the rather sophisticated capacity to represent

others as knowing more than you makes perfect sense here too.
While it is clearly not useful for predicting which box the other
person will look in, it is incredibly useful for determining who
can accurately inform you about where to look. This feature of
knowledge (and its contrast with belief) is even reflected in the
language we use when talking about others’ mental states. We
can felicitously talk about others as knowing where something
is, knowing how something is done, or even knowing who did
something. But we cannot similarly talk about others as believing
where something is, believing how something is done, or believing
who did something (Egré, 2008; Hintikka, 1975). It is knowledge,
but not belief, that allows us to represent others as reliable guides
to the actual world.

In short, a promising answer to the question “Why knowl-
edge?” is that knowledge representations are fundamental because
they allow us to learn from others about the world. Obviously, this
does not mean that we could never use knowledge representations
to predict others’ actions; in fact, we have provided clear evidence
that we can and do (Section 5.4). Rather the suggestion is that the
capacity for knowledge representation is clearly better designed
for learning about the extra-mental world rather than for predict-
ing others’ actions, and thus is more likely to have originated for
the former, even if it can also be usefully employed for the latter.

6.2. Learning from knowledge

If this hypothesis is correct, the literature on learning from others
might offer us valuable clues about the nature of knowledge rep-
resentations and their pervasive role in cognition. To take one
example, the evidence we have reviewed on nonhuman primates
suggests that they can use their capacity for knowledge represen-
tation to learn, for example, about the location of food based on
what others know (Krachun et al., 2009). More generally, a large
body of research has demonstrated that nonhuman primates, such
as chimpanzees, have an impressive ability to learn from conspe-
cifics, whether in gaining knowledge of how to forage for food
(e.g., Rapaport and Brown, 2008) or how to solve novel problems
(Call, Carpenter, & Tomasello, 2005; Call & Tomasello, 1995;
Myowa-Yamakoshi & Matsuzawa, 2000). Indeed, even capuchin
monkeys have an ability to learn foraging techniques from others
in a way that is notably sensitive to instances in which others are
comparatively more knowledgeable, for example, demonstrations
involving novel techniques or unfamiliar foods (Perry, 2011).
Obviously, there is good reason to think that this ability for learn-
ing from others is relying on representations of others’ knowledge
rather than their beliefs. Not only are knowledge representations
generally better suited for learning about the extra-mental
world, but there is little evidence for an ability for belief represen-
tation in chimpanzees, and even less in the case of monkeys
(Section 4.1). Of course, the point here is not that every instance
of learning from others is an instance of knowledge representation
– there are all kinds of strategies one can use to learn from others
(Heyes, 2016). Our point is just that if you have the capacity for
knowledge representation, which we think nonhuman primates
do (Section 4.2), then you have a capacity that is well-suited for
helping you learn from others.

Similarly, the comparatively basic nature of knowledge repre-
sentations fits nicely with the literature on learning from others
in humans (e.g., Buckwalter & Turri, 2014; Koenig & McMyler,
2019; Mills, 2013; Sobel & Kushnir, 2013). As recently reviewed
by Harris et al. (2018), an impressive body of research has docu-
mented the capacity to understand others as sources of unknown
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information from early in human infancy. For example, when
young children do not know something themselves, they often
request that information from others who know more than they
do, even within the first year of life (Kovács et al., 2014), and
then selectively learn from others who are knowledgeable rather
than not (Hermes, Behne, Bich, Thielert, & Rakoczy, 2018; Moses,
Baldwin, Rosicky, & Tidball, 2001). They also seek new knowledge
from others who are more likely to understand the relevant part
of the world – for example, looking to an experimenter rather
than their mother for information about a novel toy (Kim &
Kwak, 2011) or attending selectively to information from others
who have demonstrated expertise in a given topic (Stenberg, 2013).
Moreover, they will specifically ignore information from others
who have demonstrated themselves to be unreliable as young as
eight-month-old (Begus & Southgate, 2012; Brooker &
Poulin-Dubois, 2013; Harris & Corriveau, 2014; Koenig & Harris,
2005; Poulin-Dubois & Brosseau-Liard, 2016; Tummeltshammer,
Wu, Sobel, & Kirkham, 2014; Zmyj, Buttelmann, Carpenter, &
Daum, 2010). As reviewed above (Section 4.2), the current best
evidence suggests that children must be relying on representations
of knowledge rather than belief in determining from whom to learn.

From one perspective, this kind of proposal may seem surpris-
ing or counterintuitive. From another perspective, however, it
seems obvious: when parents teach their children some facts
about the world, it does not primarily involve them teaching
their children to better understand what they think about the
world; they are primarily teaching their children to better under-
stand the way the world actually is. Put more simply, we teach
others (and expect them to learn) about what we know, not
what we believe.

6.2.1. Learning from others, cultural evolution, and what is
special about humans
A capacity for reliably learning from others is critically important
not only within a single lifespan, but also across them – at the
level of human societies. Indeed, this capacity to reliably learn
from others has been argued to be essential for human’s unique
success in the accumulation and transmission of cultural knowl-
edge (e.g., Henrich, 2015; Heyes, 2018). Perhaps unsurprisingly,
the argument we have made about the primary role of knowledge
representations in cognition fits nicely with this broad view of
why humans have been so successful: it is likely supported by
our comparatively basic theory of mind representations.

At the same time, this suggestion cuts against another com-
mon proposal for which ability underwrites the wide array of
ways in which humans have been uniquely successful, namely
their ability to represent others’ beliefs (Baron-Cohen, 1999;
Call & Tomasello, 2008; Pagel, 2012; Povinelli & Preuss, 1995;
Tomasello, 1999; Tomasello, Kruger, & Ratner, 1993). While
the ability to represent others’ beliefs may indeed turn out to be
unique to humans and critically important for some purposes,
it does not seem to underwrite humans’ capacity for the accumu-
lation of cultural knowledge. After all, precisely at the time in
human development when the vast majority of critical learning
occurs (infancy and early childhood), we find robust evidence
for a capacity for knowledge rather than belief representation
(Section 4.2).

6.3. A call to arms

Since the 1970s, research has explored belief attribution in a way
that brings together numerous areas of cognitive science. Our

understanding of belief representation has benefitted from a
huge set of interdisciplinary discoveries from developmental stud-
ies, cognitive neuroscience, primate cognition, experimental phi-
losophy, and beyond. The result for this empirical ferment has
been extraordinary, giving us lots of insight into the nature of
belief representation.

We hope this paper serves as a call to arms for cognitive sci-
entists to join researchers who have already begun to do the
same for knowledge representation. Our hope is that we can mar-
shal the same set of tools and use them to get a deeper under-
standing of the nature of knowledge. In doing so, we may gain
better insight into the kind of representation that may – at an
even more fundamental level – allow us to make sense of others’
minds.
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Notes

1. This search was conducted using advanced search function on Google
Scholar (scholar.google.com). A search for all entries that had an exact
match for the term “theory of mind” and additionally had an exact match
for either the term “belief task” or “belief test” or “belief condition” yielded
7,930 results. However, a search for all entries that had an exact match for “the-
ory of mind” and additionally had an exact match for either “knowledge task”
or “knowledge test” or “ignorance task” or “ignorance test” returned just 897
results. These searches were conducted by the first author on January 12, 2018.
2. Importantly, a control condition showed that primate subjects were able to
ignore the competitor’s reach when subjects had been directly shown that the
food was actually in the other container, suggesting that their performance was
not driven by blindly following a reach.
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Abstract

Moving beyond distinguishing knowledge and beliefs, we pro-
pose two lines of inquiry for the next generation of theory of
mind (ToM) research: (1) characterizing the contents of different
mental-state representations and (2) formalizing the computa-
tions that generate such contents. Studying how children reason
about what others think of the self provides an illuminating win-
dow into the richness and flexibility of human social cognition.

We agree with Philips et al. that examining a greater variety of epi-
stemic states will enrich our understanding of the origins and devel-
opment of mentalizing capacities, and appreciate their distinction
between knowledge and belief. Importantly, however, categorizing
these mental states and asking at what age children can represent
them are just the first steps toward characterizing the richness and
flexibility of our social-cognitive capacities. Looking back on over a
decade of research attempting to identify the earliest signatures of
belief attribution (e.g., Onishi & Baillargeon, 2005; Surian, Caldi, &
Sperber, 2007; but see also Dörrenberg, Rakoczy, & Liszkowski,
2018; Powell, Hobbs, Bardis, Carey, & Saxe, 2018), we caution against
yet another arms race to determine which representation is “more
basic” or “more critical” to social learning. Instead, as cognitive sci-
entists, we find ourselves asking: How are these mental-state repre-
sentations cognitively distinct from one another, and what
cognitive mechanisms support these representations?

Imagine your roommate is watching as you try to open a jar that
just won’t budge. You might say that your roommate knows you
failed to open the jar, believes the jar is difficult to open, or even thinks
that you are too weak to open it. Although you would be comfortable
using these words – know, believe, think – to describe your room-
mate’s mental states, their contents differ from what is typically stud-
ied in the theory of mind (ToM) literature. Rather than reflecting
verifiable external states of the world (e.g., the location of the jar),
these mental states concern outcomes of intentional, goal-directed
actions (e.g., failure to open a jar) and outputs of additional infer-
ences based on observed action–outcome relationships, such as sub-
jective evaluations about abstract qualities of objects (e.g., the jar may
be difficult to open for some but not others) and agents, including
oneself (e.g., you may be weak compared to some but not others).

To understand how our mind flexibly generates, represents, and
attributes these mental states, we need to move beyond traditional
concepts and empirical paradigms that have dominated the past
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few decades of research on ToM. To this end, young children’s rea-
soning about how others represent and infer abstract qualities of
people (including the self) can provide a particularly illuminating
window into the richness and flexibility of human social cognition.
Our recent study finds that children, by 4 years of age, are already
capable of reasoning about what others think of them after observ-
ing their own failures or successes (Asaba & Gweon, 2018; Asaba &
Gweon, 2021). Looking forward, we propose focusing our efforts
on two related lines of inquiry: (1) characterizing the contents of
mental states that children (and nonhuman primates) can represent
and (2) understanding and formalizing the computations (i.e.,
inferential processes) that give rise to such representations.

1. Contents of mental states

If your roommate observed your failure to open the jar countless
times every day, you may intuitively feel that your roommate
“knows” you cannot open the jar. Similarly, we might use the
word “know” to describe one’s various attitudes toward someone
else (e.g., “Sally knows that Ann is generous, funny, and compe-
tent”), especially when we suspect one has strong evidence about
these qualities. However, these are inherently subjective evaluations
that do not have objective, verifiable criteria for determining their
truth value; they can only be expressed as the degree to which
one “believes” X is true, rather than as a Boolean value (i.e., either
true or false). Although people often describe these mental states
using knowledge-laden language, these contents go beyond the
scope of what Philips et al. would consider as knowledge.

Critically however, the content of these representations also
differ from the content of beliefs that are typically studied in
the ToM literature. Rather than observable states of the physical
world that are verifiable via perception (e.g., “Sally knows her
toy is in the box” or “Sally thinks her toy is in the box”), these
belief states concern abstract properties of agents that must be
inferred from an agent’s behaviors or other social sources of infor-
mation (e.g., others’ evaluative feedback or testimony, such as
“Ann is very generous”). Beyond distinguishing knowledge versus
belief, we need more research on why children find some mental-
state contents harder to attribute than others.

2. Underlying computations

Relatedly, the process by which we attribute mental states about
internal qualities of agents may involve more complex computa-
tions than those concerning external states of the world. When an
agent has direct perceptual access to a world-state, there is a
one-to-one correspondence between what they see and what
they represent. When the agent loses perceptual access while
the world-state changes, the agent is rendered ignorant (i.e.,
Sally does not know where her toy is) or mistaken (i.e., Sally
falsely believes that her toy is in the box). Although understand-
ing the relationship between an agent’s perception and their
resulting epistemic state is already an impressive feat, representing
others’ beliefs about internal qualities is even more so; these rep-
resentations cannot be derived from perceptual access alone, and
require further inferences based on an intuitive understanding of
how observations of an agent’s goal-directed actions give rise to
representations of the agent’s abstract qualities.

Much of the prior literature on ToM development has studied
how children represent others’ ignorance or false beliefs that are
decoupled from reality. However, these representations reflect
only a fraction of the mental states we encounter in our everyday

social interactions. When Sally observes Ann bake a delicious
cake, get a “D” on a math exam, or donate $20 dollars to charity,
what kind of mental states might children attribute to Sally? These
representations could be about anyone, but they are especially
powerful when they concern qualities of the self: Does Sally
think I am good at baking? Terrible at math? Generous or stingy?
Although we, as adults, naturally entertain these thoughts, more
research is needed to understand how young children integrate
their understanding of the physical and social world to attribute
these nuanced mental states. Recent computational research has
made major advances in formalizing the generative process by
which an agent’s observation gives rise to beliefs about the exter-
nal world (Baker, Jara-Ettinger, Saxe, & Tenenbaum, 2017;
Jara-Ettinger, Schulz, & Tenenbaum, 2020); these approaches
can provide important insights here as well.

Ultimately, the ability to represent others’ mental states is both
a blessing and a curse. When directed at us, it inspires our moti-
vation to learn and responsibility for our own actions; when gone
awry, it dogs us with unnecessary worries about how others might
evaluate us. Yet, for better or worse, we rely on these abilities to
learn from others in a complex social world filled with competi-
tion, cooperation, and collaboration. The richness of human cul-
tural knowledge comes from our ability to appreciate, evaluate,
criticize, and communicate a host of abstract thoughts. By study-
ing how the human mind supports these rich mental-state infer-
ences, we can better understand how humans harness these
capacities to learn from others and help others learn.
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Abstract

Supporting the central claim that knowledge representation is
more basic than belief representation, we focus on the emerging
evidence for preverbal infants’ active and selective communica-
tion based on their representation of both knowledge and igno-
rance. We highlight infants’ ontogenetically early deliberate
information seeking and information transmission in the con-
text of active social learning, arguing that these capacities are
unique to humans.

Supporting the central claim of Phillips et al. that knowledge
rather than belief representation constitutes the more basic cogni-
tive capacity, we highlight emerging evidence from developmental
research on infants’ communicative use of such knowledge repre-
sentations. This commentary suggests that infants actively and
selectively seek epistemic input from more knowledgeable others
and, in turn, transmit such information to less knowledgeable
others. As active participants in the bidirectional exchange of
knowledge, infants take an interrogative stance and also them-
selves act as informants, using developmentally available tools
from their preverbal communicative repertoire.

To actively solicit information, infants have been shown to
socially reference adults who were more likely to help them resolve
an epistemically uncertain situation (Bazhydai, Westermann, &
Parise, 2020c; Goupil, Romand-Monnier, & Kouider, 2016;
Harris, Bartz, & Rowe, 2017; Stenberg, 2013; Vaish, Demir, &
Baldwin, 2011) and point to objects they want to learn about in
the presence of a knowledgeable rather than an uninformed person
(Begus & Southgate, 2012; Kovács, Tauzin, Téglás, Gergely, &
Csibra, 2014; Lucca & Wilbourn, 2018). To actively transmit infor-
mation in situations where infants themselves were more knowl-
edgeable than their social partners, they have been shown to use
informative pointing (Liszkowski, Carpenter, Striano, &
Tomasello, 2006; Liszkowski, Carpenter, & Tomasello, 2008;
Meng & Hashiya, 2014; O’Neill, 1996) and deliberate action dem-
onstration (Bazhydai, Silverstein, Parise, & Westermann, 2020a;
Flynn, 2008; Vredenburgh, Kushnir, & Casasola, 2015) as commu-
nicative tools indicative of early emerging, proto-teaching strategies
(Strauss & Ziv, 2012).

Not only do infants represent others’ states of knowledge ver-
sus ignorance, but they also form epistemic expectations and
actively seek explanations or clarifications when adults do not
act in accordance with those prior expectations (Harris, Koenig,
Corriveau, & Jaswal, 2018). For instance, infants expect to learn
from previously knowledgeable informants (Begus, Gliga, &
Southgate, 2016) and look longer toward adults who provide inac-
curate labels for familiar objects (Koenig & Echols, 2003) or object
location information incongruent with their true knowledge
(Galazka, Gredebäck, & Ganea, 2016). Such enhanced attention
to a speaker can be plausibly interpreted as indexing a violation
of the expectation that social partners are, by default, reliable
rather than misleading in their information provision (Sperber
et al., 2010). Furthermore, infants are less likely to subsequently
learn from previously untrustworthy informants (Brooker &
Poulin-Dubois, 2013; Koenig & Woodward, 2010) or from
those who provide information incongruent with what was
asked of them (Begus, Gliga, & Southgate, 2014).

These early behaviors indicate that in social situations of epi-
stemic uncertainty, infants act to close both intra- and inter-
individual knowledge gaps, ultimately achieving an equal

distribution of knowledge upon its social transfer (Harris, 2017;
Strauss & Ziv, 2012). Prominent theories of epistemic curiosity
(information gap and learning progress; for a review, see
Bazhydai, Twomey, & Westermann, 2020b) conclude that the
information being sought is inherently factual, as it is in the
case of curiosity in social learning (Begus & Southgate, 2018;
Harris, 2020). When providing information, evidence to date
shows that infants transmit factual information (e.g., where a hid-
den object is located or how to make a new toy play music).

Notably, and in accord with the proposals by Phillips et al., the
ability to actively exchange knowledge does not presuppose a full-
blown mentalizing ability: Although infants exert control over
their information seeking and information provision, their behav-
iors are likely proto-metacognitive (but see e.g., Goupil &
Kouider, 2016, for evidence of metacognitive sensitivity in
infancy) (Harris, 2020; Heyes, 2016; Strauss & Ziv, 2012). For
example, when infants indicate what they know to ignorant oth-
ers, there is no evidence so far to suggest they realize that they
possess unique transferable knowledge, or that they deliberately
reason about the nature of their communicative behaviors,
which nevertheless perform an informative function, as a result
of which others can also know. Thus, the intra- and inter-
individual epistemic gaps do not have to be realized as such for
active social learning to occur.

Crucially, and dissenting from the picture painted by Phillips
et al., we argue that this deliberate process of “asking for” knowl-
edge and spontaneously taking steps to pass it on is a distinctively
human ability. Although nonhuman animals represent others’
knowledge and act in accordance with those representations, in
contrast to infants (Harris & Lane, 2014; Ronfard & Harris,
2015), we see little evidence of active information solicitation in
them. Similarly, evidence of information transmission remains
limited and less diverse and flexible than that of humans
(Burdett, Dean, & Ronfard, 2017; Strauss & Ziv, 2012; but see
Musgrave et al., 2020, for new evidence of teaching-like behaviors
in wild chimpanzees). For example, infants have the capacity to
exchange cultural information (e.g., the label or function of an
artifact) as opposed to exclusively functional information (e.g.,
the location of a food source), thereby distinguishing human
infants’ information exchange from that of any other nonhuman
primate. Thus, among the various social-learning strategies that
involve the transmission of knowledge from one social partner
to another, and which we share to a large extent with nonhuman
animals (imitation, emulation, and observation), the active and
selective seeking and provision of information among conspecifics
appears to be unique to humans.

We are excited about the directions outlined in the paper’s call
to arms and emphasize the need to investigate the developmental
foundations of information seeking and transmission. In light of
the likely connections between curiosity and teaching in cultural
evolution (van Schaik, Pradhan, & Tennie, 2019), future studies
should investigate how the active solicitation of information
impacts its subsequent transmission, examining whether the
motivation to seek knowledge rather than belief makes informa-
tion sharing more likely. If knowledge representations are pri-
mary, knowledge- rather than belief-based information would
be more likely to be both sought and further propagated.

In summary, we support the knowledge-as-more-basic view
and propose to strengthen the account by adding to the list of sig-
nature properties of knowledge representation, the ability of
infants to engage in active social learning as manifested in infor-
mation seeking and information transmission. These emerging
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findings support the proposal that knowledge representation as a
basic capacity may be shared with other evolutionarily close spe-
cies, whereas the active communication of knowledge evolved in
humans to optimize learning from others and informing others.
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Abstract

Phillips and colleagues claim that the representation of knowl-
edge is more basic than the representation of belief, presuppos-
ing them to be categorically distinct mental states with distinct
evolutionary purposes. We argue that the relationship between
the two is much more complex, is further shaped by culture
and language, and leaves its mark on manifestations of theory
of mind and teaching.
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“Any act of factual knowing presupposes somebody who believes he
knows what is being believed to be known. This person is taking a risk
in asserting something, at least tacitly, about something believed to be
real outside himself.”

— Polanyi (1958, p. 313)

In asking whether the representation of knowledge is more
basic than the representation of belief, Phillips and colleagues
presuppose that knowledge and belief are categorically distinct
mental states. The authors also claim that what they call knowl-
edge is clearly distinguishable from perceptual access to infor-
mation, and that, therefore, the representation of another’s
knowledge is more than level-1 perspective taking. Although
we remain unconvinced by this second claim, our focus rests
on whether knowledge and belief are indeed categorically
distinct.

The first two features put forward as essential for knowledge
are that it must be (1) factive and (2) more than just true belief.
In other words, you “know” something if you believe a truth
for the right reasons. For instance, you can say you know that
humans landed on the moon in 1969 if it is true and if you,
say, watched the live transmission. If, however, you claim it was
a spaceship headed for Orion that made an emergency landing
on the moon, then your conviction that humans landed on the
moon in 1969 would not count as knowledge, but as belief –
and, well, rightly so.

We argue that the relationship between knowledge and belief
is more complex and subtle. For instance, neither those who
“believe” the 1969 lunar landing was accidental (because of an
emergency en route to Orion) nor those who “know” it was pre-
planned and intentional are knowing these things. We might
know who told us about the moon landing, but we would
have no way of knowing whether their account as such is
true, and the “live transmission” some of us saw could have
been faked. In fact, most of us cannot even know for sure that
Earth is round. Although flat-Earth proponents at least have
face-evidence to back them up, we others hold our conviction
to be true simply because we believe that the people who told
us knew. This trust in others’ knowledge is our quintessential
“evidence” not only for hard-to-verify facts such as moon land-
ings, but for almost everything we take for granted (Bender &
Beller, 2019). The lion’s share of our common knowledge is
nothing else than belief – often plain, unverified belief –
adopted from others, and hence culturally conveyed
(Gatewood, 2011). Distributed knowledge and cultural trans-
mission are key mechanisms in the process that makes human
cognition unique (Bender 2020a; Tennie, Call, & Tomasello,
2009), but they come at the price of us having to trust without
personal verification that what we believe we know is actually
true. On the contrary, cultural consensus on agreed-upon
knowledge is never complete, and diminishing consensus is
one driving force for the emergence of distinct (sub)cultural
truths (Gatewood, 2012).

Largely because of this cultural imprint, knowing and believ-
ing are part of a gradient rather than a simple dichotomy, con-
tingent on the degree of uncertainty involved. Importantly, this
gradient may be captured linguistically, with numerous lan-
guages even reflecting the role of cultural transmission in a
much more nuanced way than English and French, the exam-
ples considered in the target article. As much as a quarter of
the world’s languages must qualify stated knowledge through
a grammatical category called evidentiality. That is, speakers

of these languages are obliged to specify, for every sentence
they utter, the source of their information (Aikhenvald &
Dixon, 2014; Chafe & Nichols, 1986), for instance whether
the speaker has gained the information personally or from
someone else, through direct observation, by inference, from
hearsay, or assuming (Aikhenvald, 2004). Besides disqualifying
English and French as sources of evidence for a universal dis-
tinction between belief and knowledge, the obligatory marking
of evidentiality in many of the world’s languages may also have
implications for their speakers’ willingness to engage in subjec-
tive activities (Luhrmann, 2011).

Junín Quechua, for instance, contains grammatical markers
for indicating the source of information as being direct evi-
dence (having seen it), conjectural, or hearsay. And, although
speakers of this language make extensive use of vocabulary for
talking about how things appear to be, mentalistic vocabulary
is basically absent. In line with this distinct pattern of conver-
sational topics, Junín Quechua children pass tests on represen-
tational changes and false beliefs significantly later than they
pass tests on appearance-reality distinctions (Vinden, 1996;
for more evidence of cross-cultural variability in the onset,
unfolding, and pervasiveness of mental-state reasoning, see
also Lillard, 1998; Luhrmann, 2011; Mayer & Träuble, 2013,
2015; Robbins & Rumsey, 2008; Träuble, Bender, &
Konieczny, 2013).

In other words, cultural conventions and linguistic practices
for defining “knowledge” affect the readiness with which people
ascribe distinct mental states to other people. This generates
substantial variability both in behaviors indicative of theories
of mind and in teaching (Bender, 2019, 2020b) and has impli-
cations for the authors’ evolutionary account, according to
which “the basic capacity for knowledge representation evolved
for learning from others.” Although we agree that knowledge in
the form of level-1 perspective taking is equally beneficial for
human and nonhuman primates alike, the capacity critical for
human teaching and cumulative culture would be level-2 per-
spective taking. Even when concerned with facts, efficiency of
teaching increases with the ability to diagnose false beliefs in
the learner. Unarguably, however, human teaching is even
more strongly concerned with conveying beliefs, values, and
practices, the high-fidelity copying of which serves to
strengthen group cohesion (Legare & Nielsen, 2015). To restate
a claim from the target article more precisely, “we teach others
(and expect them to learn) about what we know” – and espe-
cially about what we believe.

In conclusion, not only is the relationship between knowledge
and belief more intricate than purported in the target article (see
also Polanyi, 1958), but humans have also evolved to appreciate
the subtleties. Indeed, contemporary, fully enculturated humans
have developed cultural as well as cognitive means to handle
such subtleties with stunning finesse.
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Abstract

This commentary on the paper “Knowledge before belief” argues
that it is not only in the cognitive sciences that knowledge
should be separated into a separate category from belief, but
also in rational decision theory. It outlines how knowledge-
as-commitment – as distinct from knowledge-as-belief – can
be built into an extension of the economic theory of revealed
preference.

This note is a comment on the paper “Knowledge before belief”
by Phillips et al., which argues that it is better not to regard
knowledge in the cognitive sciences as a special kind of belief,
but as a prior category that requires different treatment. Its aim
is to endorse this conclusion, not only for the cognitive sciences,
but also for economics and other disciplines that rely on rational

choice theory, where the need to prioritize knowledge over belief
is equally pressing. However, the approach I advocate requires
departing even more than Phillips et al. from the traditional phil-
osophical characterization of knowledge as “justified true belief”
(Binmore, 2011a).

The orthodoxy in rational choice theory is Bayesianism, as for-
mulated for applications in small worlds by Leonard Savage
(1954) in his Foundations of Statistics. It is argued that if Alice’s
decisions are sufficiently consistent with each other, then she
will behave as though maximizing the expected value of a utility
function calculated using subjectively determined probabilities.
In Savage’s treatment, it is taken for granted that Alice knows
the set of all possible events in advance of any analysis. In partic-
ular, when conditioning on some new information, probabilities
are updated using Bayes’ rule on the assumption that Alice now
knows that the set of possible events is reduced to only those
events consistent with her information.

What do the standard Bayesian assumptions about such
information sets imply about what Alice knows? The answer
is that knowledge must satisfy all the axioms that philosophers
attribute to necessity (Binmore, 2009, 2011b). But a proposition
is said to be necessary if and only if it is true in all possible
worlds, and hence is literally impossible to refute. The founda-
tions of Bayesianism, therefore, implicitly take for granted that
knowledge is prior to belief, but users of rational choice theory
nevertheless typically take for granted that knowledge should be
modeled as certitude, interpreted as meaning “belief with prob-
ability one.”

There is, for example, an unsettled dispute in game theory
about the extent to which games more general than Chess can
be solved, in principle, by working backward from all possible
final positions. Is Robert Aumann (1995) right to claim that
common knowledge of rationality implies backward induction
in all finite games of perfect information? I think the answer
is no if knowledge is interpreted as certitude, but trivially yes
if knowledge is interpreted as proposed in what follows
(Binmore, 2011b).

An official orthodoxy in economics is the theory of revealed
(or attributed) preference (Samuelson, 1947). Suppose we are
told that Alice has made certain choices. If she always chooses
consistently, it is then possible to predict some of the choices
she will make in the future. The Bayesian approach to belief is
a late fruit of this approach. My suggestion is that it is sometimes
useful to study knowledge from the same perspective, so that
Alice is said to be behaving as though she knows some proposi-
tion if she always chooses as though it were true. Religious faith
is a good example. I call this behavioral characterization
knowledge-as-commitment to distinguish it from the orthodox
notion of knowledge-as-belief.

An objection to knowledge-as-commitment is that one not
only has to give up the idea that knowledge is a kind of belief,
but also that Alice can only be said to know propositions that
she can justify as being true. Knowledge-as-commitment
captures this requirement only to the extent that attributing
such knowledge to Alice requires that she never modify a prop-
osition that she is said to know. After all, if Alice were to
change her mind in ordinary life, we would say that she was
mistaken to claim that she knew the proposition in the first
place.

It is a hard bullet to bite that knowledge-as-commitment can
survive even outright contradiction, but Donald Trump has
taught us how evidence that contradicts propositions to whose
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truth we are committed can be dismissed by calling it “fake news.”
However, it is not only antivaxxers and homeopaths that can be
effectively modeled using the idea of knowledge-as-commitment.
As Kuhn (1947) argues, normal science also explains away data
that apparently refutes standard models by treating it as fake or
irrelevant news. Dark matter illustrates this point in two ways.
At first, physicists ignored the discovery that galaxies would not
hold together if only the mass in visible stars were present.
When this was no longer possible, they invented dark matter
rather than meddle with the orthodox theory of gravitation.

However, my favorite example occurred when Socrates sought
to explain why the Delphic Oracle had named him as the wisest
man in Greece. He reasoned that it must be because he was
unique in knowing that he knew nothing – by which apparently
contradictory remark, I think he meant that he was committed
to the view that all his beliefs were open to doubt, including
those of which he was most certain. That is to say, Socrates had
knowledge-as-commitment that knowledge-as-belief is always
open to revision.
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Abstract

This commentary supports knowledge prior to belief, but from a
different angle, supplementing the target article’s central thesis.
The target article evaluates belief-representations versus
knowledge-representation in others. This commentary considers
one’s own unconscious knowledge, which can be prior to belief
of any sort. Two examples are offered: one from clinical psycho-
analysis, another involving a cognitive psychology duck/rabbit
experiment.

The target article “Knowledge before belief” by Phillips et al. pro-
vides a wide array of interdisciplinary research lending a consid-
erable empirical weight in support of the hypothesis that
representations of knowledge precede representations of belief.
It is my aim, with this commentary, to add to these positive find-
ings, extending the hypothesis to a further domain – that of
unconscious content – suggesting that such knowledge often
proceeds belief of any sort.

To more fully explore the idea that that knowledge is prior to
belief, one would have to assess whether or not the following
“count” as knowledge: (a) know-how knowledge, (b) acquain-
tance knowledge, and (c) the capacity to discriminate among
stimuli. I hold that the above three “knowledge” types, no less
than clear cut representational knowledge, do count as “knowl-
edge.” This renders the question of priority to beliefs almost
moot, with these three sorts of knowledge clearly preceding
any manner of belief, in evolutionary, developmental, and pro-
cessing terms.

However, I recognize that whether or not these three
knowledge types do constitute “knowledge” is not a settled
matter. Thus, and happily, the issue I raise in this commentary
is far less contentious, and therefore easier to argue.
Unconscious knowledge content, I aver, is often prior to any
belief at all. I will offer two examples, one from clinical psy-
choanalytic psychotherapy, and the other from a cognitive psy-
chology experiment. (Both are taken up in greater length in
Brakel, 2010.)

Dr. X was my patient in thrice weekly psychoanalytic psycho-
therapy. He sat in a chair directly facing mine, some 6 feet apart.
During one session, I fell asleep, albeit very briefly. For the rest of
his session, I anticipated associations (direct or derivative) that
would reveal not only that he saw me asleep, but that he had feel-
ings about my lapse. But Dr. X continued as though nothing had
changed … until the very next session. Immediately upon arriv-
ing, Dr. X reported the following dream: “I (Dr. X) fell asleep
in our last session. You (Dr. B) did not seem to notice.” He
added that “there was not much feeling in the dream.” I told
Dr. X that his dream was clearly a reaction my having fallen asleep
during our previous session; something he must’ve noticed. He
reacted as though I were crazy, claiming with much animation:
“You did not fall asleep here last time. If you had, I’d be really
furious!”

Now, I was incredulous. It seemed impossible for him not to
have seen me – lighting was good, line of vision clear and direct,
and one’s therapist is, whatever else, a salient stimulus object. The
thin disguise of reversing our roles did not obscure his uncon-
scious knowledge of the content – identical in waking life and in
the dream – one person fell asleep right in front of the other.
Furthermore, as Dr. X’s knowledge of the content remained
unconscious, he had absolutely no beliefs about the event he
did not consciously experience. (Unconscious beliefs could be
posited, but as Radford [1970, pp. 105–107] tellingly argued,
this would require not only another level of inference, but more
importantly the assumption that knowledge necessarily entailed
belief.)

Completing the case for unconsciously knowing content pro-
ceeding any belief, consider the following: Although Dr. X did
eventually believe me regarding my having fallen asleep, he
never “remembered” that content. This is typical of a psycholog-
ical phenomenon known as a “negative hallucination” (see Brakel,
1989a, 1989b). In negative hallucinations contents which should
be supraliminal and consciously known, are clearly registered,
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but known unconsciously (non-consciously) only, much as sub-
liminal stimuli. And, like subliminal stimuli, the contents of neg-
ative hallucinations are never recaptured consciously, and
occasion no beliefs.

The second example comes from an experiment devised by
Chambers and Reisberg (1985). They presented a line-drawing
version of the duck/rabbit ambiguous-dual figure (Fig. 1) (origi-
nally by Jastrow, 1900) to a number of participants who were
unfamiliar with it. Each participant was asked to form a mental
image of the figure; the figure remaining in plain view until the
participant indicated this task was complete. With each subject’s
mental image of the figure firmly in mind, the experimenters
asked each one individually what they believed they had seen.
All of the subjects who believed they’d seen both a duck and a
rabbit were eliminated from the rest of the study.

Those indicating only a duck or only a rabbit had a number of
further interventions, after each of which they were again to state
what they believed they saw, reporting specifically on any changes
in their mental/image. First, they were asked to consider other
ambiguous figures. Next, they were given actual hints about the
missing animal. Most of these participants stated that their image
remained the same – those that believed they saw only a duck, stated
that their mental image was of a duck; similarly for the only-rabbit
participants. Finally, all the remaining one-animal participants were
asked to draw their mental image. For the first time, as they
regarded their own drawings, presto – both animals emerged.
And, finally they believed the image was of a duck and a rabbit.

Prior to this, the only-duck participants had a belief about the
duck in the image, but no belief at all about rabbits. The
only-rabbit participants believed they simply saw a rabbit, but
had no beliefs about ducks. However, in all of these one-animal
participants, as their own drawings revealed, they undeniably
had always had unconscious knowledge of the very animal
about which they had no belief. After all, if you were asked to
draw a duck, it would not under normal conditions, end up look-
ing anything like a rabbit. These subjects believed only half of
what they already knew.

Interestingly, this demonstrates not only that knowledge pre-
cedes belief, but also that knowledge content provides evidence
for later occurring beliefs. The radical idea that knowledge pro-
vides evidence for belief, rather than the standard account that
knowledge entails prior belief plus evidence, owes to
Williamson (2000).
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Abstract

The knowledge-centric theory of mind research program sug-
gested by Phillips et al. stands to gain significant value by
embracing a neurocognitive approach that takes full advantage
of techniques such as fMRI and EEG. This neurocognitive
approach has already begun providing important insights
into the mechanisms of knowledge attribution, insights
which support the claim that it is more basic than belief
attribution.

The knowledge-centric approach advocated by Phillips et al.
represents a welcome advancement in theory of mind research,
and I am in complete agreement with this proposed shift in
focus. My concern, however, is that Phillips et al. have over-
looked an important source of evidence available to this emerg-
ing project – the neuroscience of knowledge attribution.
Capable of providing insights even when undetectable in
behavioral measures, as well as independent lines of converging
evidence, hemodynamic (e.g., functional magnetic resonance
imaging [fMRI] and functional near-infrared spectroscopy
[fNIRS]) and neurophysiological techniques (e.g., electroen-
cephalography [EEG] and magnetoencephalography [MEG])
serve as powerful tools in theory of mind research. Crucially,
neuroimaging has already begun to provide direct support for
Phillips et al.’s central claim that knowledge attribution is
more basic than belief attribution – belief attribution seems
to demand neural resources that knowledge attribution does
not (Bricker, 2020). All this give us compelling reason to

Figure 1 (Brakel). Line-drawing version of the duck/rabbit ambiguous-dual figure
(Chambers and Reisberg, 1985; originally Jastrow, 1900).
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think that the neuroscience of knowledge attribution has a vital
role to play in the nascent knowledge-centric theory of mind
research program.

It is not without good reason that neuroimaging techniques
have been widely employed in the effort to understand our theory
of mind systems (for overviews, see Carrington & Bailey, 2009;
Heleven & Van Overwalle, 2018; Mahy, Moses, & Pfeifer, 2014;
Schurz, Radua, Aichhorn, Richlan, & Perner, 2014). A consider-
able amount of evidence indicates that the cognitive processes
supporting human theory of mind capacities are both associated
with identifiable neural correlates (see Heleven & Van
Overwalle, 2018) and distinct from more generalized executive
function in the brain (see e.g., Bradford, Brunsdon, & Ferguson,
2020; Hartwright, Apperly, & Hansen, 2015; Pacella et al., 2020;
Samson, Houthuys, & Humphreys, 2015). If the knowledge-
centric theory of mind program is to achieve success comparable
to that of its belief-centric counterpart, this observation is key.
Mental-state attributions are best understood not as cognitive,
but rather as neurocognitive processes.

The identifiable neural correlates of theory of mind processing
enable neuroimaging techniques to provide additional lines of
evidence that can converge with the findings of other methods.
For example, fMRI studies indicating that the perspective taking
and self-perspective inhibition components of theory of mind are
largely supported by distinct regions in the brain (e.g.,
Hartwright et al., 2015; Özdem, Brass, Schippers, Van Der
Cruyssen, & Van Overwalle, 2019; Schuwerk et al., 2014; van Der
Meer, Groenewold, Nolen, Pijnenborg, & Aleman, 2011) have
offered considerable support to the claim that these are indeed sep-
arate neurocognitive processes, which was initially suggested by
Samson et al. primarily on the basis of lesion studies (2005).

Moreover, neuroimaging methods are especially valuable in
their capacity to provide insights into theory of mind process-
ing even when those insights aren’t salient on behavioral mea-
sures. To take an example from fMRI, Hartwright et al. found
differences in hemodynamic activity indicating that self-
perspective inhibition during mental-state attribution is distinct
from inhibition during non-mental tasks, a finding that was
not detectable in their behavioral data (2015). Taking a similar
example from EEG, an N400 paradigm employed by Bradford
et al. revealed initial egocentric processing during the attribution
of false beliefs – even when those attributions were ultimately
computed successfully (i.e., altercentrically) – providing key evi-
dence that “egocentric processing is the default perspective for
information integration” in such cases (2020, p. 276). Again,
this evidence was not salient in their behavioral data.

All this provides a general sense of the value of neuroimaging
in theory of mind research. However, the neurocognitive findings
most directly pertinent to the research program imagined by
Phillips et al. come from my own EEG study (Bricker, 2020).
The first step in a broader research project dedicated to under-
standing the neurocognitive mechanisms of knowledge attribu-
tion, the design of this study was simple, with participants
varyingly judging whether a cartoon character sitting at a table
knew/believed that there were two cylinders on the table. This
study provided two key results: (1) There were no significant differ-
ence in response time between belief attribution and knowledge
attribution. (2) Differences in P3b amplitude indicated that the
belief attribution tasks demanded a level of neural resources signifi-
cantly greater than that of the knowledge attribution tasks, which is
most likely explained by a greater demand for self-perspective inhi-
bition during belief versus knowledge attribution.

These findings are relevant to the account presented in the tar-
get article for at least two distinct reasons. First, these results pro-
vide additional evidence for the target article’s central claim that
knowledge attribution is at least as basic as belief attribution. As
with the response time evidence discussed by Phillips et al.
(sect. 5.1), the idea that knowledge attribution relies on something
like a belief attribution stage is inconsistent with the observation
of comparable response times for belief and knowledge attribu-
tion tasks. We see something similar to the neurophysiological
results, which indicate that belief attribution can entail processing
demands that exceed those of knowledge attribution. This again
suggests that knowledge attribution is the more basic of the two
processes.

However, beyond simply providing further evidence that belief
attribution does not come before knowledge attribution, the
results of this study also illustrate why knowledge-centric theory
of mind research works best when understood as a neurocognitive
endeavor, highlighting both the advantages of neurocognitive
techniques outlined above. Not only did the neurophysiological
results of the study provide an additional line of evidence for
the conclusion suggested by behavioral measures, but these find-
ings also offered a further insight not salient on behavioral mea-
sures – Belief attribution appears to be a more resource-intensive
process than knowledge attribution, likely because of differential
demands for self-perspective inhibition.

Although it is too early to speculate whether this knowledge-
focused theory of mind research will ultimately attract the same
attention as its belief-centric counterpart, it is clear that neurocog-
nitive techniques have a good deal to offer this emerging project.
Through the integration of behavioral and neuroimaging methods
with the characterization of knowledge states offered by episte-
mologists (see especially sect. 2 of the target article; Bricker
2020, sect. 1.1), we stand to make significant strides toward
understanding the mechanisms underlying our judgments about
knowledge, which are at present still largely unknown.
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Abstract

In arguing for knowledge representation before belief, Phillips
et al. presuppose a representational theory of knowledge, a
view that has been extensively criticized. As an alternative, we
propose an action-based approach to knowledge, conceptualized
in terms of skill. We outline the implications of this approach for
children’s developing social understanding, beginning with sen-
sorimotor interaction and extending to the verbal level.

In their target article, Phillips and colleagues focus on the impor-
tant problem of how people understand others’ minds, and they
argue that children’s ability to represent knowledge develops
before their ability to represent beliefs. They recognize that in
focusing on knowledge they are obliged to be clear about their
assumptions. And in their “call to arms,” they state that their
goal is to reach a “deeper understanding of the nature of knowl-
edge.”We applaud this goal because if we are concerned with how
children learn about the world, including other people, then we
must be aware of our assumptions regarding knowledge
(Chapman, 1999). Yet, in Phillips et al.’s following sentence,
and indeed throughout, it is clear that they fail to explicate or
assess their own assumptions and simply assume a representa-
tional view, according to which knowledge is based on represen-
tations that match the world. This view is also labeled a
correspondence or copy theory (Piaget, 1970), or spectator notion
of knowledge (Dewey, 1960), and has been extensively critiqued
(e.g., Bickhard, 2009; Carpendale & Lewis, 2004, 2006, 2021;
Dewey, 1960; Piaget, 1970). Russell (1992) refers to representation
as a humpty dumpty term because it can be used in any way
desired to mean absolutely nothing.

This is a passive view of knowledge which, it has often been
argued, presupposes “what it is meant to explain” (Chapman,

1999, p. 31). That is, from this perspective knowledge consists
of representing or forming a copy of the world. But, in that
case, the only way to check our knowledge is by forming another
copy to compare it to because we do not have direct access to the
world. This does not solve the problem, and thus we cannot tell if
the copy is accurate. Yet becoming aware of errors and learning
from them is essential in understanding development
(Bickhard, 2009). Thus, this view already presupposes knowledge
when that is what it is meant to explain, and thus the account is
inadequate. Instead of taking for granted the ability to re-present
and think about what is not immediately there, we view this as an
important challenge to explain. We follow others in not taking
our biggest problem and making it our premise (Bickhard,
2009; Piaget, 1970).

Understanding how children learn about knowledge and beliefs
depends on an adequate conception of the more general issue of
how children develop knowledge. As an option that deals with
the criticism of the representational view, we endorse an action-
based or constructivist approach, according to which knowledge
is conceptualized in active terms of learning what can be done
with the world, that is, of its interactive potential. Thus, knowledge
is viewed as skill rather than “representation” (Bibok, Carpendale,
& Lewis, 2008). Instead of assuming that the child possesses a pre-
existing mind and faces “the problem of other minds” when trying
to understand others, human infants develop within a social sys-
tem. They gain mastery of the world through coming to anticipate
what happens when they do things. For example, they learn how to
reach for and grasp objects of interest. Because this action typically
occurs in a social context, infants’ interests are manifest for other
people. Others may respond if the infant is not initially successful
in reaching the desired object. Thus, their goal may be reached not
because they attain it but because it prompts facilitation from a
caregiver. Infants can then gradually become aware that their
actions are of significance for others, that is, they learn that they
are communicating (Mead, 1934). Infants can then begin to com-
municate intentionally, first with gestures and later with the addi-
tion of words (Carpendale, 2018).

From this perspective, infants first form of knowledge of other
people in terms of an anticipation of their action based on their
prior activity. This is achieved first at the practical sensorimotor
level. It is this form of knowledge that can be evident in infant
false-belief tasks (Carpendale & Lewis, 2015). This means of
understanding others is also evident in research with chimpan-
zees, which shows that in competitive situations they can antici-
pate dominant co-specifics’ actions such as moving toward food
depending on whether they have seen it (e.g., Tomasello, Call,
& Hare, 2003).

We believe that the distinction between knowledge and belief
that Phillips et al. discuss refers to much later distinctions involv-
ing language. Children come to use terms referring to others’
anticipated action in terms of their knowledge or beliefs, as in
“she thought that…” or “she knows that…” To be able to talk
about and think about others in terms of knowledge and belief
depends on learning how to use such words. These words refer
to patterns of human activity not to inner mental entities that
mental-state words are mapped onto (Canfield, 2007;
Wittgenstein, 2009). Children gradually learn some of the many
ways in which words such as think and know are used. To con-
sider just a few early uses of such terms, the word “know” can
be used in various ways – in relation to whether someone has
seen something, to refer to someone’s ability or lack of ability,
to deny responsibility as in “I didn’t know,” or to avoid answering
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as in “I don’t know.” The word “think” can be used to modulate
certainty or to refer to a process of decision-making.

We have focused on a more fundamental problem with
Phillips et al.’s position than the concern with whether children
“compute” belief representations before or after knowledge repre-
sentations. This is because their way of conceptualizing both belief
and knowledge is problematic because of being based on a prob-
lematic conception of knowledge and mind.

What we are suggesting as an alternative to Phillips et al. is not
empiricism, which neglects the activity of the subject (Piaget,
1970, 1972), but instead is an action-based, process-relational
approach (Carpendale, Hammond, & Atwood, 2013b). Our
focus on activity should not be mistaken for behaviorism.
Instead, we begin from action and interaction in order to explain
psychological development (Carpendale, Atwood, & Kettner,
2013a; Carpendale & Lewis, 2015).
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Abstract

Autistic, developmental, and nonhuman primate populations
fail tasks that are thought to involve attributing beliefs, but not
those thought to reflect the representation of knowledge.
Instead of knowledge representations being more basic than
belief representations, relational mentalizing may explain these
observations: The tasks referred to as reflecting “belief” represen-
tation, but not the “knowledge” representation tasks, are social
conflict designs. They involve mental conflict monitoring after
another’s mental state is represented – with effects that need
to be accounted for.

The ability to represent others’ mental states has been thought of as
social cognition’s primary building block for over 40 years (Apperly,
2010; Premack & Woodruff, 1978). Phillips et al. take this one step
further in their impressive study of interdisciplinary thought: They
argue that knowledge representation is a fundamentally different
and more basic process than belief representation. This claim is
based, in large part, on the observation that nonhuman primates
(sect. 4.1 in Phillips et al.) as well as developmental (sect. 4.2)
and clinical (sect. 4.4) populations show atypical behavior in false-
belief tasks, despite their intact performance in tasks that may tap
into the representation of knowledge.

A basic premise in order to accept the authors’ argument is that
atypical performance in a false-belief task arises from a lack of abil-
ity to represent another’s belief (Dennett, 1978). But is this neces-
sarily the case? We recently pointed out in our newly developed
relational mentalizing framework (Deschrijver & Palmer, 2020)
that although passing a false-belief task is sufficient to conclude a
belief representation ability to be present, failing one does not
yield evidence for it to be absent. False-belief tasks are social con-
flict designs: The other typically holds a mental state that is manip-
ulated to be irreconcilable with their own (e.g., they may think that
the ball is in the basket, whereas you think it is in the box). In order
to resolve the mental conflict that arises from having to represent
both mental states, a neural mechanism may need to inhibit one
of the competing representations before focusing on the other
(i.e., mental conflict monitoring; Deschrijver & Palmer, 2020).
However, for example in a young child, if the mechanism fails to
inhibit their own misaligned mental state despite being able to rep-
resent both states, it may manifest as an inability to verbalize or
show sensitivity to the other’s false belief. Even neurotypical adults,
who undoubtedly represent others’ mental states, can make errors
in a false-belief task if they fail to suppress their own mental repre-
sentation, suggesting that the mechanism indeed exists (Keysar,
Lin, & Barr, 2003; for other evidence, see Deschrijver & Palmer,
2020). Ineffective mental conflict monitoring may also be reflected
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in more interference by the other’s belief if the task requires you to
inhibit the representation of the other’s mental state to focus
on your own, as reported in some adults on the spectrum
(Deschrijver, Bardi, Wiersema, & Brass, 2016). Developmental
(e.g., Kovács et al., 2010), nonhuman primate (e.g., Martin &
Santos, 2014), and autistic (e.g., Deschrijver et al., 2016) popula-
tions may thus show atypical results in false-belief tasks even
while representing the other’s belief.

The tasks identifiedbyPhillips et al. as showing intact “knowledge”
representation in young, autistic, andnonhumanprimate populations
broadly follow two methodological designs: First, they assess the
understanding of the another’s ignorance (e.g., Flombaum &
Santos, 2005; Luo & Johnson, 2009; Santos, Nissen, & Ferrugia,
2006), meaning that the other does not have knowledge about the
object of interest. Second, they investigate whether one understands
that the other has knowledge (a mental state that is true), about the
object’s location with the observer either having or not having access
to this other’s knowledge (e.g., Behne, Liszkowski, Carpenter, &
Tomasello, 2012; Luo & Johnson, 2009). To solve these tasks success-
fully, there is no need for the brain to engage in mental conflict mon-
itoring regarding the object’s location: There is no other-related
mental state to be represented (and, therefore, it cannot clash with
one’s own), or the other’s mental state aligns with the own.
Populations that do represent others’ mental states, but are unable
to deal withmental conflict, should hence not experience any difficul-
ties. Consistent with this, difficulties arise if the other’s (unknown)
knowledge starts misaligning with the own understanding of the
world (e.g., Krachun, Carpenter, Call, & Tomasello, 2009), and
when the design temporarily involves a manipulation of conflict
between the other’s and the participant's understanding of reality
(e.g.,where the object is ostentatiously relocatedwithout the other see-
ing it, but then put back; Fabricius, Boyer, Weimer, & Carroll, 2010;
Gettier, 1963; Horschler, Santos, & MacLean, 2019; Kaminski, Call,
& Tomasello, 2008). What Phillips et al. consider to be a true belief
design with representations that do not doesn’t qualify “knowledge,”
thus involves a short-term manipulation of mental conflict as well.
This means that atypical results in such “true belief” tasks may be
attributable tomental conflictmonitoring rather than belief represen-
tation issues in these populations, too. To show that the distinction
between representing another’s belief versus knowledge consists of
more than semantics, the fieldmay thus need to show that populations
such as young children, nonhuman primates, and individuals on the
spectrum continue to perform well in “knowledge” tasks that do con-
tainmental conflict (e.g., Samsonet al., 2010; seeTable 3 inDeschrijver
&Palmer, 2020, for themost optimal dependentmeasures), and fail in
(true and false) “belief” tasks that don’t. Mental conflict monitoring is
also likely effortful, using cognitive resources and showing relation-
ships with executive functions (Carlson, 2010; Carlson, Mandell, &
Williams, 2004a; Carlson & Moses, 2001; Carlson, Moses, & Breton,
2002;Carlson,Moses,&Claxton, 2004b). Thismay result in seemingly
less automatic or slower responses in false-belief designs versus those
knowledge designs that do not involve mental conflict (see sects 4.3
and 5.3 in Phillips et al.). Fromall these arguments, it follows that a dif-
ferential performance of autistic, developmental, and non-human pri-
mate populations in “belief” versus “knowledge’’ tasks could be seen
not as a consequence of these tasks tapping into two different types
of representations that are differentially affected (i.e., ”knowledge“ ver-
sus ”beliefs"), but rather as an indication that these populations have
issues with solvingmental conflict instead of with attributing to others
any representation per se.

Representing another’s belief versus knowledge is thus not as eas-
ily dissociable as the authors may want to portray: If the two

representation mechanisms are truly distinct, shouldn’t one always
be able to assess the truthfulness of another’s mental state before rep-
resenting it? This seems challenging in the real world, where others’
mental states are more complex than the ones typically used in the
mentalizing domain. Regardless of which party holds the facts, how-
ever, mental conflict may arise after representing another’s position
if it’s misaligned. In sum, when taking into account mental conflict
monitoring, the idea that the representation of beliefs and knowledge
are two fundamentally different things, with one being more basic
than the other, may be on shaky grounds.
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Abstract

The authors distinguish knowledge and belief attributions, empha-
sizing the role of the former in mental-state attribution. This does
not, however, warrant diminishing interest in the latter. Knowledge
attributions may not entail mental-state attributions or metarepre-
sentations. Even if they do, the proposed features are insufficient to
distinguish them from belief attributions, demanding that we first
understand each underlying representation.

The authors argue for a distinction between so-called “knowledge
attributions” and belief attributions, where the former are defined
by four unique features: (1) necessarily true content, (2) difference
from true belief, (3) compatibility with egocentric ignorance, and
(4) modality-generality. The authors suggest that research on the-
ory of mind should shift toward investigating “knowledge attribu-
tions” because they are more basic. We agree that there may be
two different kinds of representations underlying the authors’ dis-
tinction, and that one kind of representation may be more basic
(even if it may not be developmentally prior). However, we do
not agree with the unique features which they take to characterize
“knowledge attributions,” or with the claim that these are core
representations for mental-state attribution.

The authors suggest that belief plays a central role in the field
since Premack and Woodruff (1978) and associated commentaries,
and position themselves in opposition to this focus on belief.
Instead, we argue that metarepresentation is at the core of attribut-
ing representational mental states; focus fell on false belief because
it provides a stringent diagnostic for metarepresentation. In our
view, most cases of “knowledge attributions,” as defined by the
authors, could be explained without appealing to metarepresenta-
tion or even to attribution in the traditional sense. Although the
authors provide no details on what they take the underlying format
to be, it may merely involve two simple representations: our own
reality representation and a copy of it to be used for others
(Phillips & Norby, 2019). This kind of non-metarepresentational
format would allow one to encode the most up-to-date state of real-
ity for oneself and for others, thereby enabling predictions about
who will act in a reality-congruent way or be a reliable source of
information. In case there are such representations, more research

is needed to characterize their format and their role in cognition.
Nevertheless, they should not become the main focus in theory
of mind as they do not seem to explain a wide range of phenomena,
which rely on tracking how other individuals represent the world
without necessarily corresponding to reality.

Other cases of “knowledge attributions,” as defined by the
authors, could truly be understood as mental-state attributions
involving metarepresentation but we would argue that they are
indistinguishable from belief attributions. In particular, we find
the four features used by the authors to be insufficiently predic-
tive. Specifically, one subset of these features is compatible with
belief attributions (3 and 4); and the other subset seems ad-hoc,
especially from the perspective of cognitive mechanisms (1 and
2). On the first point, studies have shown that false-belief attribu-
tion also allows for egocentric ignorance (3) in many populations
(Biervoye, Meert, Apperly, & Samson, 2018; Call & Tomasello,
1999; Krachun, Carpenter, Call, & Tomasello, 2009; Samson,
Apperly, Kathirgamanathan, & Humphreys, 2005). In fact, attri-
bution under egocentric ignorance may be one of the best illustra-
tions of the metarepresentational format because attributed beliefs
and their content can be manipulated independently (Leslie,
1987). Similarly, false-belief attribution also exhibits modality-
generality (4) because it allows for integration of content from dif-
ferent perceptual sources (Song, Onishi, Baillargeon, & Fisher,
2008; Tauzin & Gergely, 2018). On the second point, where the
features are indeed incompatible with belief attribution, they
merely stipulate the difference from true beliefs (2), or they
seem to depend on facts in the external world to secure true con-
tents (1), which may be better captured by epistemologists than
psychologists (Ichikawa & Jenkins, 2017).

As a general point, we see no way to distinguish these “knowledge
attributions” from certain belief attributions on the basis of their truth,
at least as these attributions are currently understood within cognitive
science. It may be more fruitful to recast the distinction within percep-
tion instead of truth, for conceptual as well as empirical reasons. From
a conceptual perspective, we cannot imagine how a non-verbal crea-
ture could attribute knowledge versus belief in a real-world sce-
nario without appealing to physical cues to perceptual access
as a proxy for knowledge. And from an empirical perspective,
when working with non-verbal participants such as infants and non-
human primates, we are limited to testing contexts where beliefs/
knowledge are formed on the basis of perceptual access. Despite
this, data suggest that uninterrupted perceptual access is the only rel-
evant factor for nonhuman primates, although this does not seem to
be the case for children: Independent of their success in false-belief
conditions, children’s performance is modulated by multiple factors
(Kaminski, Call, & Tomasello, 2008). Future research should try to
understand the nuanced factors that contribute to human mental-
state attribution as opposed to collapsing it into the two-way distinc-
tion that may better explain primate findings.

Similar to the authors, we will end by addressing the role of men-
tal-state attribution in learning. Unlike the authors, we argue that it
is actually belief attributions which undergird learning for both con-
ceptual and empirical reasons (Kampis, Somogyi, Itakura, & Király,
2013). Given that we cannot see how a young child could hope to
distinguish knowledge from mere true belief unless they use uninter-
rupted perceptual access as a proxy, belief attributions should be
equally good to motivate learning. Furthermore, experimental
research supports that children and adults rely on false beliefs to
learn about the physical world when they themselves lack perceptual
access (to locate a target; Biervoye et al., 2018; Call and Tomasello,
1999; Krachun et al., 2009; Samson et al., 2005); and even infants
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use false-belief attributions to acquire person-specific (“She prefers
object A”; Luo, 2011) or generalizable information (“Object A is
preferable”; Kampis et al., 2013).

Differentiating representations of reality from mental-state attribu-
tions is important to furthering our understanding of the mind. We
need to better understand each kind of representation, and its role in
broader cognition. But this should not undermine or replace research
into theory of mind, which should remain centered around metare-
presentation and mental-state attribution. Within this domain, we
need better theoretical constructs to distinguish flavors of mental-
state attribution, if and when we wish to distinguish them at all.
Even after decades, we barely understand the processes and represen-
tations involved in this central aspect of human cognition.
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Abstract

Building on Phillips and colleagues’ case for the primacy of
knowledge, we advocate for attention to diversity in mentalizing
constructs within, as well as between, knowledge and belief.
Ultimately, as great apes and other animals show, the develop-
ment and evolution of theory of mind may reflect a much
greater range of incremental elaborations of representational or
computational complexity.

The target article (Phillips et al.) presents impressively diverse evi-
dence for carving species-wide mental attitude attribution into two
principal representational capacities: ascription of factive knowl-
edge and non-factive beliefs. Although we find evidence for the pri-
macy of knowledge compelling, we believe there is room to carve
the theoretical space further into a diverse representational spec-
trum that characterizes the development and evolution of factive
and non-factive theory of mind. Our strategy, similar to others’
(Nagel, 2017; Phillips & Norby, 2021), is to start from the attribu-
tor’s egocentric representation of reality and take minimal steps to
build toward more charitable inclusion of the altercentric agent. We
then address the case of great ape mindreading.

Knowledge attribution may pose the least extra demand on an
attributor’s egocentric representation. The attributor can get away
with simply extending her personal representation to an altercen-
tric agent. Presumably, noting the agent’s presence and her episte-
mic contact (perceptual or inferential) with something in the
attributor’s egocentric reality is enough. From this, the attributor
can generate a positive attribution of mental state with some con-
tent and, hence, a degree of separation between the ego and alter-
centric. The behavioral expectation for the agent will be based on
this generalization of the egocentric reality.

Altercentric ignorance describes a situation in which the agent
fails to witness something in the attributor’s egocentric representa-
tion. The attributor has at least two ways of handling this situation.
Agents’ lack of epistemic contact with some event (e.g., “she did
not see or could not know x”) may amount to no attribution
and no behavioral expectation. Alternatively, the attributor can
omit from her representation what the agent “missed” and attribute
that modified representation (Phillips & Norby, 2021). Phillips and
Norby (2021) qualify ignorance as knowledge-like, with both
requiring the attributor to hold the personal representation and
an altercentric copy in parallel. Martin and Santos (2016) qualified
this separation of the ego and altercentric as already akin to false
beliefs, and suggested, in contrast, that the most basic response to
ignorance is a simple failure to track the altercentric. Both charac-
terizations of ignorance constitute forms of mindreading with dif-
ferent levels of representing the altercentric.

Egocentric ignorance constitutes cases in which the agent has
privileged epistemic contact in comparison with the attributor –
for example, a student, nervous about her exam results in an
email, asks her friend to read it on her behalf. The student knows
that her friend knows the results, but not what results. In this
case, the attributor can no longer rely on her egocentric reality to
handle the agent’s. Hence, the egocentric ignorance situation
requires a new way to represent the agent’s altercentricity – the
agents no longer succeeds or fails to know what the attributor
knows but rather they have epistemic opportunities of their own.
In egocentric ignorance cases, the content of the agent’s attitude
may arise independent of the attributor’s reality but, critically, it
is not specified (because the attributor does not know it). It is,
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therefore, not quite belief-like in the sense that there is no contrast
in content of the egocentric and altercentric representation that
could be interpreted as counterfactual (sensu Phillips & Norby,
2021). Egocentric ignorance, thus, constitutes an intermediate rep-
resentational sophistication – more than knowledge, shy of belief.

False-belief representation is the first situation in which the
altercentric representation must not only be held as independent,
but the content of this altercentric state must also be updated
dynamically. The attributor first tracks the agent as knowledge-
able (that “object is in box A”; e.g., as they co-witness a hiding
event), then ignorant (that “object is not in box A, object is in
box B”; e.g., as the object is displaced in the agent’s absence).

True belief representation, at least as exemplified in the Gettier
case (Gettier, 1963), constitutes an even more demanding compu-
tational task. Here, agents co-witness an object’s initial hiding and
then, in the agent’s absence, the object is temporarily removed
and then returned to the same location (Horschler, Santos, &
MacLean, 2019; Kaminski, Call, & Tomasello, 2008). Consequently,
the requisite updating process involves reconciliation of two
contrasting altercentric mental states (knowledge and ignorance)
with identical content (object is in location A).

We can now sketch a “scale” of cognitive complexity across the fac-
tive and non-factive mental attribution spectrum. Provided she can
individuate agents, a hypothetical mindreading attributor can, at the
most basic level, track epistemic contact or lack thereof. Egocentric
reality alone is sufficient for tracking this minimal notion of knowl-
edge and ignorance. Next, she can attribute copies of her egocentric
information, and, in the case of altercentric ignorance, modify
them. In egocentric ignorance contexts, the altercentric agent is
granted a new epistemic status without the cognitive cost of attributing
fully specified content to her. For belief tracking, the content of this
altercentric representation is specified and updated. This process is
even more computationally challenging in paradigmatic cases of
true belief attribution. Finally, aspectuality may (or may not) impose
further representational complexity (e.g., Perner, Huemer, & Leahy,
2015; but see Rakoczy, Bergfeld, Schwarz, & Fizke, 2015).

If the present hierarchical characterization is correct, the predic-
tions are clear. Children or animals proficient in more sophisticated
abilities should master simpler ones (e.g., Fig. 1 of Krupenye, 2020).
Great apes, for example, have shown competence on several recent
false-belief tasks (Buttelmann, Buttelmann, Carpenter, Call, &
Tomasello, 2017; Kano, Krupenye, Hirata, Tomonaga, & Call,
2019; Krupenye, Kano, Hirata, Call, & Tomasello, 2016), raising
the possibility that they may indeed track beliefs. Current evidence
is tentatively consistent with the proposed complexity scale, sug-
gesting that apes also track knowledge and altercentric ignorance
(Hare, Call, & Tomasello, 2006; Karg, Schmelz, Call, &
Tomasello, 2015), and potentially egocentric ignorance (Call &
Tomasello, 1999; Krachun, Carpenter, Call, & Tomasello, 2009),
but perhaps not Gettier’s true beliefs (Kaminski et al., 2008).
Cases of egocentric ignorance, in particular however, deserve fur-
ther, more targeted tests. Broader efforts in humans and nonhu-
mans also demand new tasks that carefully tease apart attribution
of knowledge and true belief, and of knowledge, egocentric igno-
rance, and false belief. Together, these developments will clarify
the family, or hierarchy, of factive and non-factive theory of mind.

Financial support. KD was supported by UK Economic and Social Research
Council studentship 2267016 and a St Leonards Research Scholarship from the
University of St Andrews, and CK by European Commission Marie
Sklodowska-Curie fellowship MENTALIZINGORIGINS.

Conflict of interest. None.

References

Buttelmann, D., Buttelmann, F., Carpenter, M., Call, J., & Tomasello, M. (2017). Great
apes distinguish true from false beliefs in an interactive helping task. PLOS ONE, 12
(4), e0173793. https://doi.org/10.1371/journal.pone.0173793.

Call, J., & Tomasello, M. (1999). A nonverbal false belief task: The performance of children and
great apes. Child Development, 70(2), 381–395. https://doi.org/10.1111/1467-8624.00028.

Gettier, E. L. (1963). Is justified true belief knowledge? Analysis, 23(6), 121–123. JSTOR.
https://doi.org/10.2307/3326922.

Hare, B., Call, J., & Tomasello, M. (2006). Chimpanzees deceive a human competitor
by hiding. Cognition, 101(3), 495–514. https://doi.org/10.1016/j.cognition.2005.01.011.

Horschler, D. J., Santos, L. R., & MacLean, E. L. (2019). Do non-human primates really
represent others’ ignorance? A test of the awareness relations hypothesis. Cognition,
190, 72–80. https://doi.org/10.1016/j.cognition.2019.04.012.

Kaminski, J., Call, J., & Tomasello, M. (2008). Chimpanzees know what others know, but not
what they believe. Cognition, 109(2), 224–234. https://doi.org/10.1016/j.cognition.2008.08.010.

Kano, F., Krupenye, C., Hirata, S., Tomonaga, M., & Call, J. (2019). Great apes use self-
experience to anticipate an agent’s action in a false-belief test. Proceedings of the
National Academy of Sciences, 116(42), 20904–20909. https://doi.org/10.1073/pnas.
1910095116.

Karg, K., Schmelz, M., Call, J., & Tomasello, M. (2015). Chimpanzees strategically manip-
ulate what others can see. Animal Cognition, 18(5), 1069–1076. https://doi.org/10.
1007/s10071-015-0875-z.

Krachun, C., Carpenter, M., Call, J., & Tomasello, M. (2009). A competitive nonverbal
false belief task for children and apes. Developmental Science, 12(4), 521–535.
https://doi.org/10.1111/j.1467-7687.2008.00793.x.

Krupenye, C. (2020). The evolution of mentalizing in humans and other primates. In M. Gilead
& K. Ochsner (Eds.), The neural basis of mentalizing: A social-cognitive and affective neu-
roscience perspective (pp. 107–129). Springer Press. doi: 10.1007/978-3-030-51890-5.

Krupenye, C., Kano, F., Hirata, S., Call, J., & Tomasello, M. (2016). Great apes anticipate
that other individuals will act according to false beliefs. Science, 354(6308), 110–114.
https://doi.org/10.1126/science.aaf8110.

Martin, A., & Santos, L. R. (2016). What cognitive representations support primate theory of
mind? Trends in Cognitive Sciences, 20(5), 375–382. https://doi.org/10.1016/j.tics.2016.03.005.

Nagel, J. (2017). Factive and nonfactive mental state attribution. Mind & Language, 32(5),
525–544. https://doi.org/10.1111/mila.12157.

Perner, J., Huemer, M., & Leahy, B. (2015). Mental files and belief: A cognitive theory of
how children represent belief and its intensionality. Cognition, 145, 77–88. https://doi.
org/10.1016/j.cognition.2015.08.006.

Phillips, J., & Norby, A. (2021). Factive theory of mind. Mind & Language, 36, 3–26.
https://doi.org/10.1111/mila.12267.

Rakoczy, H., Bergfeld, D., Schwarz, I., & Fizke, E. (2015). Explicit theory of mind is even
more unified than previously assumed: Belief ascription and understanding aspectual-
ity emerge together in development. Child Development, 86(2), 486–502. https://doi.
org/10.1111/cdev.12311.

The role of epistemic emotions in
learning from others

Asli Erdemli , Catherine Audrin, and David Sander

Swiss Center for Affective Sciences, University of Geneva, Campus Biotech,
Chemin des Mines 9, 1202 Geneva, Switzerland.
asli.erdemli@unige.ch; catherine.audrin@unige.ch; david.sander@unige.ch
https://www.unige.ch/fapse/e3lab/members1/phd-candidates/asli-erdemli/
https://www.unige.ch/fapse/e3lab/members1/post-docs/dr-catherine-audrin/
https://www.unige.ch/fapse/e3lab/director/

doi:10.1017/S0140525X20001624, e151

Abstract

Phillips et al. discuss whether knowledge or beliefs are more
basic representations of others’ minds, focusing on the primary
function of knowledge representation: learning from others. We
discuss links between emotion and “knowledge versus belief,”
and particularly the role of emotions in learning from others
in mechanisms such as “social epistemic emotions” and “affec-
tive social learning.”
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Current emotion research emphasizes the existence of a specific
family of emotions whose objects are knowledge or the process
of knowledge generation/acquisition: these emotions are called
“epistemic emotions” or “knowledge emotions” (Brun et al.,
2008; Morton, 2010). Unlike achievement emotions, they are
not related to the success or failure at a certain task but to the epi-
stemic content or process itself (Pekrun & Stephens, 2012).
Examples of currently studied epistemic (or “knowledge”) emo-
tions are surprise, curiosity, enjoyment, confusion, anxiety, frus-
tration, and boredom (see Pekrun, Vogl, Muis, & Sinatra, 2017,
for the Epistemically-Related Emotions Scale). Epistemic curiosity
(i.e., epistemic interest), probably the most widely studied episte-
mic emotion yet, activates reward-related regions in the brain
(Gruber, Gelman, & Ranganath, 2014; Kang et al., 2009). It
enhances memory for the content the individual was curious
about (Kang et al., 2009) but also of incidental information pre-
sented during high states of epistemic curiosity (Gruber et al.,
2014). Epistemic curiosity creates additional knowledge explora-
tion and better knowledge acquisition (Ainley, 2017; Wade &
Kidd, 2019). Some studies focused on the antecedents of curiosity
(Connelly, 2011; Silvia, 2005) to find out what creates curiosity for
knowledge in humans. Others have even shown that healthy
adults would risk electrical shocks to learn about curiosity-induc-
ing knowledge (Lau, Ozono, Kuratomi, Komiya, & Murayama,
2020).

Although epistemic emotions are personal affective experiences
elicited by knowledge, we are not aware of any study that specifi-
cally focused on how learners feel epistemic emotions about knowl-
edge they attribute to others. For achievement emotions, there is a
category of emotions called “social achievement emotions” (e.g.,
admiration, envy, contempt, and empathy), which is about the suc-
cess and failure of others (see Pekrun & Linnenbrink-Garcia, 2014).
By analogy, we propose the existence of “social epistemic emotions”
which refer to the epistemic emotions whose objects are knowledge
represented in others. Such emotions, although felt at the first per-
son, would be about third-person knowledge, and be a driving
force supporting what Philips et al. consider as the primary func-
tion of knowledge representation, namely learning from others. A
non-exhaustive list of social epistemic emotions could be: surprise
(e.g., the learner is surprised by the representation of the knowledge
attributed to the other), curiosity (e.g., the learner feels intrinsically
motivated to learn more about the represented knowledge), confu-
sion (e.g., the learner attributes to the social source a knowledge
representation contrary to their own prior knowledge, and is expe-
riencing cognitive conflict as a result), and admiration (e.g., the
learner is impressed by the quality and/or quantity of knowledge
they represent the social source to have). The study of social episte-
mic emotions should include a broad variety of social sources (e.g.,
teachers, caregivers, and peers) that play a considerable role in
knowledge acquisition (see Harris, Bartz, & Rowe, 2017, for a
review on how children turn to their social environment to learn
about the world). Social epistemic emotions should help the learner
select relevant social sources of knowledge (e.g., through trust-
related mechanisms), energize behaviors of knowledge-seeking
(e.g., through social interactions) which would eventually lead to
actual learning from others. For instance, teacher competence
enhances student interest and achievement (Fauth et al., 2019).
Research could investigate whether this effect is mediated by the
student’s representation of the teacher’s knowledge. Examples of
frameworks in which social epistemic emotions could play a partic-
ularly important role are peer-to-peer learning, tutor-student learn-
ing, group assignments, debates, and so on.

In contrast to the growing literature concerning the nature
and functions of epistemic emotions and the role these
emotions play in knowledge acquisition, to the best of our
knowledge, there is no category of emotion suggested to have
belief – rather than knowledge – as their objects. In particular,
we are not aware of any study that aimed at comparing emo-
tions elicited by “knowledge in others” to emotions elicited by
“belief in others.” We speculate that, because beliefs can be
false, if a learner comes across a social source who explicitly
expresses their representation as a belief (e.g., by saying
“I believe that p”), they will feel less curious and motivated
to explore further that representation than if they express it
as a knowledge (e.g., “ I know that p”).

In addition to what has been said on the role of knowledge and
belief representations in learning, links may be considered with
respect to the robust and growing body of literature on learning
from the emotions of others. Affective social learning (Clément
& Dukes, 2017), of which “social appraisal” (Fischer, 2019;
Manstead & Fischer, 2001, 2017) and “social referencing”
(Klinnert, Campos, Sorce, Emde, & Svejda, 1983) are compo-
nents, posits that others’ emotional communication toward an
object informs the observer and guides their perception and
behavior (Fischer, 2019; Walle, Reschke, & Knothe, 2017). In
such phenomenon, emotion is a key component which helps
the learner appraise and reappraise their environment (Fischer,
2019; Walle et al., 2017). However, social appraisal is not merely
a case of affective priming (Mumenthaler & Sander, 2012) and
with respect to interest for instance, it is likely that the emotional
communication of others needs to be referencing the object of
interest for social appraisal to occur. Most importantly, affective
social learning is about transmission of values and not of knowl-
edge about the world (Fischer, 2019). Moreover, social appraisal
learning is an active process in which the learner is actively seek-
ing and processing the affective information from the environ-
ment (Walle et al., 2017). Social appraisal can operate
automatically: Even if contextual social affective information is
sub-optimally perceived, it can still influence emotion recognition
of healthy adults (Mumenthaler & Sander, 2015).

In short, the target article insists that we use knowledge
representation to learn from others about the external world.
We agree and would like to add that we also learn from what
others feel. Emotional processes such as social epistemic emotions
and affective social learning may play a key role in facilitating
the way we learn from the knowledge of others and from the
emotions of others. A fascinating research question would be to
explore whether processes that rely on affective mechanisms to
learn from others are primarily knowledge and/or belief-based.
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Abstract

In this commentary, we argue that Phillips et al.’s findings can
be used to provide new important insights in the debate between
externalists’ theories of cognition. In particular, we claim that
the results presented in this target article may offer us the con-
ceptual palette needed for a sustained defence of an extended
account of cognition over an enactive one.

Phillips et al.’s target article, calls for a shift in focus in theory-of-
mind research. More specifically, it proposes a new way to under-
stand theory of mind; one that is – unlike previous versions –
deeply grounded on comprehending others’ minds in relation to
the lived world. This affords the authors to formulate an account
of knowledge that is relational and factive in character. In addition,
such an account is not reducible to the capacity of attributing true
belief and is not modality specific, hence not necessarily innate.

We believe that the empirical findings presented in this target
article, pointing out the ontological priority of representations of
knowledge over representations of beliefs and the crucial role of
the former in facilitating learning from others – can be used to
shed light on the debate between externalists theories of cognition
in the cognitive sciences. More specifically, we believe it is possible
to successfully apply Phillips et al.’s results in the debate between
the extended mind thesis (Clark & Chalmers, 1998) and forms of
enactivism (such as Noë, 2004; Thompson & Stapleton, 2009).

The extended mind thesis (Clark & Chalmers, 1998; Farina,
2020) is a thesis about human cognition that claims that the cog-
nitive processes that make up our minds can (under specific con-
ditions, the so-called glue and trust conditions) reach beyond the
boundaries of individual organisms, so as to include as proper,
constitutive aspects of the organism’s physical and socio-cultural
environment (Kiverstein, Farina, & Clark, 2013). In other words,
the extended mind thesis sees the body and the environment
(or the technological artefacts located in it with which we reliably
interact) as precious – sometimes constitutive resources (Farina,
2013; Farina & Levin, In Press) – that we can use in order to
enhance our cognitive states.

Research on the extended mind thesis is often said to be aris-
ing from functionalist views concerning the “multiple realizabil-
ity” of cognitive processes and indeed quite a few extended
mind theorists (such as Wheeler, 2005) are extremely sympathetic
to functionalist and mechanistic accounts of the mind. This
means that they believe that mental states are identified by their
causal roles and not merely by the medium that realizes them
(this understanding is grounded on the so-called parity principle).
However, there is also a second strand of research characterizing
the extended mind thesis, which is more concerned with the com-
plementarity of inner and outer and so with how internal (neural)
and external (extra-neural) resources can work together and even-
tually become integrated or amalgamated (Rowlands, 2010), so as
to form a new, enriched system of cognitive analysis (Menary &
Protevi, 2007; Sutton, Harris, Keil, & Barnier, 2010). Crucially, nei-
ther of these versions of the extended mind thesis gives up the com-
putational power of our brains nor it repudiates the notion of
minimally robust representations (Clark & Toribio, 1994).

On the contrary, enactivism, in all its different strands (see
Ward, Silverman, & Villalobos, 2017, for a review) attempts to
ground cognition in the biodynamics of living biological systems;
hence, it describes cognitive behaviour not only as deeply rooted
in our engaged, bodily lives but more profoundly as emerging
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holistically from the structural coupling and adaptive interplay
between the organism and its ecological surroundings
(Gallagher & Zahavi, 2020; Noë, 2004; Varela, Thompson, &
Rosch, 1991). Consequently, this theory (inspired by phenome-
nology as well as by Gibson’s ecological psychology, 1979)
tends to replace the notion of representation with that of sensor-
imotor contingencies (patterns of contingencies that hold
between the movements the perceivers make and what they are
able to perceive) and intersubjective affordances (Zahavi, 2002).
In addition, in some versions of enactivism (such as Hutto’s
and Myin’s radical enactivism, 2012), this move is accompanied
by a contextual progressive repudiation of computationalism.
Thus, enactivism (in all its various forms, albeit with different
degrees of radicality) asserts that cognitive processes are not
content-involving, hence not representation hungry.

We believe that Phillips et al.’s empirical results in showing
that representations of knowledge are more basic than representa-
tions of beliefs might be used to infer that such a knowledge must
be, not only ontologically prior to the other one, but also
content-involving and therefore intrinsically representational.

Following the authors’ hypothesis that “the primary function
of knowledge representation” is “facilitating learning from others”
(a claim that might, in principle, be compatible with both
extended and enacted accounts), we notice that the former may
nevertheless serve this function better than the latter. Contrary
to enactivism, which sees cognition as holistically arising from
the sensorimotor activity taking place within living biological sys-
tems, we claim that the extended mind theory – through is adop-
tion of representations of knowledge and its computationalist/
mechanistic roots – provides us with a clearer, more “objective,”
and perhaps less confused understanding of both the external
world in which “others” happen to be, and of the mechanisms
that regulate their interactions. This is because in the extended
account the elements of a cognitive system that determine the
production of knowledge are not meshed indistinguishably
together – quite the opposite their respective functions, contribu-
tions, and roles can be clearly individuated at any point in time.

Yet we acknowledge that the findings presented in Philips and
colleagues’ target article cannot be taken to adjudicate the com-
plex debate between these two theories of cognition. This is also
because these results are drawn from a very specific and limited
domain of inquiry, that of theory of mind. In addition, Phillips
et al.’s findings await further replication. Nevertheless, it seems
to us that they can be profitably used to suggest an inversion in
terms of the debate between extended and enacted.

In summary, we believe that Phillips and colleagues’ results
may allow to mount as sustained defence of extended over
enacted, as the former can describe learning from others about
the external world and the related process underlying the produc-
tion of knowledge within a much clearer theoretical framework,
one that is content-involving and does not renounce computation
or representations. We believe this is a significant implication of
this target article for current debates in empirically informed
philosophy of mind.
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Abstract

I argue for three points: First, evidence of the primacy of knowl-
edge representation is not evidence of primacy of knowledge.
Second, knowledge-oriented mindreading research should also
focus on misrepresentations and biased representations of
knowledge. Third, knowledge-oriented mindreading research
must confront the problem of the gold standard that arises
when disagreement about knowledge complicates the interpreta-
tion of empirical findings.

The target article by Phillips et al. provides converging evidence
for assuming that representations of knowledge are more basic
than representations of belief. Although some findings that they
take as evidence for representations of knowledge may perhaps
be given deflationary interpretations, I am sympathetic to their
broad descriptive conclusion about the primacy of knowledge rep-
resentations. Similarly, I agree with their methodological conclu-
sion that mindreading research should focus more on
knowledge representation. Consequently, I will argue for three
further points about knowledge-oriented mindreading research.
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The first point is that it is fallacious to conclude that knowl-
edge itself is primary from evidence that representations of
knowledge are primary. Generally, it is fallacious to move from
assumptions about the primacy of a mental representation to con-
clusions about the primacy of its referent. For example (from
Gerken, 2017b), it is a safe bet that representations of water are
more basic than representations of hydrogen in terms of ontogen-
esis, phylogenesis, automatic processing, and so on. But this does
not entail that the substance water is more basic or primary than
hydrogen. Such a representation-representandum fallacy regard-
ing representations of knowledge may occur in both epistemol-
ogy and cognitive science. The fallacy is not committed in the
target article, although its title – Knowledge before belief –
might encourage it. Therefore, to ensure that the surveyed evi-
dence is used responsibly, it is important to warn against the
representation-representandum fallacy. For example, it would
be fallacious to take the surveyed evidence to motivate any
knowledge-first program concerning knowledge rather than
the concept of knowledge, the word “knowledge,” and so on
(Williamson, 2000).

The second point is that knowledge-oriented mindreading
research should study misrepresentations and biased knowledge
representations. The primacy of knowledge representations may
be partly explained in terms of bounded rationality:
Representations of knowledge are basic and prominent partly
because they are cognitively “cheap” ways of representing complex
epistemic matters in a manner that is accurate enough for many
purposes. Insofar, as representations of non-factive representa-
tions, which require one to keep track of both the mental repre-
sentation and what it represents, are more cognitively taxing
than representations of factive representations, cognitive bounds
may partly explain the primacy of knowledge representations.
However, bounded cognition involves biases.

The target article provides evidence that knowledge represen-
tations are automatically processed (sect. 4.3). But it does not
mention that automatic processing of primitive representations
often exhibits signature biases (Apperly, 2011; Saxe, 2005).
Similarly, misrepresentations of knowledge are not discussed.
Given the aim of the target article, its focus on successful represen-
tations of knowledge is natural. However, this focus suggests a
misleading picture of social cognition and overshadows the meth-
odological upshot that knowledge-oriented mindreading research
must also focus on misrepresentations and biases. Some research
suggests that the patterns of knowledge representations exhibit
egocentric bias (Nagel, 2008); focal bias (Gerken, Alexander,
Gonnerman, & Waterman, 2020; Gerken & Beebe, 2016); source-
content bias (Turri, 2015); subadditivity effects (Dinges, 2018);
and so on. Signature biases of knowledge representations are
important to study empirically because they are very consequen-
tial. For example, they may result in discriminatory epistemic
injustice which occurs when someone is wronged specifically in
her capacity as an epistemic subject (Fricker, 2013, p. 1320;
Gerken, 2019). Because representations of knowledge play central
roles in navigating social life, cases in which someone is wronged
specifically in her capacity as a knower are especially harmful.
Generally, given that knowledge representations are central to
social cognition, it is important to empirically study their signa-
ture biases and the social ramifications thereof (Gerken, 2017a;
Spaulding, 2018).

My third point is that knowledge-oriented mindreading
research must confront a problem of the gold standard:
Interpreting empirical data from tasks involving knowledge is

often complicated because the gold standard response to the
task is disputed. As noted, some researchers argue that particular
patterns of knowledge ascriptions reveal a bias (op. cit.). But oth-
ers reject this and argue that these patterns reflect correct
responses that illuminate the concept of knowledge, the word
“knowledge” or even knowledge itself (e.g., DeRose, 2009;
Knobe & Schaffer, 2012; Stanley, 2005). Some even suggest that
to explain these patterns of knowledge ascriptions in terms of
cognitive bias is to “explain away” the relevant evidence
(DeRose, 2009; Stanley, 2005).

Presumably, the false-belief test is a widely employed experi-
mental paradigm partly because of agreement about the gold stan-
dard response (e.g., saying that the agent will seek an object where
she last saw it rather than at its new location in verbal false-belief
tests; Wellman, Cross, & Watson, 2001). In contrast, the gold
standard response is part of what is investigated in many mind-
reading tasks involving knowledge. This is simply a methodolog-
ical challenge for research on knowledge representation and not a
reason to stick with established experimental paradigms.
Moreover, the problem of the gold standard is far from unique
to research on knowledge representation, although it is pertinent
to it because many aspects of knowledge are disputed. Minimal
properties of knowledge, such as the four considered by Phillips
et al. (sect. 2), are good starting points. However, it is disputed
how knowledge is related to luck, practical factors, actionability,
competence, and so on. Knowledge-oriented mindreading
research should study such relationships. But disputes over the
gold standard response to tasks involving them constitute a meth-
odological challenge in interpreting findings. Interestingly, the
first two points mark specific methodological pitfalls. Given that
some patterns of folk knowledge representation are biased
(point 2), moving too swiftly from findings about participants’
representations of knowledge to conclusions about whether they
are correct would exemplify the representation-representandum
fallacy (point 1).

In sum, here are my three main points:

(1) Evidence of primacy of knowledge representation is not evi-
dence of primacy of knowledge.

(2) Knowledge-oriented mindreading research should also focus
on misrepresentations and biased representations of
knowledge.

(3) Knowledge-oriented mindreading research must confront the
problem of the gold standard.

These three points are compatible with the surveyed evidence
and the main conclusions that Phillips et al. draw from it. But the
points are not included in Phillips et al.’s conclusions. Therefore, I
wonder whether they agree with them or not.
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Abstract

The target article presents strong empirical evidence that knowl-
edge is basic. However, it offers an unsatisfactory account of
what makes knowledge basic. Some current ideas in cognitive neu-
roscience – predictive coding and analysis by synthesis – point to a
more plausible account that better explains the evidence.

The target article makes a compelling case for an important thesis,
the primacy of knowledge attribution. It takes us far in the right
direction, veering off only in the final section, where it asks why
the capacity for knowledge representation “would have ended up
being one that is cognitively basic.” The assumption seems to be
that either knowledge attribution or belief attribution might have
become the basic one, but a certain important function of knowl-
edge attribution (namely, allowing us to learn about the world
from others) caused knowledge attribution to “end up” as basic.

I think knowledge attribution is basic in a much more straightfor-
ward way. Some current ideas in cognitive neuroscience – predictive
coding and analysis by synthesis – show how factual knowledge
may be attributed to others simply by default. Withholding or dimin-
ishing that attribution, as in attributing a belief that falls short of
knowledge, requires additional steps in neural coding and processing.
Those extra steps, their added complexityand their drainon resources,
suffice to explain the empirical findings:Whysome individuals–non-
human primates, young children, and certain cognitively impaired
people – can attribute knowledge but not belief, whereas none attri-
bute belief but not knowledge; and why attributions of knowledge
are “more automatic” than those that require additional processing.

1. Predictive coding

As the target article notes, the capacity for knowledge representation
is of only limited use in predicting (or in interpreting or explaining)
the behavior of others. We can’t simply “look at the facts” to predict
or explain another’s behavior if the other doesn’t “share” – that is,
doesn’t know, isn’t aware of – those facts. Nevertheless, it would be
folly for the brain to ignore the actual world completely and start
over, attempting to build from scratch the set of “facts” that guide
the other’s behavior. Rather than approach the behavior of others
with a blank slate (in Bayesian terms, without priors) – which
would be inefficient, if not impossible – the brain very likely imple-
ments a predictive strategy. In such a strategy, the actual world –
that is, what we ourselves take to be the facts – serves as a starting
point, an opening bid or bet, subject to revision (“correction”) on
the basis of new evidence (Clark, 2013; Koster-Hale & Saxe, 2013).

2. Analysis by synthesis

There is, in fact, a plausible mechanism for implementing such a
predictive scheme for anticipating and interpreting others’ behav-
ior, as I argue in Gordon (2021). It exploits a strategy that appears
to operate in several other areas of cognition, including visual and
speech perception: that of analysis by synthesis. Specifically, the
brain interprets the behavior of others by testing hypothetical
ways of generating that behavior. This would involve inverse use
of one’s own system for planning and generating intentional
action: inverse, in that what is “given” is the behavior to be gen-
erated, and the “result” is whatever best explains this behavior
(Baker, Saxe, & Tenenbaum, 2009; Jara-Ettinger, 2019). Such an
inversion of the action planning system would run concurrently
with its primary “forward” use in generating one’s own actions;
otherwise, one would have to suspend one’s own actions in
order to interpret the actions of others. This is consistent with evi-
dence of “motor contagion,” or interference effects between observed
and executed actions. There appears to be a competition for neural
resources, where the same, or strongly overlapping, resources are
employed concurrently in goal-directed action planning and in inter-
preting the goal-directed actions of others (Blakemore & Frith, 2005;
Bouquet, Shipley, Capa, & Marshall, 2011).

The inverse use of the planning system for hypothetically gener-
ating the actions of others would ordinarily require adjustments of
the top-down inputs to the system. These would include adjust-
ments of the factual input, the set of facts that influence planning.
In hypothetically generating another’s actions, the planning system
must be selectively decoupled (disconnected and unplugged) from
some of these facts. In the classic “false belief” condition, you see
individual A place her treasure at location x. You also see that

(m) the treasure has been moved and is now at a different location y.

If you were planning to steal the treasure, your action planning
system would take account of (m) and direct you to location
y. However, if your system is hypothetically generating A’s plan
to retrieve A’s treasure, the question arises: Does A know about
the move? Is A aware that (m)? The possibility of attributing igno-
rance, or not knowing, is simply the possibility of decoupling the
action planning system from the fact that (m). (Egocentric igno-
rance acknowledges that there are facts to which our own plan-
ning is not yet coupled or connected.) Knowledge, on the
contrary, is represented simply by nonintervention. That is, one
implicitly attributes knowledge that (m) simply by not decoupling
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the system from the fact that (m). “Knowledge representations”
accordingly consist in nothing more than access to facts.

Attributing ignorance consists of decoupling from fact, which
is an extra step beyond implicitly attributing knowledge. False
belief requires decoupling as well as introducing into the planning
process an “as if” fact, such as that the treasure is still at location x.
True belief for the wrong reason would similarly entail introduc-
ing an “as if” fact. (Although it might produce the same actions as
the “real” fact, the counterfactual dependencies would differ.) The
upshot is that what is really basic is a shared world, where, prior
to any corrective processing, everything we ourselves regard as the
world, as the facts, is publicly accessible and thus available to oth-
ers as possible reasons for action.

In sum, the commentary presents strong empirical evidence
that knowledge is basic; however, I disagree with the explanation.
And I heartily approve the “call to arms” at the end. In my own
case it’s been revelatory to step outside philosophy and consider
possible neural mechanisms that might explain, clarify, and vali-
date the intuitive idea that we understand one another as actors in
a shared world.
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Abstract

We summarize research and theory to show that, from early in
human ontogeny, much information about other minds can be
gleaned from reading the eyes. This analysis suggests that eyes
serve as uniquely human windows into other minds, which

critically extends the target article by drawing attention to what
might be considered the neurodevelopmental origins of knowl-
edge attribution in humans.

This commentary complements the target article by drawing
attention to a seemingly overlooked line of research and theoriz-
ing concerned with what may constitute the origins of knowledge
attribution in humans. Specifically, much research has been ded-
icated to investigate the psychology of perceiving and responding
to eye cues as a uniquely human form of social cognition. This
research unanimously shows that much information about other
minds can be gleaned from eyes and that this information guides
social interactions and cooperative decision-making among
humans (see Grossmann, 2017, for a review).

First, comparative research suggests that humans, when com-
pared to our closest living primate relatives the chimpanzees, pos-
sess a unique sensitivity to eyes and eye cues (Kano & Tomonaga,
2010; Tomasello, Hare, Lehmann, & Call, 2007). This human-
specific sensitivity to eyes manifests itself by a more effective
and broadened use of eye cues to detect attentional, emotional,
and mental-state cues in others. This sensitivity relies upon the
unique morphology of the human eyes characterized by their hor-
izontally elongated form and exposed white sclera. Critically, neu-
roscience research indicates that this sensitivity to eyes is
underpinned by a network of brain regions comprising the amyg-
dala at the subcortical level and posterior superior temporal and
medial prefrontal cortices at the cortical level, implicated in
enhanced attention to eyes and the detection of attentional, emo-
tional, and mental states from eye cues, respectively (Schilbach
et al., 2013). Developmental research with infants points to the
existence of increased attention to eyes in newborns and indicates
that the processes involved in detecting attentional, emotional,
and mental states from eyes emerge during the course of the
first year of life (Grossmann, 2017). Based on an integration of
these findings, the theoretical argument has been advanced that
eyes provide a basis for connecting with other minds
(Grossmann, 2017). In other words, processes related to privi-
leged orientation and attention to the eyes may help with detect-
ing the presence of other minds, and processes related to decoding
information contained in the eye or eye region helps with tracking
the contents of other minds, including others’ knowledge states.

Second, the existing developmental cognitive neuroscience
research with infants, which has not been discussed by Phillips
et al. shows that the brain processes underpinning our ability
to read other minds develop early in infancy. This is in line
with mounting evidence from numerous behavioral studies
attesting to infants’ mind reading abilities and underlines that
behavioral and neuroscience research converges on the notion
that access to other minds is an important and early emerging
feature of human social cognition. Moreover, the neuroimaging
research demonstrates similarity in the brain processes engaged
by human infants and adults when processing eye cues
(Grossmann, 2017). Based on this similarity, it seems unlikely
that different mechanisms (representations) are at play in adults
than in infants, further supporting the notion of the early devel-
opmental emergence of knowledge attribution. Yet the kind of
mental-state understanding attributed to infants based on these
neuroscience and behavioral findings does not require the infant
to have an explicit (conceptual) grasp of other minds. Indeed, evi-
dence is accumulating that eye-based social cognition might be
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rooted in automatic processes as demonstrated by neuroscientific
research on subliminal face and gaze processing with human
infants (Jessen & Grossmann, 2014, 2020).

Third, although the emphasis here was on the ontogenetic and
brain origins of human-specific sensitive responding to eyes, eyes
are certainly not the only route to understanding other minds. As
pointed out by Phillips et al., other sources are also important for
informing us about the presence and contents of other minds. For
example, there is much research to show that humans use vocal
cues in a very similar manner as they use facial and eye cues
and sensitivity to voices emerges early in ontogeny (Grossmann,
Oberecker, Koch, & Friederici, 2010). Furthermore, in certain
contexts, vocal cues have been shown to provide more powerful
information regarding another person’s mind than facial cues
(Schroeder & Epley, 2015). Apart from vocal cues, humans may
also rely on information provided through touch (Fairhurst,
Löken, & Grossmann, 2014), although when compared to facial
and vocal cues, touch as a means for gleaning insights into
other minds has been relatively neglected.

From an evolutionary perspective, eye cues are considered to
function particularly well during close range interactions without
direct physical contact, which are characteristic for many collab-
orative activities in humans (Tomasello, Melis, Tennie, Wyman,
& Herrmann, 2012). This includes activities such as hunting
and gathering (foraging), which is considered the primary and
ancestral form of subsistence within the genus Homo.
Compared to vocal signaling, coordination through eye cues has
the advantage that it can occur silently, making it an ideal form
of communication between cooperators during group activities
such as gathering and hunting, when at the risk of being noticed
by predators or prey. Despite the adaptive advantages with respect
to human cooperative activities seen in adults, from a develop-
mental perspective, an early emerging sensitivity to eyes might
lay the foundation for being able to identify, choose between,
and coordinate with cooperative partners.

In summary, we advocate for an approach that systematically
and more mechanistically assesses the origins of knowledge
about others by taking a developmental cognitive neuroscience
perspective in order to advance a more complete understanding
of how humans come to understand other minds.
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Abstract

Phillips and colleagues argue that knowledge representations are
more fundamental than belief representations because they bet-
ter facilitate social learning. We suggest that existing theory of
mind paradigms may be ill-equipped to adequately evaluate
this claim. Future study should explore learning in situations
where there is uncertainty about one’s own and others’ knowl-
edge, which better mirror real-world social learning contexts.

Phillips and colleagues posit that the adaptive value of “knowl-
edge before belief” is the superiority of knowledge representations
for learning in social contexts. Although this hypothesis seems
reasonable in the context of paradigms common to theory of
mind work, these paradigms eliminate many forms of uncertainty
that, in the real world, complicate the process of deciding what to
learn, and from whom. In particular, the empirical research fea-
tured in the target article leaves little room for (1) uncertainty
about the subject’s own knowledge and/or (2) uncertainty about
other agents’ knowledge. Yet, in daily life, people generally expe-
rience some degree of uncertainty about these epistemic features.
Thus, there is a mismatch between the social learning contexts in
these studies and those in the real world.

To illustrate the adaptive learning function of knowledge rep-
resentations, Phillips and colleagues describe a hypothetical situa-
tion in which a ball is placed in one of two boxes in the presence
of an agent, and a subject wants to know which box contains the
ball. The authors argue that knowledge representations, more so
than belief representations, help the subject determine whether
they can learn the ball’s location from the agent. This situation
exemplifies many of the paradigms cited in support of the argu-
ment that knowledge representations emerge earlier than belief
representations; thus, we will use it to illustrate how these para-
digms fail to accommodate various forms of uncertainty that
often occur in real-world learning contexts.

The first way in which many theory of mind paradigms eliminate
uncertainty is by providing the subject direct observational access to
the event of interest (e.g., the ball’s location), effectively setting the
subject’s priors about the event at ceiling (e.g., Bräuer, Call, &
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Tomasello, 2007; Luo & Baillargeon, 2007). In doing so, these para-
digms grant the subject the knowledge that the subject represents in
the agent; that is, the subject knows where the ball is, and they rep-
resent that the agent knows where the ball is. This renders knowledge
representations inconsequential for learning; the subject already
knows what they would otherwise want to learn.

Second, even in paradigms in which the subject does not have
direct observational access to the event of interest, the subject usu-
ally has direct observational access to the fact that another agent
has direct observational access to the event of interest; that is, the
subject sees that the agent sees where the ball is (e.g., Behne,
Liszkowski, Carpenter, & Tomasello, 2012; Krachun, Carpenter,
Call, & Tomasello, 2009). However, in the real world, the set of
situations in which people directly observe another individual
acquire complete knowledge without acquiring it themselves is
narrow. Often, people are uncertain to some degree about
whether someone else has relevant knowledge for their own prox-
imate learning goal. For example, if I want to know whether a fruit
is healthy, I may rely on my observation of others eating the fruit.
However, I cannot be certain whether the fruit-eaters know that
the fruit is healthy, whether they are just very hungry, or whether
they simply find the fruit tasty. In other words, I am uncertain
about whether they know what I am trying to learn.

Similarly, in addition to eliminating uncertainty around
whether an agent has knowledge, these paradigms also eliminate
uncertainty around how much knowledge an agent has. In most
paradigms cited in the target article, the agent is either fully igno-
rant (e.g., has their back turned while the ball is placed in a box)
or fully knowledgeable (e.g., can perfectly see which box contains
the ball) (e.g., Pratt & Bryant, 1990; Sodian, Thoermer, &
Dietrich, 2006). Yet the agents that people seek to learn from
are often neither fully knowledgeable nor fully ignorant – they
have some amount of relevant knowledge that people must
infer from cues such as reputation (e.g., expertise), self-report,
or testimony from others.

We believe that a clearer test of Phillips and colleagues’ argu-
ment about the adaptive value of knowledge representations
requires additional empirical investigation into knowledge and
belief representations under uncertainty. In situations of uncer-
tainty, do those who can attribute beliefs as well as knowledge
still construct knowledge representations with greater automatic-
ity and cognitive ease? Do those who cannot attribute beliefs,
but can attribute knowledge, still construct knowledge representa-
tions? If so, do they act on these knowledge representations as
they do in the situations used in existing paradigms? These ques-
tions are not an indictment of the knowledge-before-belief claim
or the logic of the hypothesis that knowledge representations are
more fundamental than belief representations because they better
facilitate learning. Rather, we believe that answers to these ques-
tions will elucidate how well early knowledge representations
actually facilitate social learning, and thus how likely it is that
this adaptive argument applies to learning across contexts and
across the lifespan.

Although our commentary focuses primarily on two sources of
uncertainty underexplored in existing paradigms – uncertainty
around one’s own and others’ knowledge – it is important to
note that knowledge representations, on their own, may have lim-
ited value for effective social learning absent other mental-state
representations. In particular, representing the beliefs, desires,
or motivations of others is often critical for helping people to fig-
ure out whom to learn from. It is important, for example, to know
not only who knows what, but also who can be trusted to share

their knowledge, without misleading or obscuring, and without
other ulterior motives. Inferring others’ beliefs, desires, or motiva-
tions could help unlock the adaptive social-learning benefits that
the authors argue knowledge representations confer.

In sum, we believe that most existing paradigms examining
knowledge attributions in primates and young children do not
account for the fact that (1) people are usually learning what
they do not already know and (2) people are usually uncertain
about what others know and the extent of that knowledge.
Under such epistemic uncertainty, do primates and young chil-
dren still represent knowledge, and, if so, how useful are these rep-
resentations for learning? Future research that tackles these
questions will offer insight into the potential adaptive value of
knowledge representations.
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Abstract

We welcome Phillips et al.’s proposal to separate the understand-
ing of “knowledge” from that of “beliefs.”We argue that this dis-
tinction is best specified at the level of the cognitive mechanisms.
Three distinct mechanisms are discussed: tagging one’s own rep-
resentations with those who share the same reality; representing
others’ representations (metarepresenting knowledge); and
attributing dispositions to provide useful information.
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In the target article, at least two meanings of “knowledge” are
mixed together: “episodic” knowledge (being informed about
some state of affairs in the world) and instrumental or semantic
competence (being a potential source of information). Although
neither of these notions necessarily implies representational men-
tal states (such as beliefs), they are not equal to each other, and
should not be expected to be implemented by the same cognitive
mechanisms.

With regard to episodic epistemic states, the knowledge–belief
distinction may indeed reflect different mechanisms for tracking
mental states. Unlike belief attribution, which metarepresents oth-
ers’ mental states, assigning episodic knowledge to others may not
require creating a separate representation (Martin & Santos,
2016). An alternative cognitive mechanism is tagging one’s own
representation of reality by symbols of those who have also had
access to the state of affairs that gave rise to the representation
in question.

Such a tag could be attached to a representation when an epi-
sode is co-witnessed with someone (say, agent X), and can be
removed when the content of the representation changes in the
absence of X. This system can track (1) factive representations
(own representations of reality), linking the states of affairs to X
only when (2) there is evidence that X has witnessed them (not
just happens to believe them) and only until the states remain
unchanged, and (3) without preserving the modality that trig-
gered the tagging. Thus, such representations satisfy three of the
four criteria for knowledge prescribed by Phillips et al.
Furthermore, this tagging mechanism could also explain why
“true-belief” attributions are difficult in certain cases: Once X’s
tag is removed from a representation, it may not be possible to
re-attach to it, giving rise to the Gettier-problem (Horschler,
Santos, & MacLean, 2019; Kaminski, Call, & Tomasello, 2008).
In addition, such a tagging system may also implicitly track alter-
centric ignorance: A representation that is not tagged by X is
knowledge not accessible to X.

However, a cognitive mechanism relying on tagging is unable
to generate knowledge representations corresponding to egocen-
tric ignorance (see below for further discussion) and would not
be able to account for cases of altercentric interference (produced
by a representation attributed to someone else), and aspectuality-
based inferences (when the way someone perceives an object leads
to representing a different number of entities). We suspect that
such phenomena, some of which may be present early in infancy
(Kampis & Kovács, 2020; Kovács, Téglás, & Endress, 2010), are to
be explained by the same metarepresentational mechanisms that
implement belief attribution proper. We agree with Phillips
et al. that the representational format underlying many cases of
episodic “knowledge” tracking (i.e., tagging) is simpler than
what underlies belief attributions. However, the former cannot
constitute the basis of the latter because metarepresentations can-
not simply emerge from knowledge ascriptions (tagged represen-
tations of reality). Rather, tagging may serve as informational
input for when attributions of representations become necessary.

Although the tagging system we have outlined above would
explain some phenomena of non-belief-based knowledge track-
ing, it does not support establishing egocentric ignorance,
which serves as crucial evidence for Phillips et al.’s conjecture
that the main function of knowledge tracking is to promote social
learning. However, we believe that the examples of egocentric
ignorance listed in the target article either arise from the same
attribution system that underlies belief tracking, or represent a
completely different notion of knowledge: competence.

This notion comes from the fact that actions of agents carry
information about the world: Instrumental actions are adjusted
to the environment; communicative actions are designed to pro-
duce information. Querying such information sources does not
require portraying them as agents possessing episodic knowledge.
Instead, an observer may attribute to them a disposition that their
instrumental or communicative actions will be informative by
reducing the uncertainty of the observer. Such an expectation
may be characterized as “egocentric ignorance,” yet it entails an
entirely different underlying cognitive mechanism from “attribut-
ing knowledge” in an episodic sense.

The evidence that Phillips et al. bring forward to support ego-
centric ignorance in apes is the study by Krachun, Carpenter, Call,
and Tomasello (2009), where the subjects inferred the location of
the bait from the actions of a competitor. However, the pattern of
results suggests that they did so without considering what infor-
mation was available to the competitor: they simply assumed
that he acted competently (cf. Wood et al., 2007). In the same
study, human children did indeed attribute episodic knowledge
to the competitor when they themselves were ignorant – but
they did so also when the competitor had a false belief, suggesting
that they relied on a metarepresentational mechanism in tracking
the epistemic state of the other. From about 3–4 years of age, chil-
dren who are ignorant themselves can report on the knowledge of
another individual based on their episodic epistemic access
(Pillow, 1989; Pratt & Bryant, 1990; Sodian, Thoermer, &
Dietrich, 2006; Woolley & Wellman, 1993), most likely reflecting
metarepresentational strategies also employed in verbal false-
belief tasks.

However, Phillips et al.’s further examples of egocentric igno-
rance simply require children to portray the putative source of
knowledge as being competent to communicate semantic infor-
mation (e.g., Kovács, Tauzin, Téglás, Gergely, & Csibra, 2014).
By default, young children may assume that adults are competent
in supplying them with information, but can also fine-tune this
assumption on the basis of evidence gathered about potential
sources (Begus & Southgate, 2012). When they do so, they do
not adjust the amount of “knowledge” attributed to sources,
but modulate the sources’ expected disposition to produce use-
ful information. This kind of competence attribution indeed
promotes learning, but relies on different cognitive mechanisms
from those that underlie tracking episodic knowledge. When
seeking (or being provided with) information, infants may
take the stance that others are competent, but when they pro-
vide information to others, they consider the episodic epistemic
access of their social partner (Liszkowski, Carpenter, &
Tomasello, 2008).

In sum, from the perspective of cognitive mechanisms, knowl-
edge is not “before,” but “next to” belief, and it should, in fact, be
a plural term.
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Abstract

Recent findings from anticipatory-looking false-belief tests have
shown that nonhuman great apes and macaques anticipate that
an agent will go to the location where the agent falsely believed
an object to be. Phillips et al.’s claim that nonhuman primates
attribute knowledge but not belief should thus be reconsidered.
We propose that both knowledge and belief attributions are evo-
lutionary old.

Phillips et al. argued that knowledge attribution is “evolutionary
more foundational” than belief attribution, with the former pre-
sent in monkeys and apes and the latter occurring chiefly in
humans. Additionally, Phillips et al. argued that these two theory
of mind (ToM) skills are independent from one another. These
propositions may seem sensible to comparative psychologists as
many (but not all) previous studies in this field have produced
evidence for knowledge attribution but not belief attribution in
nonhuman animals. However, recent evidence suggests that
such a characterization might be too simplistic and overstated.
Below, we examine this evidence and its implications by focusing

on two meanings of evolutionary foundations of knowledge and
belief and conclude that it is conceivable that great apes and
macaques have both knowledge and belief representations.

One meaning of “evolutionary more foundational” refers to
the temporal emergence of the skills in evolutionary time.
Phillips et al. propose that knowledge attribution, which humans
share with nonhuman primates, is more ancient than belief attri-
bution, which only humans possess. However, four recent studies
with nonhuman primates cast some doubt on this idea
(Buttelmann, Buttelmann, Carpenter, Call, & Tomasello, 2017;
Hayashi et al., 2020; Kano, Krupenye, Hirata, Tomonaga, &
Call, 2019; Krupenye, Kano, Hirata, Call, & Tomasello, 2016).
For instance, in the so-called anticipatory-looking false-belief
(AL-FB) tests, apes anticipated that an agent will go to the loca-
tion where the agent falsely believed an object to be. Phillips
et al. minimized those findings from AL-FB tests because of the
low-level alternatives proposed by some authors, namely that
apes “submentalize” (Heyes, 2017) or “see the last location that
the agent saw” (Scarf & Ruffman, 2017). However, these alterna-
tive explanations were carefully examined and ruled out by subse-
quent studies with great apes (Kano, Krupenye, Hirata, Call, &
Tomasello, 2017; Kano et al., 2019). Notably, Hayashi et al.
(2020) recently showed that macaques also pass this AL-FB test,
and that inactivation of the macaque medial prefrontal cortex,
one of the key regions that support human-adult ToM, disrupted
their performance (Hayashi et al., 2020). Thus, Phillips et al.’s
claim about belief attribution phylogenetically preceding knowl-
edge attribution based on primate data needs to be reconsidered.
Phillips et al.’s misgivings about AL-FB data may be partly moti-
vated by recent replication issues in the AL-FB tests with human
infants (Kulke & Rakoczy, 2018) and because the primate studies
were inspired by studies with human infants (e.g., Southgate,
Senju, & Csibra, 2007), they have also come under scrutiny
(Horschler, MacLean, & Santos, 2020). However, the primate
work departed from the original versions by introducing several
key methodological changes aimed at optimizing the test for non-
human primates, and the results have been replicated with two
different groups of apes and one group of monkeys (Kano, Call,
& Krupenye, 2020).

Another meaning of “evolutionary more foundational” refers
to one skill being simpler than the other (i.e., less cognitively
demanding) and this could explain why in comparative studies
is easier to obtain positive results in the knowledge-ignorance
than false-belief conditions in traditional nonverbal ToM tests.
However, the vast majority of comparative findings come from
variations of only two main paradigms: the food-competition in
the laboratory (e.g., Kaminski, Call, & Tomasello, 2008) and the
violation-of-expectation tests in the wild (e.g., Marticorena,
Ruiz, Mukerji, Goddu, & Santos, 2011). Although those two par-
adigms have shown that apes and monkeys attribute knowledge to
others, they might not be suitable to detect false-belief attribution
because of certain inherent design limitations (as in any single
paradigm). How stimuli are presented, how responses are mea-
sured as well as the task’s motivational substrate can impact per-
formance. For instance, primate violation-of-expectation tests
have presented agents performing relatively simple actions,
whereas primate AL-FB tests have presented stories in videos
illustrating dynamic social interaction between an agent and an
antagonist, which may be more intuitively appealing to highly
social primates (Kano et al., 2020). Studies that have abandoned
the two main paradigms and their inherent limitations have
started to produce different results. In fact, in a recent study,
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apes not only pass false-belief conditions, but also did not find
them harder than true-belief or knowledge-ignorance conditions
(Buttelmann et al., 2017; also see Buttelmann, Carpenter, &
Tomasello, 2009), which casts some doubt on the idea that false-
belief conditions are invariably harder than other epistemic con-
ditions. We are not suggesting that AL-FB tests can better capture
nonhuman primate ToM in general, but we think it unlikely that a
couple of paradigms would be sufficient to capture the full range
of socio-cognitive skills that primates deploy in social interaction,
particularly knowing that paradigm changes have historically
brought substantial empirical and conceptual advances. In keep-
ing with this progress, future studies should investigate whether
the notion of aspectuality is part of belief attribution in apes
(Low & Watts, 2013).

We liked the authors discussion about the potential functions
of knowledge and belief attribution, with the former being partic-
ularly useful for learning from others, and the latter for predicting
others’ behavior, particularly when, unbeknownst to the subjects,
the situation has changed. For nonhuman primates, both learning
from others and predicting others’ behavior should be important,
and therefore both knowledge and belief representations can be
adaptive. Perhaps for young (human and nonhuman) infants
that are dependent on adults, learning from others is more impor-
tant than predicting others’ behavior, but one cannot argue that,
for (human and nonhuman) adults, the latter is less important
than the former. Imagine, for example, the situation in which
an orangutan mother fails to anticipate her child’s travel path in
a dense forest where visibility is limited; when the child is travel-
ing as usual and did not see (but the mother saw) a branch on
which he usually walks was broken. It may be precisely such a sit-
uation that critically matters to nonhuman primates – that could
happen in their natural lives and affect their fitness. Future studies
should endeavor to make the test situations even more ecologi-
cally (or ethologically) valid to uncover further elements of belief
attribution in primates.
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Abstract

The knowledge-first approach is attractive and consistent with a
wide variety of evidence. So is the opposing belief-first picture. I
explain why the target article’s criticisms of the latter fail, and
argue that the outcome is a stalemate.

The target article argues that the study of theory of mind in cog-
nitive science should treat knowledge, rather than belief, as the
“basic” epistemic concept – conceptually more basic, evolution-
arily prior, and appearing earlier in human development.
Although the article makes a compelling case that the knowledge-
first approach is compatible with a wide variety of existing evi-
dence, its efforts to undermine the competing belief-first
approach are less convincing. Most or all of the evidence offered
is equally compatible with both approaches, and the conflict that
the authors set up seems to be an empirical stalemate. Let me
explain.

A simplified application of the belief-first picture to adult
human theory of mind is structured around two axes of distinction:
opinionated and unopinionated states, and – among opinionated
states – true and false states. This yields a three-way classification:
adult humans represent other agents as having, variously, no belief,
a true belief, or a false belief on a certain topic. As the target article
reviews, there is evidence that certain populations – great apes, chil-
dren below the age of 4, and autistic patients – have difficulty in
tasks where success would require representing another agent as
having and acting upon a false belief. In the case of human chil-
dren, Perner (1991) influentially attributes this difficulty to a lack
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of metarepresentational abilities that would needed to distinguish
the child’s own model of the world from another’s mistaken
model, with the result that children under 4 generally mistake
false belief for either true belief or no belief. In contrast, children
between 2 and 4 have little difficulty distinguishing opinionated
from unopinionated states of belief. Knowledge as a separate cate-
gory develops later, as children become sensitive to sources of evi-
dence (Perner, 1991, Ch. 7). Modulo the eventual development of
knowledge as a separate category, parallel phenomena arise with
great apes and autistic patients, although there is debate as to
whether the same theoretical interpretation is appropriate.

The knowledge-first picture is strikingly similar in structure.
The parallel three-way classification is now between ignorance,
knowledge, and failed knowledge (i.e., false belief; Williamson,
2000). The target article shows that the phenomena just outlined
can be redescribed, perhaps more elegantly, if we suppose that
great apes, small children, and autistic patients are able to make
the knowledge-ignorance distinction but are unable to maintain
separate representations of that do not count as knowledge. On
this reading, failure to correctly predict actions based on false
beliefs is because of treating the false-belief state as one of either
knowledge or ignorance.

The problem is that these two accounts are very difficult to dis-
tinguish empirically. The target article attempts to do so by noting
that there is much evidence that all three relevant populations
“represent knowledge,” but little evidence that they “represent
belief.” However, in each of the three cases the key evidence
shows something different and more equivocal. For instance,
when arguing that chimpanzees do not “represent belief,” the
authors adduce evidence that chimpanzees do not represent
false belief. But this is no refutation of the belief-first picture:
it is built in from the start, as described above. The same prob-
lematic style of argumentation occurs in the discussion of evi-
dence around small children and autistic patients. In each
case, the interpretation offered is quite reasonable: The evidence
indicates a distinction between knowledge and ignorance with
no corresponding distinction between knowledge and mere
belief. However, it is equally compatible with the belief-first pic-
ture, where it would indicate distinction between no-belief and
true-belief states, with no separate category for false-belief
states.

Because of their structural parallelism, the choice between
knowledge- and belief-first pictures cannot be made on the
basis of which distinctions are being made at a coarse level.
Perhaps, although, it could be made by asking fine-grained ques-
tions about the character of the true-and-opinionated category:
true belief in the belief-first picture, and knowledge in the
knowledge-first picture. Evidence from Gettier cases could, in
principle, make it possible to choose, because they involve true
beliefs that do not constitute knowledge. The target article cites
a handful of studies with small children and great apes involving
Gettier-like scenarios and construes them as evidence for the
knowledge-first picture. However, this interpretation is somewhat
tendentious. For instance, as Horschler, Santos, and MacLean
(2019) describe, the results involving change of location
(“Sally-Ann”) tasks with great apes can be explained more parsi-
moniously by supposing that apes are merely tracking whether
another ape had perceptual access to the most recent event involv-
ing the item in question.

Similarly, the failure of children aged 4–6 to predict others’
behavior on the basis of accidentally true beliefs may be better inter-
preted as an instance of a more general phenomenon: Just as they

begin to succeed on false-belief tasks, they start to fail even extremely
simple, non-Gettiered true-belief tasks (Oktay-Gür & Rakoczy, 2017,
2020). In a series of experiments, Oktay-Gür and Rakoczy (2017,
2020) show that this surprising failure does not arise in a non-verbal
task, and that it can be modulated by simplifying the pragmatics of
the task in various ways. Other authors have attributed this behavior
to a perceptual access heuristic similar to that described above for
great apes (although this would not explain sensitivity to pragmatic
manipulations). In either case, children’s and apes’ apparent sensitiv-
ity to Gettier-like scenarios may turn out to be attributable to inde-
pendent factors that are readily intelligible within the belief-first
picture.

None of this casts doubt on the correctness of the
knowledge-first picture, which is theoretically elegant and com-
patible with a wide range of empirical evidence. But the belief-
first picture is also compatible with the available evidence, and
the outcome of the skirmish is thus much less lopsided than the
target article suggests. We can, however, hope that the authors’
clear exposition of the knowledge-first position will inspire
empirical studies that may eventually allow us to discern
which position is correct.
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Abstract

Phillips and colleagues claim that the capacity to ascribe knowl-
edge is a “basic” capacity, but most studies reporting linguistic
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data reviewed by Phillips et al. were conducted in English with
American participants – one of more than 6,500 languages cur-
rently spoken. We highlight the importance of cross-cultural and
cross-linguistic research when one is theorizing about funda-
mental human representational capacities.

In their fascinating target article, Phillips and colleagues claim
that the capacity to ascribe knowledge is a “basic” capacity that
does not depend on the capacity to ascribe belief, and they review
a large body of evidence in support of this claim: Non-linguistic
studies with primates and infants that operationalize the capacity
to ascribe knowledge and linguistic studies that examine linguis-
tically how people assign knowledge. On their view, knowledge
is conceived by humans, from adults to infants, by apes, and
even by monkeys as a factive state, that is not just true belief,
that can be obtained on the basis of all sensory modalities and
by inference, and that contrasts with ignorance. Although the
empirical evidence reviewed by Philips and colleagues is sugges-
tive, it is also flawed, and the goal of this commentary is to high-
light its main flaw.

The majority of studies reporting linguistic data reviewed by
Phillips et al. were conducted in English with American partici-
pants – one of more than 6,500 languages currently spoken. As
has been widely discussed in debates about the reliance on
WEIRD (western, educated, industrialized, rich, and democratic)
participants in psychology (Barrett, 2020; Henrich, Heine, &
Norenzayan, 2010; Simons, Shoda, & Lindsay, 2017), there are
risks that come from inferring human universality from a small
number of possibly unrepresentative cultures and languages. In
this case, if there are differences in how knowledge is ascribed
across cultures and languages, this poses a challenge for a univer-
salist view of knowledge ascription.

The Geography of Philosophy Project (http://www.
geographyofphilosophy.com) is exploring the generalizability of
the findings in the linguistic studies discussed by Phillips and col-
leagues. This project brings together an international team of phi-
losophers, psychologists, linguists, and anthropologists working
on five continents to collect data about three important philo-
sophical concepts: the concepts of knowledge, wisdom, and
understanding. We study these concepts across a diversity of lin-
guistic, cultural, social, economic, and religious settings.

Some preliminary results confirm the apparent universality of
some patterns of knowledge ascription: As mentioned by Phillips
and colleagues, across linguistic and cultural settings people tend
to deny knowledge in at least some Gettier cases, thus viewing
some forms of luck as being incompatible with knowledge
(Machery et al., 2017a, 2017b); furthermore, stakes do not matter
to the ascription of knowledge (Rose et al., 2019).

But other results, which are directly relevant to the claims
made by Phillips and colleagues, are not invariant across cultural
and linguistic settings. Phillips and colleagues refer to the finding
that English speakers are willing to ascribe knowledge of a given
proposition while denying belief in it (Murray, Sytsma, &
Livengood, 2013; Myers-Schulz & Schwitzgebel, 2013; replicated
with American participants in Kneer, Colaço, Alexander, &
Machery, forthcoming), but this dissociation might not be univer-
sal: In our preliminary results, we didn’t observe the effect in sev-
eral countries, including Morocco and China. Phillips et al. also
take knowledge to be factive: Knowledge that p is only ascribed
if the ascriber takes p to be true. They gloss over disagreement

among linguists about the factive uses of “know” in English.
Although some take factivity to be a semantically required pre-
supposition (e.g., Kiparsky & Kiparsky, 1970), others view it as
a pragmatic phenomenon (e.g., Simons, 2007; Vallauri & Masia,
2018). If the latter is true, then it isn’t the case that “know” in
English expresses the representational capacity Phillips and col-
leagues have in mind. Be it as it may, we know very little about
the factivity of the standard translations of “to know” in the thou-
sands of languages ignored by Phillips and colleagues.
Preliminary results suggest much variation in their factive behav-
ior. Although we have observed factive uses in all the languages
we have data for, several aspects of factivity vary across languages,
including whether factivity is projected through negation, how the
factive presupposition is canceled, and whether the terms stan-
dardly translated as “know” can be used to express a purely sub-
jective state of confidence.

Non-experimental methods provide further evidence of varia-
tion in knowledge ascription. In Chartrand et al. (in prep.), we
examine the patterns of colexification of various epistemic lex-
emes, such as “know” and “understand” in English (see also
Georgakopoulos, Grossman, Nikolaev, & Polis, in press).
Although “know” and “believe” are often translated by distinct lex-
emes, in some languages such as Cofán, a single word translates
both English expressions. Speakers of these languages might still
distinguish the concepts expressed in English by “know” and
“believe,” but the single lexeme in Cofán that translates both
“know” and “believe” may express an altogether different concept.

More generally, the image of knowledge representation and,
more generally, of folk epistemology that emerges from our
study is at odds with the universalist thrust of Philips and col-
leagues’ article: We observe much variation in the use of
“know” and its standard translations and more generally in the
use of epistemic vocabulary. For instance, preliminary results sug-
gest variation in whether knowledge is a norm of assertion.

Phillips and colleagues could respond that they are not inter-
ested in the meanings of “know” and its translations, but rather
in a fundamental representational capacity that may differ from
the meanings of these lexical items. However, they “treat knowl-
edge as the ordinary thing meant when people talk about what
others do or do not ‘know’.” Furthermore, if they are not inter-
ested in lexical meaning, why do they appeal to the use of
“know” in linguistic studies to support their views?
Alternatively, they could respond that non-linguistic infants’
and primates’ studies alleviate the need for cross-linguistic and
cross-cultural data: If English speakers and non-linguistic crea-
tures behave similarly, the simplest hypothesis is that all humans
and some primates share a common representational capacity.
However, simplicity cannot replace direct evidence of universality.
Finally, they could respond that concerns about linguistic studies’
generalizability leave untouched much of the reviewed evidence,
which comes from non-linguistic studies, but without evidence
we cannot assume that these results generalize to a diverse sample
of human beings.

To conclude, we see no way around painstaking cross-cultural
and cross-linguistic research when one is theorizing about funda-
mental human representational capacities.
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Abstract

Phillips et al. make a strong case that knowledge representations
should play a larger role in cognitive science. Their arguments
are reinforced by comparable efforts to place moral knowledge,
rather than moral beliefs, at the heart of a naturalistic moral psy-
chology. Conscience, Kant’s synthetic a priori, and knowledge
attributions in the law all point in a similar direction.

Phillips et al. have produced a fascinating paper, one that makes a
strong case that knowledge representations should play a larger
role in cognitive science than has occurred until now. As someone
whose work in moral psychology has centered on moral knowl-
edge, rather than moral beliefs, for over two decades (e.g.,
Mikhail, 2000, 2007, 2011, 2014), I am enthusiastic about their
project. The questions they are asking, and the interdisciplinary
methods they adopt, seem to me exactly the right approach to
take to make progress in the theory of mind. I have a few quibbles,
but because I am largely persuaded by their main argument, I

wish here to accept it substantially as-is and to use this commen-
tary to highlight additional lines of inquiry Phillips et al. might
want to consider as they continue to develop this paradigm. All
of them reflect the centrality of moral knowledge to moral
psychology.

To set the stage, notice first how well moral knowledge fits
many of the criteria outlined by the authors for determining
whether some representations are more basic than others. For
example, consider how natural it is to appeal to moral knowledge
in ordinary conversation. We commonly refer to others as know-
ing the difference between right and wrong, rather than believing
it. In a similar vein, we refer to others as knowing English, Hindi,
Japanese, or other natural languages, rather than believing them.
As a complex cognitive capacity, moral knowledge likewise typi-
cally emerges early in development (Hamlin, 2013; Kagan &
Lamb, 1987), operates largely automatically in adults (Pizzaro &
Bloom, 2003), can be preserved in patients who suffer various
other cognitive impairments (Nichols, 2004), and is shared to
some extent with nonhuman primates (de Waal, 2006; Mikhail,
2014). Unlike many beliefs, we do not forget our moral knowledge
(Ryle, 1958), and even a dog knows there is a moral difference
between being stumbled over and being kicked (Holmes, 1991/
1881).

Three further illustrations of the pivotal role played by moral
knowledge in moral psychology seem worth highlighting in this
context. Each of them suggests lines of inquiry that Phillips
et al. or others may wish to pursue as they seek to deepen this
promising research program. First, there is the explicit appeal to
“conscience” as a datum of human nature, as manifested in the
Universal Declaration of Human Rights and virtually all of the
subsequent covenants and treaties that form the modern interna-
tional law of human rights. What is conscience? The etymology of
the original Latin is revealing here: con-scientia or “knowledge-
with” – characteristically understood as knowing something
with another (e.g., God, or one’s inner self) (Potts, 1980).
Conscience is normally conceived to be a type of knowledge,
not belief, and its attributions are historically and culturally ubiq-
uitous. These facts and their behavioral effects may warrant fur-
ther investigation within the diverse methodological frameworks
proposed by Phillips et al.

Second, although they do not discuss this philosophical
background, there are strong Kantian overtones to Phillips
et al.’s claim that knowledge representations are more basic
than belief representations. Indeed, the authors’ emphasis on
knowledge representations appears at variance with the belief-
desire psychology embraced by many contemporary philoso-
phers and psychologists, the main elements of which often
derive from a rival philosophical empiricism. For both moral
cognition and other forms of cognition, the fundamental epis-
temological problem for Kant is: How is synthetic a priori
knowledge possible? “Synthetic” and its counterpart, “analytic,”
are adjectives that modify judgments or propositions, whereas
“a priori” and its counterpart, “a posteriori,” are best under-
stood as adverbs that modify verbs such as “to know” (Wolff,
1973). The key question, for Kant, is thus how synthetic judg-
ments can be known a priori (i.e., prior to or independent of
experience). There are many difficulties in interpreting Kant
and applying his insights to modern cognitive science, of
course, but one should not lose sight of the fact that a creative
synthesis of Kant and Darwin is possible, in which the former’s
emphasis on core knowledge representations can be reinter-
preted in evolutionary terms (e.g., Lorenz, 1941; Spelke, Lee,
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& Izard, 2010). The “call to arms” with which Phillips et al.
conclude seems to me to lead most naturally in this direction,
as does Phillips’ other interesting studies on causation, modal-
ity, moral judgment, and other topics (e.g., Phillips & Knobe,
2018; Phillips, Morris, & Cushman, 2019).

Finally, many familiar attributions of knowledge and igno-
rance in legal contexts also lend support to the principal argu-
ment advanced by Phillips et al. The clearest example may be
the traditional maxim, ignorantia juris neminem excusat: “igno-
rance of the law is no excuse.” It reflects what is generally deemed
to be an obvious fiction: that everyone is presumed to know the
law. In an era in which thousands of obscure statutory or regula-
tory crimes can serve as the basis of criminal liability, this form of
knowledge attribution might seem far-fetched and ridiculous.
(For a frequently amusing and sometimes horrifying window
into the full catalog of federal crimes, see the @CrimeADay
Twitter feed.) A serious and substantive point lies behind the ori-
gin of this maxim, however, of which cognitive scientists should
take note. Before the advent of modern statutory and regulatory
crimes, everyone was presumed to know the law because the
law generally reflected customary moral knowledge. Moreover,
legally prohibited acts included, or were broadly similar to,
those which researchers have recently discovered are con-
demned by human beings throughout the world, including
non-WEIRD (western, educated, industrialized, rich, and dem-
ocratic) populations in small-scale societies (Barrett et al., 2016;
Fessler et al., 2015; Piazza & Sousa, 2016; Saxe, 2016). These
prohibitions, in other words, reflect core moral knowledge: a
basic grasp of right and wrong, which can be validly denied
only by those who fit the legal definition of insanity. Notably,
in its most influential formula (the two-prong M’Naughten
test), this definition is itself framed in terms of knowledge,
rather than belief.

These observations merely scratch the surface of the many
interesting possibilities opened up by Phillips et al. I look for-
ward to seeing where their exciting cross-disciplinary research
leads.
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Abstract

I add support to Phillips et al.’s thesis that representations of
knowledge are more basic than representations of belief through
a historical account of the development of philosophical theories
of knowledge and belief. On the basis of Aristotle’s criticisms of
his Presocratic predecessors, I argue that Western philosophy
developed theories of knowledge long before it developed theo-
ries of belief.

To show that representations of knowledge are more basic than
representations of belief, Phillips et al. draw on evidence from var-
ious branches of psychology, cognitive science, and experimental
philosophy. My aim is to add support from a very different
source: the history of philosophy. For it turns out that Western
philosophy – according, at least, to its first major historian,
Aristotle – developed theories of knowledge long before it devel-
oped theories of belief.

My evidence is drawn from Aristotle’s criticism of his
Presocratic predecessors’ theories of cognition, in his main psy-
chological treatise. I will show that in this discussion (De
Anima III.3), Aristotle:

(1) argues that the Presocratics had a theory of knowledge;
(2) argues that they had no theory of false belief; and finally,
(3) introduces as a philosophical innovation a genus of which

knowledge and false belief are both species: belief.
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First, Aristotle’s Claim 1: the Presocratics had a theory of
knowledge.

According to Aristotle, his Presocratic predecessors held that
one of the defining features of soul ( psuchê) is the capacity for
what he calls gnôsis (De Anima 404b9, 404b27-28). The word is
sometimes translated as “knowledge,” and sometimes as “cogni-
tion.” Here, the ambiguity is significant. For Aristotle’s criticisms
amount to the thesis that the Presocratics attempted to give a
general account of cognitive activity, but failed precisely because
they construed all cognition as knowledge.

On Aristotle’s own view there are two broad species of cogni-
tion: perception and thought (to noein, to dianoeisthai). He
accuses the Presocratics of conflating the two. Perception is
their model for all cognition. Moreover, they construe perception
as physical contact between the mind and worldly objects in
which the mind comes to resemble the objects. Therefore, on
their view, all cognition is true (DA 427a21-b3). (For a quick
reconstruction of the argument see below; for a detailed recon-
struction see Lee, 2005.)

Thus, Aristotle construes the gnôsis of the Presocratics as
truth-ensuring contact with reality.

I submit that this clearly counts as a theory of what we would
call knowledge (along the lines of Williamson’s “most general fac-
tive mental state” (Williamson, 2000)). Gnôsis on this account is
factive, and, because it involves direct contact and special fit
between mind and object, it is more than just true belief. (It
also fits Phillips’ et al.’s further criteria: it is multi-modal, and
allows for representations of egocentric ignorance.) Aristotle is
attributing to his predecessors a theory of knowledge.

Second, Aristotle’s Claim 2: the Presocratics had no theory of
false belief.

Precisely because they construed cognition as they do,
Aristotle goes on to argue, his predecessors cannot make sense
of cognitive error (427a28-b6). His claim seems to be: If thought
is a matter of the mind being made to resemble its object, then if
you are thinking at all, you are thinking veridically. Indeed, some
of the Presocratics simply deny that false belief exists, arguing that
“everything that appears is true” (427b3; cf. Metaphysics IV.5,
which explicitly equates this slogan with the relativist claim that
all opinions are true).

Aristotle is aware that many Presocratics believed in cognitive
error. His claim is that they failed to offer a theory of it, or even a
theory on which it is possible. In constructing their epistemologies
they developed accounts of knowledge, and got stuck there. The
clear implication is that it takes a more sophisticated philosopher
to develop a theory of false belief. (Compare Plato’s criticism of
Parmenides in the Sophist.)

Finally, Aristotle’s Claim 3: the Presocratics had no theory of
belief in general.

To account for cognitive error as well as knowledge, Aristotle
thinks, we need to recognize a broader category to which both
belong. This is precisely what he does in the next part of the discus-
sion, using new technical vocabulary to introduce a new concept.

Thinking, he argues, is composed of two components: phantasia
(quasi-perceptual appearance), and hupolêpsis. Hupolêpsis is a genus
with several species, some factive and some anti-factive: theoret-
ical knowledge (epistêmê), practical knowledge ( phronêsis), true
opinion (true doxa), and “the opposites of these” – that is, their
false counterparts (427b79-11 and 24–26). Although he does
not define hupolêpsis, he argues that it presupposes conviction,
and suggests that it consists of taking something to be true or
false (428a20-428b4). In other words – as many have recognized,

and as I argue in detail elsewhere (Moss & Schwab, 2019) –
hupolêpsis is what modern epistemology calls belief. It is generic
taking-to-be-true, which can be true or false, and which when
the right conditions are fulfilled constitutes knowledge.

Aristotle does not explicitly accuse the Presocratics of lacking a
theory of belief. But he does take their inability to account for cog-
nitive error to show the need for a new theory of thought, one
which crucially includes a component so theoretically novel that
it requires a neologism (“hupolêpsis”). The implication is that
his predecessors lacked a theory of belief, and that he is the first
to develop one.

Thus, according to Aristotle, in the development of Western
philosophy theories of knowledge preceded theories of belief.

I leave to another occasion the question of whether Aristotle is
right. A very brief defense: Plato argues that accounting for false
belief is a difficult task, and only late and tentatively offers any-
thing like an account of generic belief. (See Moss & Schwab,
2019; for assessment of Aristotle’s treatment of Presocratic episte-
mology, see Lee, 2005.)

At any rate, if Aristotle is right, then – granted the plausible
assumption that we more easily theorize concepts that are more
basic – his account offers further support for Phillips et al.’s con-
tention. For evidently, it comes more easily to humans to con-
struct a philosophical theory of knowledge than one of belief.
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Abstract

Because knowledge entails true belief, it can be hard to explain
why a given action is naturally seen as driven by one of these
states as opposed to the other. A simpler and more radical char-
acterization of knowledge helps to solve this problem while also
shedding some light on what is special about social learning.

Knowing that something is the case is not the same as merely
being right about it. The target article offers substantial evidence
that knowing is easier to recognize than the state of just having a
belief aligned with reality, but we need a sharper picture of knowl-
edge to explain why this is so.
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The authors characterize knowledge through a list of four fea-
tures, starting with factivity, identified as the condition that “you
can only know things that are true.” Understood this way, factivity
does not distinguish knowledge from true belief, although the
next feature stipulates that knowledge is not just true belief.
Knowledge has something extra which is lacking in beliefs that
are “true by coincidence,” but what? The two other listed features
of knowledge – that others can know things you don’t, and that it
is not modality-specific – are unhelpful. Others can have true
beliefs you don’t, and belief is equally amodal. These four features
are supposed to distinguish knowledge from other states, and the
article promises to focus on “instances of mental-state representa-
tions that have these four signature features.” Given that knowl-
edge attribution is supposed to be simpler than belief
attribution, mindreaders will presumably not invoke all four fea-
tures explicitly, conceptualizing the witnessed state as “not just
true belief,” and so on. But it’s unclear what part these features
play in any given attribution.

The puzzle deepens when we focus on an ambiguity in mind-
reading tasks. If some desired object is in a drawer, we expect sim-
ilar reaching behaviour from the agent who knows that it is there
and the agent who just has a true belief. The experimental sub-
ject’s correct anticipation of that reach does not on its own reveal
which state was attributed, if any. Some key studies that the article
cites as supportive of easy knowledge attribution actually label
that condition as true belief (e.g., Krachun, Carpenter, Call, &
Tomasello, 2009). Casually, theorists often gloss the true belief
label in terms of knowledge, for example describing the “true
belief” condition as consisting of “cases where the [observed
agent] knows the peg has moved” (O’Connell & Dunbar, 2003,
p. 134). If there is a crucial difference between knowledge and
true belief attribution, what explains these patterns of labelling
and explaining, and which type of attribution is actually
happening?

Theorists are not strictly wrong to label a knowledge condition
as true belief, assuming the standard philosophical view that
knowledge entails true belief. When someone knows that the
peg has moved, it is true both that the peg has moved, and that
the agent believes the peg has moved. The target article defends
a non-standard view according to which it is possible to know
without believing (sect. 5.2), on the basis of intuitive responses
to cases in which someone can barely remember a fact.
However, the standard view could be retained and the article’s
overall thesis better supported by a performance error explanation
of these borderline cases: They are positively classified by easier
processes of knowledge attribution but not by harder processes
of belief attribution. Now, even if theorists are right that their
knowledge conditions are true belief conditions, this is not to
say that experimental subjects are equally indifferent. I agree
that it is actually knowledge rather than true belief that is ordinar-
ily attributed in simple control cases, but to defend this position
we need to explain the difference in mentalizing.

Here’s one proposal: Knowledge is simply a factive mental
state, where the factivity condition is read as necessarily binding
agents only to truths, whereas true belief combines a pair of con-
ditions, one of which (truth) is not mental, and the other of which
(belief) is a liberalization of knowledge (Williamson, 2000). We
originally track knowledge because the problem of learning
what other agents have in mind comes bound with the problem
of learning about the larger world; knowledge attribution then
works as a special part of the solution to that larger problem.
Because other agents have different viewing angles and histories

of experience with objects in the shared environment, recognizing
signs of their knowledge constitutes a distinctively powerful way
of learning about reality. Watching someone who knows where
the peg has moved can tell you where the peg is now, assuming
we can identify them as knowing, for example through gaze
cues. Rather than just being “useful for determining who can
accurately inform you about where to look,” or as input to calcu-
lations about agents’ future reliability, factive mentalizing provides
a more direct way of learning how things are in the world.
Gettiered agents will also inform you accurately, but unlike know-
ing agents, they are not accurate in virtue of the basic type of
mental state they have (belief), so recognizing their mental state
does not license a direct updating of one’s model of reality.
When a cage contains a hidden zebra and a deceptively painted
donkey, the agent who sees only the donkey will tell you that
there is a zebra in the cage, but that agent’s mental relationship
to reality is not of a type that necessarily reflects the truth.

Detecting true belief as such, meanwhile, requires separate
steps of mentalizing and figuring out what is happening in
the world, because belief is defined by relaxing the factivity con-
dition on knowledge. As theoreticians, we are free to execute
these steps separately, but we should not assume that experi-
mental participants are doing so. Because belief is a liberaliza-
tion of knowledge, a wider array of conditions can produce it,
so the relevant patterns are harder to learn. Belief-detection pat-
terns are largely derivative of knowledge-detection patterns: for
example, in the unwitnessed transfer task, the false belief is that
an object is in a location where it was recently known to be
(Nagel, 2017). This derivative character of belief attribution
explains why some mindreaders attribute knowledge but not
belief, whereas none seem capable of attributing belief but not
knowledge. The derivative character of belief itself explains
why theorists naturally and appropriately explain “true belief”
control conditions in terms of knowledge.
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Abstract

Phillips et al. argue that our capacity for representing knowledge
is more basic than our capacity for representing belief. But they
remain neutral on the further claim that our “belief capacity”
depends on our “knowledge capacity.” I consider how this fur-
ther claim might help to explain some of the generalizations
the authors catalog, and explore one way of understanding it.

According to Phillips et al., the capacity to represent someone
as knowing something is more basic than the capacity to repre-
sent someone as believing something. Their evidence for this
claim comes from an impressive variety of sources. They
observe, for example, that nonhuman primates attribute
knowledge, but not belief, and that the capacity to represent
what others know emerges earlier in human development
than the capacity to represent what they believe. The claim
that knowledge is more basic than belief runs counter to a
long-standing tradition in philosophy, cognitive science, and
social science that emphasizes belief as the primary representa-
tional mental state. Think of the false-belief task in psychology,
or of the decision theorist’s emphasis on beliefs (subjective
probabilities) and desires (utilities), or of the traditional epis-
temologist’s attempt to decompose knowledge into belief plus
truth plus something else. On the contrary, Phillips et al.’s
emphasis on knowledge over belief has an important philo-
sophical counterpart in the recent “knowledge-first” program
in epistemology (Williamson, 2000), a connection that will
be pursued below.

Let us call the capacity for representing belief the belief
capacity, and the capacity for representing knowledge the
knowledge capacity. The view the authors reject has two
parts: It says that the belief capacity is more basic than the
knowledge capacity, and that the knowledge capacity depends
on the belief capacity. In arguing that the knowledge capacity
is more basic than the belief capacity, the authors reject both
parts of this view. But they appear to remain neutral on the fur-
ther question of whether the converse dependency claim holds
(sect. 3.2). Does the belief capacity depend on the knowledge
capacity? Or are these two capacities simply independent of
each other?

The hypothesis that the belief capacity depends on the knowl-
edge capacity might help to explain some of the generalizations
the authors discuss. For example, if you weren’t able to represent
beliefs without being able to represent knowledge, that would
explain why we haven’t come across any creatures that can repre-
sent belief but not knowledge – we haven’t come across any because
there couldn’t be any. Similarly, the hypothesis that the belief
capacity depends on the knowledge capacity would also explain
why the belief capacity does not emerge earlier in human develop-
ment than the knowledge capacity – it doesn’t emerge earlier
because it couldn’t. Of course, other explanations of these facts
are possible, but they are likely to be more complex; that provides
us with some prima facie motivation for exploring the idea that the
belief capacity depends on the knowledge capacity.

Let us suppose, for the sake of argument, that this so. How
should we understand this dependence? In traditional episte-
mology, knowledge depends on belief in the sense that knowl-
edge is belief plus truth plus something else. But belief is
almost certainly not knowledge plus anything, because one
can believe things one does not know (falsehoods being the

prime example). Could belief be knowledge minus truth?
Perhaps, but it is not immediately clear what this would mean
(although see Yablo, 2014).

An alternative picture emerges if we focus on certain common-
alities between knowledge and belief. As the authors observe,
knowledge attributions are sometimes deployed to predict behav-
ior. If you represent Maxi as knowing that the chocolate is in the
drawer and represent him as wanting to retrieve the chocolate,
you will no doubt expect him to look in the drawer. But, of course,
belief attributions can also be deployed in this way: If you repre-
sent Maxi as (merely) believing that the chocolate is in the drawer
and represent him as wanting to retrieve the chocolate, you will
still expect him to look there – and this is so even if you know
that the chocolate has actually been moved to the cupboard.
One thing this suggests is that when we represent someone as
(merely) believing p, we expect them to act as they would if
they had known p. When Maxi falsely believes that the chocolate
is in the drawer, he acts just as he would if he had known the
chocolate was in the drawer. (The “if x had known p” locution
here is to be understood in a way that doesn’t presuppose that
p is in fact true.)

One possibility, then, is that representing someone as believing
p involves representing them as acting as if they knew p, or per-
haps, as being disposed to act as they normally would if they had
known p (see also Williamson, 2000, pp. 46–47). If that is (part
of) what it is to represent someone as believing something,
then it is no wonder that one cannot represent belief if one is
unable to represent knowledge. Note also that, according to this
proposal, a representation of belief would appear to involve a
counterfactual conditional; this might help to account for the
apparent link between the ability to engage in (complex) counter-
factual reasoning and the ability to pass the false-belief task (e.g.,
German & Nichols, 2003; Riggs, Peterson, Robinson, & Mitchell,
1998).

Phillips et al. provide some evidence that people are sometimes
willing to say that x knows p whereas at the same denying that x
believes p (sect. 5.2). This is still possible if belief is understood in
the manner suggested above, for one may know p without acting
as if one knows p or without being disposed to act as one nor-
mally does when one knows p. Indeed, this seems an apt descrip-
tion of the “unconfident examinee” (Myers-Schulz &
Schwitzgebel, 2013; Radford, 1966) – she knows the answer, but
does not act as if she knows it.

If knowledge is more basic than belief, then it is tempting to
think that the belief capacity depends on the knowledge capacity.
One form this dependency could take is this: Representing some-
one as believing involves representing them as acting as if they
know. If this proposal is incomplete or entirely wrong-headed,
perhaps it will nevertheless serve to provoke others to provide a
better account of how belief might depend on knowledge.
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Abstract

Phillips et al. argue that understanding what others know is cen-
tral to social cognition across species and that this understanding
underlies human-unique accumulation and transmission of cul-
tural knowledge. Knowledge representations can’t be both what
we have in common with our evolutionary ancestors and what
sets us apart from them. Belief representations are necessary
for human-unique social learning.

In the course of investigating whether infants and non-human
primates represent beliefs, developmental and comparative psy-
chologists generated compelling evidence that these populations
represent knowledge. However, evidence that knowledge repre-
sentations are important for social life across species does not
diminish the importance of belief representations for humans.
Humans and nonhuman primates – who share the capacity to
represent knowledge – nonetheless have dramatically different
capacities for accumulating cultural knowledge. Although the
capacity to represent knowledge is important for cultural trans-
mission, it is insufficient for human-unique social learning. We
must also reason about beliefs.

Phillips et al. argue that knowledge representations – rather
than belief representations – support human-unique accumula-
tion and transmission of cultural knowledge because they are
clearly in place during infancy and early childhood. In contrast,
empirical evidence suggests that social behaviors inherent to
human-unique accumulation and transmission of culture develop
relatively slowly during early childhood. For example, humans
have unique capacities for teaching and learning, aligning per-
spectives through persuasion, and creating and motivating action
toward shared goals. These three social behaviors are honed dur-
ing early childhood and are supported by mental representations
that are tagged with their epistemic history and are not necessarily
factive – that is, beliefs.

Reasoning about informants’ beliefs enables us to engage in
selective social learning and pedagogy: We consider and evaluate
the epistemic history of our and others’ beliefs to decide who to
learn from and what to teach (e.g., Heyes, 2018). As children
get older, they increasingly prefer to learn from more accurate

informants (Harris & Corriveau, 2011; Harris et al., 2012) and
the preference to learn from more accurate – but not physically
stronger – informants is predicted by their capacity to reason
about diverse beliefs, controlling for age (Brosseau-Liard,
Penney, & Poulin-Dubois, 2015). As children reason more flexibly
about beliefs, they come to understand that teaching is guided by
a teacher’s belief about the knowledge gap – rather than the actual
knowledge gap – between themselves and their learners (Ziv &
Frye, 2004). Theory of mind development in early childhood is
linked to children becoming better teachers themselves:
Children who pass explicit false-belief tasks selectively present
evidence that not only provides knowledge to their learner, but
also corrects their learner’s particular false belief (controlling for
age and numerical conservation reasoning; Bass et al., 2019).
Humans do not simply teach and learn to fill gaps in knowledge;
we predict, consider, and correct false beliefs.

In addition to correcting others’ beliefs, we strategically manip-
ulate them (e.g., Weinstein, 1969). Young children increasingly use
the beliefs of the persuadee (e.g., Tricia thinks puppies bite) to tailor
their persuasive arguments (e.g., tell Tricia that puppies are gentle
rather than quiet; Bartsch, London, & Campbell, 2007). The ability
to generate persuasive arguments improves during early childhood
and correlates with theory of mind reasoning, controlling for age
and language ability (Peterson, Slaughter, & Wellman, 2018;
Slaughter, Peterson, & Moore, 2013). Children with disproportion-
ate deficits in theory of mind reasoning show reduced performance
on persuasion tasks (Peterson et al., 2018). Skillfully persuading
others to adopt our own mental representations requires reasoning
about the content and epistemic history of theirs.

Phillips et al. convincingly argue that belief representations are
better suited for action prediction than knowledge representations.
Accordingly, belief representations also underlie humans’ ability
to organize and motivate others’ actions toward shared goals.
False-belief reasoning correlates with production of joint proposals
and assignment of roles during pretend play, controlling for age and
language abilities (Astington & Jenkins, 1995) and 6-year-old chil-
dren use first- and second-order belief representations to coordinate
on tasks with their peers (Grueneisen, Wyman, & Tomasello, 2015).

Regardless of exactly when children or infants begin to repre-
sent others’ beliefs (e.g., Poulin-Dubois et al., 2018), there is
ample evidence that belief representations are used more flexibly
and in service of increasingly sophisticated social behaviors –
including social behaviors inherent to human-unique accumula-
tion and transmission of knowledge – during early childhood.
This continued development reflects genuine conceptual change
in theory of mind representations, rather than a gradual unmask-
ing of competence as language and executive functions improve.
Childhood theory of mind reasoning is predicted by earlier theory
of mind capacities over and above these other skills (Peterson &
Wellman, 2019; Richardson et al., unpublished data; Wellman,
Fang, & Peterson, 2011) and is mirrored by continued develop-
ment in brain regions that support social cognition
(Richardson, Lisandrelli, Riobueno-Naylor, & Saxe, 2018), includ-
ing specialization of the right temporoparietal junction for rea-
soning about mental states (beliefs, desires, and emotions;
Richardson et al., 2020). The capacity to reason about beliefs –
deliberately, with slow and gradual improvement during child-
hood, and with consequences for populations for whom this is
challenging – is intrinsic to human-unique accumulation and
transmission of cultural knowledge.

Acknowledging a relatively slower developmental trajectory for
human-unique accumulation and transmission of cultural
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knowledge additionally allows formal education to play a role. In
many societies, school provides a venue for children to learn not
only how to read and write, but also how to become a citizen of
their community and culture (Zigler & Trickett, 1978). Explicit
false-belief reasoning in early childhood predicts school readiness
(controlling for age, language, IQ, attention shifting, and executive
functions, Blair & Razza, 2007; for a review, see Astington &
Pelletier, 2005), suggesting that, in addition to enabling increasingly
sophisticated social behaviors, ongoing theory of mind development
enables children to capitalize on institutions specifically in place for
the accumulation and transmission of cultural knowledge.

As Phillips et al. propose, one important goal for future theory
of mind research is to offer a description of early developing, evo-
lutionarily shared, automatic, and preserved capacities – like
knowledge representations – and the social behaviors that they
can and cannot support. A second and equally important goal
is to offer a description of ongoing conceptual change in child-
hood – which includes the development of theory of mind capac-
ities that are core to human-unique intelligence and culture.
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Abstract

Knowledge and belief attribution are discussed in the context of
episodic and semantic memory theory and research, with refer-
ence to patient-lesion and developmental studies under natural-
istic conditions. Consideration of how episodic and semantic
memory relate to each other and intersect in the real world,
including how they fail, can illuminate the approach to studying
how people represent others’ minds.

Phillips and colleagues propose that the ability to represent
knowledge is separate from, and fundamental to, representing
beliefs. We believe that this account lays the groundwork for
future studies on theory of mind (ToM) but would benefit from
consideration of memory theory and research. We suggest turning
to semantic and episodic memory, not only because these forms
of memory resemble, and potentially contribute to, knowledge
and belief representations, but also because conceptual advances
in understanding semantic versus episodic memory involved
assessing the directionality of their relationship, areas of overlap,
and how they are expressed in the real world. Addressing similar
issues in relation to knowledge and belief representations could
lead to further progress in understanding our capacity to repre-
sent others’ minds.

Episodic memory is memory for detailed personal experiences
that occurred at a specific time and place (Tulving, 1972, 1983).
By contrast, semantic memory contains knowledge about the
world and oneself in a context-free form that can be represented
separately from the specific experiences in which the knowledge
was acquired. In proposing his theory on episodic memory,
Endel Tulving was cognizant of similarities with semantic mem-
ory but needed to demonstrate how episodic memory is distinct
(Renoult & Rugg, 2020). Similar to belief representations, episodic
memory is experience-dependent and late-developing, both
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phylogenetically and ontogenetically. It is flexible and reconstruc-
tive, so that retrieval from episodic memory lays down new,
unique episodic memories. Retrieval of knowledge from semantic
memory should leave its content unaltered, although it provides
content for new episodic memories. In this way, semantic mem-
ory represents an essential foundation for episodic memory: with-
out semantic memory, the emergence of episodic memory should
not be possible (Tulving, 1983).

Findings in child development are consistent with the pro-
posed relationship between semantic and episodic memory.
Semantic memory typically emerges before episodic memory
(Nelson & Fivush, 2004; Robertson & Köhler, 2007).
Individuals with developmental amnesia because of early compro-
mise of the hippocampal memory system experience selective def-
icits in acquiring episodic memories but can acquire personal and
general knowledge (Rosenbaum et al., 2011; Vargha-Khadem
et al., 1997). The idea that semantic memory is a prerequisite
for episodic memory nevertheless has been challenged on the
grounds that older adults with semantic dementia
(temporal-variant frontotemporal dementia) show an opposite
dissociation to that seen in developmental amnesia: impaired
semantic memory with relatively intact episodic memory (Viard
et al., 2013; Westmacott, Leach, Freedman, & Moscovitch,
2001). Moreover, in neurotypical populations, memory for spe-
cific experiences is the route by which at least some knowledge
is acquired or extracted (Sommer, 2017; Yee, Chrysikou, &
Thompson-Schill, 2013).

Even if semantic memory is fundamental to episodic memory,
there is widespread agreement that they are intertwined, especially
in the real world (Prebble, Addis, & Tippett, 2013; Renoult, Irish,
Moscovitch, & Rugg, 2019). For instance, the self, once viewed as
a defining feature of episodic memory (Tulving, 1985), is recog-
nized as an essential part of personal semantic memory (i.e.,
memory for self-related facts; Grilli & Verfaellie, 2014). In seman-
tic dementia, concepts that are personally significant (e.g.,
patient’s own coffee mug) are less vulnerable to disruption than
concepts that do not hold such meaning (e.g., doctor’s coffee
mug; Snowden, Griffiths, & Neary, 1996). More ecologically
valid measures of semantic memory have revealed further areas
of overlap, with deficits observed in patients with hippocampal
damage on tasks involving construction of narratives
(Rosenbaum, Gilboa, Levine, Winocur, & Moscovitch, 2009;
Verfaellie, Bousquet, & Keane, 2014) and scenes (Lynch, Keane,
& Verfaellie, 2020). This is not surprising given marked differ-
ences between lab-based, list-learning tests and real-world auto-
biographical tests of episodic memory in terms of their neural
basis (Gilboa, 2004; McDermott, Szpunar, & Christ, 2009) and
developmental trajectory (Pathman, Samson, Dugas, Cabeza, &
Bauer, 2011).

The methods used to assess knowledge versus belief attribution
may similarly fall short of simulating reality, where the divide
between knowledge and belief is not always so clear. It may be dif-
ficult to verify that “Suzy knows where to buy an Italian newspa-
per” if this scenario from the target article was set in the real
world. Correspondence of lab-based tests to real-world situations
has also been questioned in studies examining the relationship
between episodic memory and ToM. These investigations were
prompted by simulation theories that view the ability to recollect
one’s own past mental states as central to inferring the current
mental states of others (Buckner & Carroll, 2007; Shanton &
Goldman, 2010). Evidence that episodic memory and ToM
emerge close in time in early development (Perner & Ruffman,

1995), are impaired together in autism spectrum disorder
(Ciaramelli et al., 2018), and rely on an overlapping neural sub-
strate (Spreng, Mar, & Kim, 2009) supports this idea. Contrary
to this view, however, patients with severely impaired episodic
memory because of hippocampal dysfunction perform at the
same level as controls on a large number of tests known to be sen-
sitive to ToM (Rabin, Braverman, Gilboa, Stuss, & Rosenbaum,
2012; Rosenbaum, Stuss, Levine, & Tulving, 2007), including
the kinds of measures described in the target article that assess
the capacity to represent others’ knowledge versus beliefs (cf.
Krachun, Carpenter, Call, & Tomasello, 2009; Stuss, Gallup, &
Alexander, 2001). The findings seem at variance with the idea
that ToM depends on episodic memory, but other studies in
amnesia suggest that when familiar others are concerned, episodic
memory is required for ToM (Rabin, Carson, Gilboa, Stuss, &
Rosenbaum, 2013; Rabin, Carson, Gilboa, Stuss, & Rosenbaum,
2016). This research highlights another lesson that may be
gleaned from research on semantic versus episodic memory:
Extending the special population method to include patients
with focal brain lesions to infer the causal structure of knowledge
and belief attributions (Rosenbaum, Gilboa, & Moscovitch, 2014).

In sum, we describe several issues that have been raised in
the study of semantic versus episodic memory that are relevant
to knowledge versus belief attribution and how they have been
addressed. A growing number of memory researchers have
adopted a more fluid, process-oriented view of semantic and
episodic memory in place of the more traditional systems
approach. Although a consensus has not yet been reached,
the process of re-evaluating these forms of memory has encour-
aged more rigorous testing of causal claims under naturalistic
conditions. Future research on the relationship between knowl-
edge and belief attribution might benefit from a similar
approach.
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Abstract

The ability to reason about ignorance is an important and often
overlooked representational capacity. Phillips and colleagues
assume that knowledge representations are inevitably accompa-
nied by ignorance representations. We argue that this is not nec-
essarily the case, as agents who can reason about knowledge
often fail on ignorance tasks, suggesting that ignorance should
be studied as a separate representational capacity.

How do we reason about agents who are ignorant? When we
interact with someone that has partial or incomplete knowledge,
we can flexibly understand and predict their behavior depending
on whether their ignorance is easy to remedy (what’s inside this
box?), out of their control (will it rain today?), or irrelevant to
their goals (do we have free will?). Similarly, when we recognize
that we don’t know something, we can rectify our ignorance
through exploration or by watching more knowledgeable agents
act.

Phillips et al. make a compelling case that, within theory of
mind, knowledge is a more basic representation than belief. But,
in doing so, Phillips et al. also treat knowledge and ignorance
as two sides of the same representational coin. However, the rep-
resentational demands of knowledge and ignorance are not neces-
sarily equivalent. For instance, one of the simplest ways to
represent ignorance would be as the absence of knowledge.
This, however, would require a negation-like representation of a
knowledge state. Because the ability to apply negation over mental
representations appears to be absent in younger children (Feiman,
Mody, Sanborn, & Carey, 2017; Mody & Carey, 2016; Nordmeyer
& Frank, 2014; Reuter, Feiman, & Snedeker, 2018) and is weak in
nonhuman primates (Call & Carpenter, 2001), even this simple
relationship would already predict that representations of igno-
rance are not an inevitable consequence of representations of
knowledge.

Even if children and nonhuman primates could represent
ignorance as a consequence of their ability to represent knowl-
edge, this alone would not provide the computations needed to
predict and understand the behavior of ignorant agents, making
these representations of limited use. Indeed, predicting the behav-
ior of an ignorant agent goes far beyond merely expecting that
they will not act in a knowledgeable way: Accurate predictions
about ignorant agents involve determining whether they will
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choose to gather information, and how they will act to maximize
their chance of success under uncertainty.

Importantly, these concerns do not simply reflect theoretical
questions about the nature of ignorance representations. The
few empirical studies that test for an intuitive theory of ignorance
suggest that these representations have a tenuous correlation with
knowledge representations. Although some sensitivity to igno-
rance appears early in development (Koenig & Echols, 2003;
O’Neill, 1996), children’s understanding of ignorance continues
to develop after children have a mature understanding of knowl-
edge. Young children exhibit egocentric errors, attributing their
own knowledge to ignorant agents (Birch & Bloom, 2003;
Hogrefe, Wimmer, & Perner, 1986; Mossler, Marvin, &
Greenberg, 1976; Sullivan & Winner, 1991; Wellman & Liu,
2004); they fail to predict that agents searching for a hidden object
will choose randomly (Friedman & Petrashek, 2009; Ruffman,
1996); and they do not expect ignorant agents to seek additional
information when necessary (Huang, Hu, & Shao, 2019).

Similarly, there is little evidence that nonhuman primates can
predict the actions of ignorant agents (Drayton & Santos, 2018;
Horschler, Santos, & MacLean, 2019; Karg, Schmelz, Call, &
Tomasello, 2015b; Marticorena, Ruiz, Mukerji, Goddu, &
Santos, 2011; Martin & Santos, 2016). Many experiments examin-
ing nonhuman primate theory of mind directly contrast knowl-
edge and ignorance in a single task, which means that subjects
can succeed by (1) only representing knowledge, (2) only repre-
senting ignorance, or (3) representing both (e.g., Flombaum &
Santos, 2005; Hare, Call, Agnetta, & Tomasello, 2000; Karg,
Schmelz, Call, & Tomasello, 2015a), making it impossible to dis-
cern which representations are guiding subjects’ behavior. Even
looking-time tasks that probe knowledge and ignorance under
different conditions do not provide clear evidence of ignorance
representations. For example, after seeing an object hidden in
one of two boxes, rhesus macaque monkeys look equally long at
the display when an ignorant demonstrator reaches for the correct
or incorrect box (Drayton & Santos, 2018; Marticorena et al.,
2011). Crucially, these results are consistent with two competing
explanations: Subjects may be unsurprised because both actions
are consistent with their prediction that the ignorant agent will
search randomly or they may be unsurprised because they made
no prediction at all. The former is consistent with Phillips
et al.’s proposal that nonhuman primates are able to make predic-
tions about both knowledgeable and ignorant agents. However,
the latter would suggest that rhesus macaques either cannot rep-
resent ignorance or cannot form predictions about ignorant
agents, despite having expectations about the behavior of knowl-
edgeable agents (Drayton & Santos, 2018; Marticorena et al.,
2011). Similar concerns also apply to “ignorance” conditions in
looking-time studies with infants (Hamlin, Ullman,
Tenenbaum, Goodman, & Baker, 2013; Luo & Johnson, 2009).

Taken together, these empirical findings suggest that children
and nonhuman primates may not have a rich understanding of
ignorance despite being able to successfully reason about knowl-
edgeable agents. This presents an exciting opportunity to reeval-
uate the common assumption that ignorance representation
inevitably accompanies knowledge representation. One possibility
is that knowledge is a primary representation out of which igno-
rance representations are later derived – through negation or oth-
erwise. Such a relationship would explain the developmental lag
in ignorance understanding in children and make testable predic-
tions about the status of ignorance representations in nonhuman
primates depending on the hypothesized requirements to build

this secondary representation. Alternatively, knowledge and igno-
rance representations may be independent from one another,
combining later in life to support reasoning about agents with
partial or incomplete knowledge. Critically, in either case, these
proposals are consistent with Phillips et al.’s view of the primacy
of knowledge representations.

Or perhaps, Phillips et al. are right: Knowledge and ignorance
representations may be impossible to disentangle, developmen-
tally indistinguishable (with previous ignorance failures represent-
ing only task demands), and best understood in tandem. The task
is now to clearly articulate this relationship and design empirical
investigations of ignorance representations in their own right,
rather than as a control condition for studies of knowledge. A
complete account of mental-state representations must explain
how ignorance is derived, what (if any) additional representa-
tional machinery is necessary, and whether the hypothesized rela-
tionship predicts any critical gaps in development of
representations of knowledge and ignorance. The answers to
these questions are essential not only for understanding this rep-
resentational capacity, but also for understanding our knowledge
representation system and our ability to interpret and predict epi-
stemic actions.
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Abstract

I accept the main thesis of the article according to which repre-
sentation of knowledge is more basic than representation of
belief. But I question the authors’ contention that humans’
unique capacity to represent belief does not underwrite the
capacity for the accumulation of cultural knowledge.

The authors make a very good point in demonstrating the funda-
mental nature of knowledge representation in humans. It has
older evolutionary origin than that of belief representation, and
that explains why nonhuman primates can do the first but fail
to do the second. But is it not a contradiction to argue, on the
one hand, that knowledge representation, in so far as it can be
seen as a basic cognitive competence, is not distinctive of the
human species and, on the other, that what we normally see as
the most distinctive characteristic of the human species, which
is the capacity to accumulate cultural knowledge, originates in
that very same competence? If this is so, one could legitimately
wonder why cumulative cultural knowledge is not much more
widespread among nonhuman primates than what seems to be
the case (Tennie, Call, & Tomasello, 2009; Whiten, 2017).

The authors only mention the accumulation of cultural knowl-
edge at the end of the paper, in section 6.2.1, and they do not
elaborate the reasons why they confidently state that “Although
the ability to represent others’ beliefs may indeed turn out to be
unique to humans and critically important for some purposes,
it does not seem to underwrite humans’ capacity for the accumu-
lation of cultural knowledge.” However, this is undoubtedly a key
question for all the sciences of human behavior. A priori, one
could plainly state that knowledge representation, rather than
belief representation, is instrumental to the accumulation of

cultural knowledge for the very simple reason that it is “knowl-
edge” what we accumulate, not “beliefs.” Does that mean that
understanding beliefs is irrelevant in the process of social learning
that leads to the accumulation of cultural knowledge?

Belief representation, the authors concede, is relevant for pre-
dicting other people’s behavior, but it is knowledge, and not
belief, “that allows us to represent others as reliable guides to
the actual world” (6.1). This is undoubtedly true in a rather obvi-
ous sense; but it can also be misleading, for it glosses over the pro-
cess of social learning as it takes place in all known human
societies and that enables any apprentice to acquire knowledge
from his or her teacher (Sterelny, 2012). Let me illustrate this
with a very simple example. If I want to know how a computer
works, I may ask a computer scientist about it. Quite obviously,
I am interested in the computer scientist’s knowledge about com-
puters, not about her beliefs. But the point I wish to make is that I
shall only have access to that knowledge if I am able to understand
her beliefs (Salazar, 2018, pp. 37–62).

There is ample evidence that the process of social learning
among humans is not simply learning from others, but it is nor-
mally conducted within some form of pre-existing social bond
(Boyd & Richerson, 1985; Cavalli-Sforza & Feldman, 1981;
Henrich, 2015; Kline, 2015; Nielsen, 2008; Zuidema, 2002).
More specifically, when social learning entails the transmission
of socially shared forms of knowledge, what we normally define
as “culture,” social learning can only take place when some cultur-
ally significant form of social relationship links teacher and
apprentice. For the majority of human societies, these social rela-
tionships are normally kinship relationships and, more specifi-
cally, family relationships, for it is from those that the first and
most elementary parts of one’s cultural knowledge are to be
acquired (Demps, Zorondo-Rodríguez, García, & Reyes-García,
2012; Hewlett & Cavalli-Sforza, 1986; McElreath & Strimling,
2008). This basic nucleus of kinship relations will later be supple-
mented by other kinds of relationships in different ways. WEIRD
(western, educated, industrialized, rich, and democratic) societies
are somewhat unique in the sense that they have reduced the
social relationship between teacher and learner to the (relatively)
impersonal bond created in institutional schooling. However,
even when there is some form of selectivity (Bentley & O’Brien,
2011), cultural knowledge is very rarely transmitted between
anonymous individuals (cf. Osiurak & Reynaud, 2020).

But why should that be the case? One might be tempted to
argue that those networks of social relationships provide a sort
of external framework within which “real” knowledge can circu-
late, but they do not really affect the nature of that knowledge
in any substantial way and, crucially, do not transform it into
“mere beliefs.” Let me show why this cannot be a valid assump-
tion by going back to the simple example of the teacher – com-
puter scientist. The knowledge I am likely to obtain from her
will certainly be a partial knowledge about how the computer
actually works – otherwise, I would become a computer scientist
myself. But, given my ignorance about computers, there is no way
I can have access to that knowledge if I have not previously under-
stood what she believes to be the case about the computer and,
specifically, if I do not trust her (Csibra & Gergely, 2006; see
Hewlett, Fouts, & Boyette, 2011). In other words, before getting
knowledge from any teacher, I have to believe in that teacher
and share her intentionality, so that my knowledge becomes a
“dialogic cognitive representation” (Tomasello, Carpenter, Call,
Behne, & Mol, 2005). In order to acquire the objective knowledge
about the world that will enable me to make use of my computer,
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I have to understand what goes on in the mind of the computer
scientist that is teaching me, that is, understand her beliefs so I
can end up thinking “through her mind” (Veissière, Constant,
Ramstead, Friston, & Kirmayer, 2020). This is what identifies cul-
tural learning as a specific form of social learning (Tomasello,
Kruger, & Ratner, 1993).

To conclude, from an objective point of view, the accumulation
of cultural knowledge does effectively entail knowledge represen-
tation. But subjectively, that accumulation is only possible
through belief representation. Culture is knowledge acquired
from a subject, not from the world, hence only humans’ capacity
to understand other minds as “subjects in the world” permits its
assimilation. And it is by understanding another subject’s beliefs
that I can assimilate her knowledge and, consequently, I can add
up her knowledge to mine, that is, accumulate.
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Abstract

Comparing knowledge with belief can go wrong in two dimen-
sions: If the authors employ a wider notion of knowledge, then
they do not compare like with like because they assume a narrow
notion of belief. If they employ only a narrow notion of knowl-
edge, then their claim is not supported by the evidence. Finally,
we sketch a superior teleological view.

We are sympathetic to the author’s focus on “understanding
others’ minds in relation to the actual world” (p. 2), because
it recognizes that references to worldly facts rather than mental
states are primary in explaining actions. However, the empirical
evidence cited does not support their main claim “knowledge
before belief.” Our criticism can be put in terms of a dilemma:
(1) If the authors do not employ the same notion of knowledge
throughout the paper, then they do not compare like with like.
Although the intended focus of the argument is on declarative
knowledge-that, some passages (sects 4.1 and 6.1) employ a
wider notion including less demanding knowledge-how.
Consequently, the authors should also consider the possibility
of a wider, non-propositional form of belief. (2) If they do
only employ knowledge-that, then their claim is not supported
by the evidence, which is better explained by more basic
means. (3) A superior teleological account grounds action expla-
nation in an appreciation of an agent pursuing a goal.

(1) The authors specify four features “essential to knowledge”
(p. 4), but do not elaborate on their operative conception of
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belief. Because they assess ascription of belief via understand-
ing false belief, they assume a demanding notion of belief
throughout, without considering a wider notion setting
weaker constraints on belief. The features of knowledge men-
tioned are not characteristic of knowledge-how.
Knowledge-how to swim can be mastered better or worse
but does not amount to knowing a fact. By analogy, a wider
notion of belief could be characterized as a minimally struc-
tured informational state that can be systematically connected
to motivational states (see Newen & Starzak, 2020).
Comparing like with like suggests a parallelism between
knowledge and belief. If we ascribe propositional knowledge-
that, we employ a concept that has “merely” believing-that as
a fallback option, such that both unfold as a package from
more basic roots.

(2) Although the authors formulate their central claim concern-
ing the primacy of propositional knowledge-that, most of
the evidence mentioned in section 4 can be explained in
terms of perceptual access and/or knowledge-how.
Understanding others in terms of perceptual access is simpler
because it is immediately situation-based. To understand that
Eve reaches for something because she sees it, I can rely on
her line of sight. This explains the study by Krachun,
Carpenter, Call, and Tomasello (2009) without recourse to
an attribution of knowledge. The chimpanzees learn to look
for the food where their human competitors look for it
because they recognize that their competitors could observe
both where the food was placed and the switch of the contain-
ers. Similarly, the experiment by Luo and Johnson (2009)
modulates an agent’s perceptual access to information and
does not warrant attribution of knowledge-that.
Furthermore, the studies by Behne, Liszkowski, Carpenter,
and Tomasello (2012) and Kovács, Tauzin, Téglás, Gergely,
and Csibra (2014) do not license the conclusion that infants
attribute to others knowledge-that which they lack. Infants
may simply recognize that the other agent “encountered” an
object (Butterfill & Apperly, 2013) or that she knows how
to acquire, interact with, or refer to an object. This suggests
that there is a basic capacity for representing knowledge-how
without yet involving knowledge-that. In the first instance, we
learn from others how to do things, not facts. This is borne
out by the evidence provided in section 6.2: Nonhuman pri-
mates gain knowledge-how to forage or to solve problems; and
in order to learn children turn to competent adults, that is, to
adults with know-how.

(3) Regarding the question of how we explain others’ actions,
there is an even simpler alternative, ignored by the authors.
“Teleology” postulates a basic way of understanding simple
actions. Developmental evidence suggests that young infants
ground their expectations about people’s actions in perceived
objects and facts and that adults continue to use such explan-
atory strategies wherever it proves sufficient (Gergely &
Csibra, 2003; Perner & Roessler, 2010). Facts are reasons
for action (Alvarez, 2010). The structure of the information
that the interpreter attributes to the agent is not yet differen-
tiated into attributing states of believing and states of knowing
(see Perner & Esken, 2015; Perner & Roessler, 2012; Roessler
& Perner, 2013). By understanding an agent’s action as a
means of pursuing a goal, the interpreter recognizes facts
motivating the agent’s actions without representing her men-
tal states. Only at around the age of four do children learn to
appreciate that other agents can relate to facts differently from

their own perspective, manifest, for example, in the attribu-
tion of false beliefs (Wimmer & Perner, 1983).

If the authors employ a wide notion of knowledge including
knowledge-how, then teleology is more informative by bringing
in facts and goal-directed actions. If the authors employ a
demanding knowledge-that account, then teleology offers more
parsimonious explanations of the relevant data, without relying
on a demanding understanding of either belief or knowledge.

The teleological approach also has more specific advantages
over a knowledge-first account:

(a) It captures both informational and motivational aspects of
action understanding (Glock & Schmidt, 2019) and allows
for further developmental steps toward a more sophisticated
understanding of others.

(b) It offers a realistic conception of how humans eventually
arrived at ideas such as “belief” and “knowledge.” Animals
can act for reasons – on account of facts – without under-
standing that others have such reasons too (Glock, 2019).
Similarly, one need not represent an agent’s mental state in
order to understand that she acts on account of facts.

(c) It allows action predictions in cases where appealing to men-
tal states (knowledge or belief) lacks warrant. Where will my
colleague be at 4pm today? No idea what goes through her
mind, but at 4pm is our faculty meeting. Because this fact
provides reasons for her to attend, I predict she’ll be there.

(d) Teleology provides an explanation for the “reality error,”
which is more economical than that of the knowledge-first
approach. Children anticipate that someone will look for
the object in its real location because he or she has objective
reasons to do so.

In short, instead of “knowledge first,” we suggest “teleology first,”
that is, sensitivity to facts is fundamental.
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Abstract

Phillips et al. present a number of arguments for the premise
that knowledge is more basic than belief. Although their argu-
ments are coherent and sound, they do not directly address
numerous cases in which belief appears to be a developmental
precursor to knowledge. I describe several examples, not neces-
sarily as a direct challenge, but rather to better understand their
framework.

Phillips, Buckwalter, Cushman, Friedman, Martin, Turri, Santos,
and Knobe review findings from comparative, developmental,
and cognitive psychology on the general theme that knowledge
is more basic in our conception than belief. Overall, I find their
general argument convincing, particularly as it relates to develop-
mental progressions, evidenced by, for example, the theory of
mind scales (Wellman & Liu, 2004). I would like to see them
give a fairer consideration of their alternative “View 1” – the
hypothesis that belief attribution is more basic than knowledge
attribution (at least regarding developmental progressions). I
will present two cases not described in their article to see whether
they pose challenges for the framework they propose, and discuss
the broader implications of these challenges.

1. Knowledge and belief in pretense

Some have argued that children’s ability to pretend demonstrates
early representational competence and that children scaffold their
representational understanding of pretense to help them make
explicit judgments about others’ false beliefs (e.g., Leslie, 1987).
Others, however, have suggested that although young children
engage in pretense, doing so posits only the same representational

capacities as moving one’s body; pretense is “acting-as-if” (Lillard,
1993a; Nichols & Stich, 2003; Perner, 1991). Support for this per-
spective comes from variants of the “Moe the troll” paradigm:
Children are shown a troll doll (Moe), who is hopping up and
down like a kangaroo. Because there are no kangaroos in the
land of the trolls, Moe doesn’t know what one is, and has never
seen one before. Four-year-olds – who pass explicit false-belief
measures – will erroneously say that Moe is pretending to be a
kangaroo (Lillard, 1993b). Here is a case of judgments about
others’ (false) beliefs being made developmentally earlier than
judgments of others knowledge, particularly as they relate to
pretending.

Even if one rejects the acting-as-if hypothesis (Friedman &
Leslie, 2007) or suggests that the Moe findings reflect children’s
broader causal reasoning (Sobel, 2009), there is a large body of
research that suggests children generally understand false belief
prior to their understanding the relation between knowledge
and other mental states (reviewed in Lillard, 2001; Stich &
Tarzia, 2015). Notable for the present argument is Perner,
Baker, and Hutton’s (1994) concept of prelief: On this view,
knowledge is not more basic than belief. Rather, pretense and
belief are an undifferentiated concept when pretend play
emerges. They become differentiated with success on false-belief
measures, but prelief itself seems more basic than a concept of
knowledge.

2. Knowledge and belief in selective learning

Phillips et al. point out that children selectively learn from others,
based on their evaluations of their epistemic competence. They
conclude, however, that selective learning relies on “representa-
tions of knowledge rather than belief in determining from
whom to learn.” It is not clear how they come to this conclusion.
Classic measures of selective learning (e.g., Koenig, Clément, &
Harris, 2004; Koenig and Harris, 2005) introduced preschoolers
to two informants. One labeled familiar objects accurately. The
other labeled the same objects inaccurately. Researchers used
three different measures: (1) Explicit Judgments questions about
the informants – whether one informant was either a good or
bad labeler. (2) Endorse questions in which they were shown
novel objects that were given different novel labels by each infor-
mant (e.g., one labeled it a dax, the other a wug); children were
asked whether they thought the object was a dax or a wug. (3)
Ask questions in which children were asked from whom they
wanted to learn labels of novel objects.

These questions potentially ask different things about the
knowledge and belief states of the informants. Ask questions
assess what children believe about the two informants’ knowledge
(i.e., given the demonstrations of epistemic competence you’ve
observed, from whom would you want to learn?). Explicit
Judgment questions assess a valence judgment about the infor-
mants’ knowledge. Endorse questions, in contrast, assess what
children believe the label of the object really is (presumably,
what children believe the informants believe the label to be).
Success on these questions – children’s ability to use information
from informants selectively – has distinct developmental trajecto-
ries. Meta-analyses now suggest that at the youngest ages tested,
children perform well on Endorse questions, whereas perfor-
mance on Ask questions and Explicit Judgment questions devel-
ops significantly during the preschool years (Sobel & Finiasz,
2020; Tong, Wang, & Danovitch, 2020). Children’s selective learn-
ing about the belief states of others seems to be present quite
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early. Selective inferences about facets of others’ knowledge seem
to have prolonged developmental trajectories.

3. Do I believe everything I know?

I’ve focused on instances of belief being more basic than knowl-
edge. There are potentially others. Older preschoolers fail on cer-
tain measures of true belief, even when they pass measures of false
belief (see Hedger & Fabricius, 2011). False-belief contrastive
utterance (“I thought it was an X, but it was a Y”) emerge before
children pass false-belief measures (see Bartsch & Wellman,
1995), and lead to the possibility that children’s understanding
of knowledge itself changes (the “connectionist” construal
described on pp. 54–55). Linguistic analysis of adults’ usage of
the words know and think to children suggest that the data nec-
essary to recognize that know is factive is sparse (e.g., Dudley,
Rowe, Hacquard, & Lidz, 2017).

Therefore, although I suspect the view that Phillips et al. advo-
cate has merit, I’d like to see them more carefully consider the alter-
native account, particularly from a developmental perspective. The
findings I’ve mentioned here require integration into the frame-
work they have set up, as they shed doubt on the hypothesis that
all aspects of knowledge are understood by children earlier than
belief, and in some cases, suggest that children’s conceptualization
of knowledge and belief changes over development. Further inte-
grating their arguments with other developmental findings would
make their “call to action” to study the role of knowledge in theory
of mind development more compelling.
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Abstract

The central claim in the target article is that representations of
knowledge are more basic than representations of beliefs.
However, the authors are blending together two distinct con-
cepts of knowledge: “awareness” and “propositional knowledge.”
Distinguishing these two concepts of knowledge clarifies how
the developmental and comparative data fit within the philo-
sophical literature.

In this provocative and important paper, two starkly opposing
theories of the relationship between knowledge and belief are pit-
ted against one another. View 1 represents the way knowledge has
long been understood in epistemology: Representations of knowl-
edge depend on prior representations of belief, and therefore the
attribution of belief is more psychologically “basic” than the attri-
bution of knowledge. View 2 is the surprising idea that represen-
tations of knowledge are more basic than representations of belief.

The authors argue that a wealth of evidence from developmen-
tal, comparative, and social psychology, as well as from experi-
mental philosophy, supports view 2 and refutes view
1. However, I suggest that both of these views are actually correct,
and that the evidence supporting view 2 doesn’t undermine the
longstanding view of knowledge captured by view 1. This is
because the word “knowledge” in English corresponds to two con-
cepts (indeed, other languages use multiple words for different
types of knowing that capture some of this polysemy); the concept
of knowledge referred to in view 1 is a different concept of knowl-
edge than the one referred to in view 2.

View 1 concerns the concept of propositional knowledge that
has long been a topic of interest in epistemology. To know that P
requires a justified belief that P, and it also requires that P is true.
(It also likely requires additional factors; see Gettier, 1963; Starmans
& Friedman, 2012.) The appropriate contrast class for this concept
of knowledge is belief. That is, a question about knowledge-belief
asks: “Does she know that P, or does she merely believe that P?”
Hence, when considering propositional knowledge, it’s impossible
to attribute knowledge without first attributing belief, because hav-
ing a belief is just one component of having knowledge.

View 2 concerns knowledge in the sense of “awareness.” To
have knowledge in this sense only requires not being ignorant.
A question about awareness asks: “Does she know that P, or is
she ignorant of P?” When considering whether someone is igno-
rant, the issue isn’t the presence or absence of a belief; it is
whether or not there is awareness.
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The research reviewed in the target article reveals that infants,
young children, and nonhuman primates attribute knowledge in
this latter sense. And, as carefully illustrated by Phillips et al.,
this does not require attributing belief. Infants successfully predict
how others will behave when aware of an object’s location (usu-
ally, although not always, through visually observing it).
However, when an observer’s perceptual access to the location
of an object has been disrupted, although adults would expect
that they still have a true belief, infants now act as if they are igno-
rant, and have no expectation as to their behavior. Similarly,
chimpanzees have demonstrated an understanding of awareness
and ignorance, but there is no clear evidence that they are able
to represent the beliefs of others, whether true beliefs or false
beliefs. Furthermore, there are circumstances in which adults
more readily attribute knowledge than belief (e.g., Myers-Schulz
& Schwitzgebel, 2013; Phillips et al., 2018), suggesting that this
notion of knowledge persists through development. All of this
supports view 2.

However, there is another sense of knowledge that adults are
concerned with. Perhaps the most famous quest for knowledge
of this sort was that of Descartes, who asked how he could
know whether the things he believed to be true were actually
true. Descartes had plenty of beliefs that he was very confident
about, such that he was sitting in his dressing gown by the fire,
holding writing papers in his hands. But he worried that he
might be dreaming, or insane, or deceived by a malignant
demon. He wanted to know whether these beliefs rose to the
level of knowledge, and ultimately concluded that there was one
thing he did know: “I knew that I was a substance whose whole
essence or nature is simply to think, and which does not require
any place or depend on any material thing, in order to exist”
(Descartes, 1980/1637, p. 18). Here, Descartes is clearly referring
to propositional knowledge, not simply awareness.

Phillips et al. might argue that this notion of knowledge is spe-
cial to philosophers; knowledge in the “awareness” sense is the only
concept that exists in everyday use. But this clearly isn’t the case.
Ordinary people ask all the time whether someone knows some-
thing or just believes it. This might mean asking whether someone
is certain of their belief, whether someone’s belief is true, or
whether they have the right kind of evidence for their belief. In
all these cases, however, we are first attributing a belief to someone,
and then asking whether this belief rises to the level of knowledge.
We might also withhold attribution of knowledge even in cases
where there is awareness. Someone in the desert, half mad with
thirst, might see a (real) lake in front of him – might be fully
aware of it – but worry that it’s a hallucination. “I believe there
is water over there, but I just don’t know for sure!” he might cry
out to himself.

Properly distinguishing these two concepts of knowledge
reveals two things. First, representations of knowledge in the
sense of awareness are more basic than representations of belief.
Second, representations of belief are more basic than representations
of propositional knowledge. View 2 is correct, but so is view 1.
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Abstract

Phillips et al. conclude that current evidence supports
knowledge-, but not belief-reasoning as being automatic. We
suggest four reasons why this is an oversimplified answer to a
question that might not have a clear-cut answer: (1) knowledge
and beliefs can be incompletely equated to perceptual states, (2)
sensitivity to mental states does not necessitate representation,
(3) automaticity is not a single categorical feature, and (4)
how we represent others’ minds is dependent on social context.

The target article makes an important theoretical contribution.
Comparing knowledge and belief representation provides a com-
pelling account that will shape future research significantly.
Phillips et al. rightly note that research on the automaticity of
adult belief and knowledge representation is contentious. We
remain sceptical that knowledge versus belief representation will
ever neatly classify as automatic or not. We consider four aspects
of Phillips et al.’s reasoning to illustrate this point.

1. Visual perspectives are not pure analogies to knowledge and
belief representations

Phillips et al. invoke the distinction between level-1 and level-2
perspectives taking to distinguish knowledge versus belief repre-
sentation. The strongest evidence supporting adults’ automatic
knowledge representation comes from a level-1 perspective taking
task (Samson, Apperly, Braithwaite, Andrews, & Bodley Scott,
2010), whereas level-2 tasks are used to support the non-
automaticity of belief reasoning (Surtees, Butterfill, & Apperly,
2012; Surtees, Apperly, & Samson, 2016a). Both sides of the anal-
ogy between visual perspectives and knowledge versus belief are
problematic, however. It is not necessarily the case that someone’s
current level-1 perspective is consistent with their knowledge
state. Although seeing is knowing is a reasonable heuristic (Moll
& Tomasello, 2007), not seeing is not knowing is unlikely to be.
We rarely beep our horn as our neighbours reverse towards
their houses without looking, because we know they know it is
there. Regarding level-2 perspective taking, representing how
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someone sees something does not necessarily equate to represent-
ing their belief about the object. You can look at a number 6 from
one angle, although we see it as a number 9 from another, without
us holding differing beliefs about the object. By equating knowl-
edge and belief with level-1 and level-2 perspective taking, respec-
tively, Phillips et al. may be over-simplifying knowledge and
over-complicating belief.

2. Mental-state sensitivity may not necessitate mental-state
representation

Phillips et al. conclude evidence of automaticity based on studies
documenting interference from another’s perspective on judge-
ments of one’s own perspective (Kovács, Téglás, & Endress,
2010; Samson et al., 2010). We question whether the incidental
sensitivity to others’ mental states revealed by these
altercentric-interference effects necessitates their being repre-
sented. Several accounts leave open the possibility that other
mechanisms underlie such mental-state sensitivity. As Phillips
et al. note, submentalizing accounts propose lower-level, domain-
general explanations of altercentric interference (Heyes, 2014).
Two-systems accounts, in contrast, posit that altercentric interfer-
ence reflects domain-specific registration of “belief-like states”
(Apperly & Butterfill, 2009). Taking cues from both of these
accounts, process-dissociation accounts hold that altercentric inter-
ference is not a process-pure index of mental-state registration;
rather, such effects can be decomposed into at least two component
processes: calculation of the agent’s perspective and detection of
one’s own perspective (Todd, Cameron, & Simpson, 2017, in
press; Todd, Simpson, & Cameron, 2019), with the latter process
likely reflecting something more domain-general (Payne, 2005).
Phillips et al. reason that knowledge representation is more basic
based on evidence from tasks finding altercentric interference, but
this could be evidence of arbitrary correlation between “knowledge”
and stimulus features, coupling to more basic mental-state-like
states, or poorer discrimination from self-knowledge.

3. Automaticity is not categorical

Phillips et al. aim to categorize knowledge and belief representa-
tion as automatic or not. Such categorization is likely an over-
simplification of how cognitive systems operate. Automaticity is
not a single feature, but rather a set of conceptually separable fea-
tures that often do not co-occur (Melnikoff & Bargh, 2018; Moors
& De Houwer, 2006). Thus, specifying in what way(s) belief and
knowledge representation are automatic is crucial. The automatic-
ity features receiving most empirical attention are goal-
independence and efficiency. We agree with Phillips et al. that
current evidence supports level-2 altercentric interference and
process-dissociation estimates of agent-perspective calculation as
consistently not-automatic. On a level-2 task, when participants
only ever considered their own perspective, we showed that alter-
centric interference (Surtees et al., 2016a) and agent-perspective
calculation (Todd et al., in press) were absent, suggesting level-2
perspective taking is goal-dependent. Using the same task, Todd
et al. (2019) found that time pressure also impaired agent-
perspective calculation, suggesting it is relatively inefficient.
Evidence for level-1 automaticity is more equivocal. Some studies
suggest level-1 altercentric interference emerges regardless of partic-
ipant task goals (Conway, Lee, Ojaghi, Catmur, & Bird, 2017;
Surtees et al., 2016a); others do not (Ferguson, Apperly, & Cane,
2017; Todd et al., in press). Some studies suggest level-1 altercentric

interference and agent-perspective calculation are efficient, in that
they were unimpaired by time pressure (Todd et al., 2017, 2019)
or a concurrent resource-consuming task (Qureshi, Apperly, &
Samson, 2010); another found the opposite (Qureshi & Monk,
2018). Although Phillips et al. acknowledge empirical uncertainty,
our view is that different mental-state representations are not neces-
sarily categorized fully as automatic or non-automatic. The impact
of context on automaticity further supports this contention.

4. Mental-state representation may differ in observational and
interactive contexts

Processes for interaction are different when directly engaging with
another person, as opposed to passively observing them
(Schilbach et al., 2013). Phillips et al. largely focus on observa-
tional, “third-person” approaches to adults’ mental-state repre-
sentation. It is not self-evident that the more “basic” form of
mental-state reasoning in interactive and observational scenarios
will be equivalent. Here, level-2 perspective taking provides an
example of where they are not. Above we highlighted that
level-2 perspective taking in an observational setting seems to
be goal-dependent (Surtees et al., 2016a; Todd et al., in press).
In a closely matched interactive context, however, participants
do suffer interference from a partner’s perspective, even if they
are never asked to report it, suggesting it is goal-independent
(Elekes, Varga, & Király, 2016; Surtees, Samson, & Apperly,
2016b). One possibility is that representations of different mental
states are differentially cued by different aspects of social interac-
tion. In this case, perhaps low-level stimulus features cue level-1
perspective taking, whereas “real” interaction or a specific goal
may be required to cue level-2 perspective taking. One way to
interpret this is that level-1 perspective taking is more basic, but
another is to see level-2 perspective taking as linked to social
interaction in a more fundamental way. Classifying knowledge
or belief representation as more basic may obfuscate subtle varia-
tion with context.
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Abstract

More basic than the authors’ distinction between knowing and
believing is a distinction between knowledge-by-acquaintance (I
know John Smith) and propositional knowledge/belief (I know/
believe that John Smith lives in Durham). This distinction provides
a better account of both the comparative and developmental data.

The authors distinguish between two cognitive processes: believ-
ing and knowing. But this is not the most basic or productive dis-
tinction to be made in the current context. The most basic
distinction, in my view, is between two kinds of knowing, indi-
cated in many of the world’s languages by two different verbs:
in German by kennen and wissen, in French by connaître and
savoir, and in Spanish by conocer and saber. The first member
of each pair is normally glossed as something like “be acquainted
with,” as in “I know (am acquainted with) the restaurant to which
you are referring.” The second member of each pair is normally
glossed in propositional terms, as in “I know that the restaurant
to which you are referring is on 9th Street.” The opposite of
knowledge-by-acquaintance is ignorance: “I do not know (am
ignorant of) the restaurant to which you are referring.” The oppo-
site of propositional knowledge is error: “The restaurant to which
you are referring is not on 9th Street.”

My claim is that this distinction between knowledge-
by-acquaintance and propositional knowledge is most basic. So

what about believing? Believing is inherently propositional. One
does not believe a restaurant; rather, one believes that a particular
restaurant is closed. Believing involves an agent representing some
state of the world, and either she or some outside observer has
some reason to doubt that this representation is accurate – as in
all propositional judgments. Thus, you know that the restaurant
to which I am referring is on 9th Street, and you believe (i.e.,
either I or you are not sure that this is the case) that its ZIP
Code is 27709. The difference is that I agree with your first judg-
ment (or else you are sure), but I disagree (or you are not sure)
about your second judgment. The key point is that believing
and knowing in the propositional sense both involve cognitive
representations of states of affairs coupled with judgments
about the accuracy or inaccuracy of the representation as com-
pared to the real situation (i.e., one can have different “attitudes”
to the propositional content). Such comparison between represen-
tation and reality is not involved in knowledge-by-acquaintance.
Even if we establish that I am acquainted with some state of affairs
– I am acquainted with the fact that the restaurant is on 9th Street
– this does not involve an attitude or judgment about whether or
not my representation of that state of affairs is accurate.

My empirical claim is that what comes first in both phylogeny
and ontogeny is an understanding that agents are acquainted with
things (mainly by perception). Thus, chimpanzees understand
that a competitor sees, and so is acquainted with, the location
of a piece of food, and they even understand that a competitor
has seen food being hidden and thereby has become acquainted
with its location (Hare, Call, Agnetta, & Tomasello, 2000; Hare,
Call, & Tomasello, 2001). (NB: the apes have propositional knowl-
edge, but they do not attribute it to others.) One might choose to
gloss this as an understanding that the competitor knows that the
food is in a certain location; but this would not fit with the empir-
ical data. Studies specifically designed to distinguish between
knowledge-by-acquaintance and propositional knowledge in
great apes (e.g., Kaminski, Call, & Tomasello, 2008) show that
when chimpanzees see a competitor witnessing the hiding of
food, they understand that she is acquainted with the food’s loca-
tion; when they witness her not witnessing the hiding of food,
they attribute to her ignorance. But the key finding is this:
When chimpanzees witness a competitor being blocked from wit-
nessing the moving of food from one location to another, they do
not attribute to her an incorrect representation of the food’s loca-
tion based on her now outdated witnessing, but only, again, igno-
rance of the food’s location. They can understand that their
competitor is acquainted with the food’s location, but they do
not compare her representation of the situation either to their
own or to any “objective” situation, and so there is no question
of accuracy or potential error. They attribute to their competitor
knowledge-by-acquaintance (or ignorance), not propositional
knowledge, belief, or error.

The same analysis applies to looking studies with human infants
(and apes). As argued by Tomasello (2018), in the classic looking-
time studies of infants’ understanding of false belief (e.g., Onishi
& Baillargeon, 2005), it may be that infants simply understand
that the agent is acquainted with (has registered) the location of
the object based on where she last saw it. But, to do this, infants
do not need to relate or coordinate their understanding of the
agent’s representation with any other representation, neither their
own nor some objective representation. To be surprised or to predict
that the agent is searching for the object somewhere other than
where she saw it disappear does not require a judgment of whether
her knowledge is accurate or inaccurate; the infant’s or ape’s own
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knowledge of the location of the object is irrelevant and not attended
to (and the same analysis applies to anticipatory looking studies,
such as that of Krupenye, Kano, Call, Hirata, & Tomasello, 2016).

I thus agree that an understanding that others know things is
both phylogenetically and ontogenetically primary, but only if we
are talking about knowledge-by-acquaintance involving simple
representations. Understanding representations as propositional
entails, in addition, an understanding that they either match or
mismatch with the objective situation as represented by the one
making the judgment. Propositional knowledge and beliefs thus
involve a comparison and/or coordination of different representa-
tions of one and the same situation, which presupposes both a
prior understanding of something more primitive like
knowledge-by-acquaintance (based on simple perception and rep-
resentation) and, in addition, an ability to compare and/or coor-
dinate potentially different representations (at an executive level).
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Abstract

Phillips et al. make a compelling case for a reversal in the current
paradigm in “other minds” research by considering the repre-
sentation of other people’s knowledge more basic than the attri-
bution of belief. Unfortunately, they only discuss primates. In
this commentary, I argue that the representation of others’
knowledge is an evolutionary ancient trait, first appearing during
the Cambrian explosion.

In their target article “Knowledge before belief” by Phillips et al., we
are presented with a radical reversal of the current paradigm in
“other minds” research. Breaking with a long tradition that sought
to understand the minds of other humans (and animals) by

focusing on the attribution of beliefs, the authors argue that decades
of empirical research in the cognitive sciences have undermined or
at least begun to call into question the assumption that the attribu-
tion of knowledge rests on a more basic or fundamental capacity to
attribute beliefs. For historical, methodological, and philosophical
reasons, however, other minds research has long been held back
from even considering this option in the conceptual space.

One way to formulate the underlying problem is to ask which
way of representing the minds of others came first – the represen-
tation of knowledge or of beliefs? By first here I mean something
stronger than just during the course of human development, that
is, first in the sense of being evolutionarily more ancient.
Unfortunately, Phillips et al. have little to say about the evolution-
ary history of these traits and, perhaps more worryingly, seem to
conflate evolution and development, discussing both under the
banner of whether the representation of other people’s knowledge
occurs first or later in human infancy. But the order of appearance
of these traits in human development may not be the same as in
evolutionary history. Ontogeny does not have to track phylogeny.
By not paying heed to this fallacy, however, evolutionarily prob-
lematic conclusions straightforwardly follow. If one assumes, for
instance, that representation of beliefs come developmentally
prior in humans, one will only grant representation of others’
knowledge to those animals that are also able to also represent
the others’ beliefs. But, as Phillips et al. themselves recognize,
the latter ability may turn out to be unique to humans. This
would then lead to the phylogenetically untenable conclusion
that humans are the only creatures on this planet able to represent
the mental states of others.

Naturally, there are multiple ways out of this dilemma – and
the most attractive one will certainly be to outright reject the
notion that the ability to represent others’ beliefs comes first.
Phillips et al. accumulate supporting evidence from nonhuman
primate species to make the case that the human ability to repre-
sent beliefs is phylogenetically recent (Marticorena, Ruiz, Mukerji,
Goddu, & Santos, 2011; Martin & Santos, 2014, 2016), but I think
that they could have dived much deeper into our evolutionary
history to support their case.

Approximately 541 million years, in fact, for this is the begin-
ning of the Cambrian explosion when most animal body plans
first appeared (Maloof et al., 2010). The ability to track other’s
knowledge is, I shall argue, an evolutionary ancient trait appear-
ing roughly at the beginning of the Cambrian. What is notable in
the early Cambrian is an increase in body size and the emergence
of various sensory modalities to track one’s environment. But
more sophisticated ways of sensing one’s surrounding naturally
led ways of sensing others – to react. This emergence of a richer
kind of agency gave rise to arms races between predators and prey
(Bengtson, 2002) and the evolution of centralized nervous systems
(Wray, 2015) to coordinate action and perception. It is during this
special period that some philosophers and scientists locate the
origins of subjectivity and subjective experience (Godfrey-Smith,
2017; Ginsburg & Jablonka, 2019). In research on animal con-
sciousness, there is a temptation to look for human indicators –
signs of conscious experience that are perhaps unique to human
life. But such approaches give rise to views that draw firm bound-
aries between us and other animals (Veit & Huebner, 2020), a
problem that is similarly present in research on the origins of
other minds’ representation. To switch from the rich intentional
belief attribution to the perhaps computationally simpler knowl-
edge attribution may reveal a picture in which the latter is evolu-
tionarily truly ancient. Daniel Dennett’s intentional stance
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programme has long emphasized that the ability to attribute
beliefs should not be conceived as the sudden emergence of a
new sophisticated faculty in human, but one that is similarly pre-
sent in other animals (Dennett, 1987; Veit et al., 2020). Now, we
may have to recognize that it should have been the attribution of
knowledge to others that deserves our attention here.

An important observation made by Godfrey-Smith (2016) is
that there is a transition somewhere in the Cambrian after
which “the mind evolved in response to other minds” (p. 63).
This transition should be understood as the evolution of repre-
senting other minds’ knowledge. An important question for
both predator and prey becomes: Have I been seen? The exis-
tence of eyes appears to function as a shorthand for many ani-
mals to make just this inference – when eyes meet, one infers
knowledge of ones’ location to the subject at the other end of
this exchange. Burrowing, ink release, and flight are useful
attempts to break this link. Many predators avoid the eye con-
tact of their prey at all cost. Knowledge and ignorance of
one’s surroundings can make all the difference to survival.
The evolution of eye-spots on butterflies is one spectacular
invention to make potential predators think that they are
seen, thus avoiding conflict. Behaviourists may appeal to sim-
pler explanations, but in this case, knowledge attribution may
not be such a complex affair. To see others in one’s environment
as subjects is bound to give one an edge over others in an ecol-
ogy of interaction. But to treat others as subjects entails the
attribution of knowledge.

The picture I have offered here is a speculative one – one that
ties the explosion of diversity during the Cambrian to the
recognition of other minds’ knowledge. Nevertheless, it offers
additional support to the main conclusion in Phillips et al.
Focusing on human representations of other minds might have
biased us against a much more basic approach to other minds
research. The attribution of knowledge to other minds may be
an evolutionarily much more ancient trait than the attribution
of belief, an idea that I will follow up elsewhere (Veit 2021).
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Abstract

Phillips and colleagues convincingly argue that knowledge attri-
bution is a faster, more automatic form of mindreading than
belief attribution. However, they do not explain what it is
about knowledge attribution that lends it this cognitive advan-
tage. I suggest an explanation of the knowledge-attribution
advantage that would also help to distinguish it from belief-
based and minimalist alternatives.

One of the key claims of the target article is that reasoning about
states of knowledge is faster and more automatic than reasoning
about states of belief. Although Phillips and colleagues provide a
range of evidence to support this claim, they do not explain what
it is about knowledge attribution that makes it more efficient than
belief attribution. Filling in these details will be crucial to explain
how knowledge attribution actually works and would also help to
distinguish the proposed framework from nearby alternatives.

One way for the authors to explain the knowledge-attribution
advantage would be to adopt a minimalist approach, and suggest
that knowledge-based mindreading deploys representations of
non-propositional relations that hold between agents and states
of affairs – something analogous to Burge’s notion of sensing
(Burge, 2018) or Butterfill and Apperly’s notion of a registration
(Butterfill & Apperly, 2013). However, as proponents of these
minimalist models have been careful to point out, this kind of
mindreading does not actually enable agents to reason about
propositional attitudes; rather, they enable agents to track mental
states like belief without representing them as such. Because
knowledge is also a propositional attitude, this means that mini-
mal mindreading could not support genuine knowledge attribu-
tion. At most, it would enable an agent to extensionally track
factive states without representing them as knowledge. If the
account described in the target article aims for more than this,
then a minimalist approach will not do.

A better approach to explaining the knowledge-attribution
advantage would be to start by looking at the processing demands
of false-belief attribution, the paradigmatic example of proposi-
tional attitude reasoning. Famously, false-belief attribution requires
mindreaders to generate and maintain two mutually inconsistent,
decoupled representations of the world, which places inherent
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demands executive functions such as working memory and inhib-
itory control (Fizke, Barthel, Peters, & Rakoczy, 2014; Schuwerk
et al., 2014). If knowledge attribution involved a similar decoupling
process, albeit one where the attributed representation is consistent
with the mindreader’s own primary, first-personal representation,
then this might explain the knowledge-attribution advantage:
Although it involves the attribution of full-blown propositional atti-
tudes, the contents of knowledge attributions do not conflict with
the way the mindreader sees the world, which places fewer
demands on their executive resources. However, this picture sounds
perilously close to how one might describe true-belief attribution. If
the knowledge-attribution advantage were solely because of this
consistency in attributed contents, then it would seem that the
entire model could be easily redescribed in non-factive, doxastic
terms without any real loss in explanatory power.

Careful to distinguish their model from such non-factive alter-
natives, Phillips and colleagues point to evidence showing that
mindreading in Gettier-like cases where an agent has true beliefs
but not knowledge is actually quite difficult, both for children and
for nonhuman primates (Fabricius, Boyer, Weimer, & Carroll,
2010; Horschler, Santos, & MacLean, 2019). These data indicate
that reasoning about mere true belief is surprisingly inefficient,
despite the fact that it does not require agents to generate incon-
sistent representations of the world. Thus, whatever it is that
explains the knowledge-attribution advantage, it is not its similar-
ity to mere true-belief attribution. But although this response pro-
vides support for the knowledge-attribution framework, it does
not bring us any closer to answering our central question.
Instead, we are left with a new puzzle: What makes knowledge
attribution different from true-belief attribution?

Here, we must consider the different cognitive demands that
arise when reasoning about the mind of a knower and the mind
of a mere true believer. Although both forms of mindreading
involve attributing a mental state that matches reality, the way
that the mindreader must represent the link between that mental
state and the world is not the same in the two cases. The repre-
sentations that we attribute to the knower are securely bound to
the contents of our own primary representations of the world.
This is most obvious in cases of shared knowledge – for example,
when two people both have unobstructed perceptual access to the
same event. From such a shared epistemic position, maintaining a
model of another agent’s mind is easy, because updates to our
own primary representations of the world seamlessly carry over
to our knowledge attributions. This is much different from the
kind of decoupling involved in false-belief reasoning, where we
must actively quarantine off our representations of the other
agent’s mental states so that they can be updated separately. In
knowledge attribution, in contrast, representations of the knower’s
mental states are tightly coupled with our own primary represen-
tations (Westra & Nagel, 2021).

In the case of the mere true believer, the link between mind and
the world is much less secure. Although the contents we attribute in
this case happen to align with the way we take the world to be, the
weakness of their epistemic position means that the possibility of
misalignment lurks nearby. In this sense, the mere true believer is
not so different from the false believer: both types of cases demand
a kind of epistemic vigilance (Sperber et al., 2010), an alertness to the
potential for error that is unnecessary in ordinary cases of
knowledge-attribution (Nagel, 2019). It is thus unsurprising that
reasoning about mere true beliefs appears to be so cognitively
demanding, because it requires a level of decoupling between
mind and world similar to what we see in false-belief attribution.

One prediction that follows from this analysis is that whenever
knowledge attributions do require heightened levels of epistemic
vigilance, they will not be much more efficient than the correspond-
ing belief attributions. One context where this might occur would be
in Frege cases, where we must treat an agent as having knowledge of
a referent under one mode of presentation but not under another –
for example, when we represent Lois Lane as knowing that
Superman flies, but not as knowing that Clark Kent flies (cf.
Rakoczy, Bergfeld, Schwarz, & Fizke, 2015). In these cases, the pro-
cessing demands (and hence, the speed) of belief attribution and
knowledge attribution should be equally demanding.
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Abstract

Whereas Phillips and colleagues argue that knowledge represen-
tations are more basic than belief representations, we argue that
an accurate analysis of what is fundamental to theory of mind
may depend crucially on the context in which mental-state rea-
soning occurs. Specifically, we call for increased study of the
developmental trajectory of mental-state reasoning within
socially evaluative contexts.

To support their argument that knowledge representations are
more basic than belief representations, Phillips et al. draw on evi-
dence suggestive that knowledge representations emerge earlier
and more robustly in infancy than belief representations. They pro-
pose that knowledge representations, unlike belief representations,
are developmentally privileged and “fundamental because they
allow us to learn from others about [the true state of] the
world.” Here, we argue that learning the true state of the world
is one, but not the only, function of theory of mind; therefore, it
may be premature to conclude that knowledge is more fundamental
than beliefs. Specifically, we argue for an increased focus on the role
of mental-state representations in contexts involving the evaluation
of potential social partners (i.e., socially evaluative contexts).

Humans represent mental states not only to learn from others
about the true state of the world, but also to learn about the char-
acter of potential social partners within it. Because humans must
cooperate with each other to survive (Tomasello, Melis, Tennie,
Wyman, & Herrmann, 2012), we must be able to accurately assess
potential social partners and determine whether they might coop-
erate with us in the future. Our theory of mind is crucial in this
process, enabling us to distinguish, for instance, between an indi-
vidual who intentionally poisoned someone’s coffee and one who
did so under the false belief that the poison was sugar (Young,
Cushman, Hauser, & Saxe, 2007). Which individual would
make a better social partner? Our ability to represent others’ men-
tal states, including not only what they know, but also what they
believe, is critical for evaluating others’ actions and readily
informs partner choice decisions (see Martin & Cushman, 2015).

Despite early developing motivations to form and maintain
social relationships (see Raz & Saxe, 2020), the vast majority of
studies on theory of mind development have not examined men-
tal-state representations in socially evaluative contexts. Rather,
studies on infant theory of mind have almost exclusively assessed
infants’ expectations of a single, neutral agent who seeks to find
an object. Phillips and colleagues include these studies as part
of their evidence that knowledge representations are more basic
than belief representations.

Without grounding studies of infants’ mental-state representa-
tions in contexts of social evaluation, however, it may be prema-
ture to form such conclusions. A large body of research has
demonstrated that the context of a task may matter for false-belief
reasoning as well as cognitive reasoning more broadly. For exam-
ple, adults’ cognitive reasoning is enhanced when tasks are framed
as being about social contracts versus in non-social terms
(Cosmides & Tooby, 1992). Similarly, a number of studies suggest
that young children (who typically struggle in verbal tasks of false-
belief understanding) may be better able to answer questions
about false beliefs when agents act antisocially (Chandler, Fritz,
& Hala, 1989; Tsoi, Hamlin, Waytz, Baron, & Young, 2020;
Wellman, Cross, & Watson, 2001). Here, we explore the possibility

that when infants engage in social evaluation, they show earlier
capacities for mental-state reasoning than previously assumed.

Take, for instance, studies assessing 3-month-old infants’
understanding of others’ goals. Past research has found that
3-month-olds do not readily represent the goals of agents’ object-
directed actions (Sommerville, Woodward, & Needham, 2005).
And yet 3-month-olds do appear to negatively evaluate agents
who hinder others’ goal pursuit: They selectively avoid looking
at agents who steal a protagonist’s ball (Hamlin & Wynn, 2011)
and who prevent a protagonist’s attempts to climb up a hill
(Hamlin, Wynn, & Bloom, 2010). These findings point to the
possibility that 3-month-old infants may be more capable of rep-
resenting others’ (even unfulfilled) goals in socially evaluative ver-
sus non-evaluative contexts. Given these findings within the
domain of goal understanding, do socially evaluative contexts
facilitate infants mental-state representations more broadly?

Indeed, a growing number of studies have provided evidence
that infants’ social evaluations incorporate others’ intentions
and knowledge states by late in the first year (Hamlin, 2013;
Hamlin, Ullman, Tenenbaum, Goodman, & Baker, 2013; Woo,
Steckler, Le, & Hamlin, 2017), and recent research suggests that
they may even incorporate others’ false beliefs by 15 months. In
Woo and Spelke (2020), 15-month-olds evaluated agents not on
the basis of the objective consequences of their actions (whether
they caused a protagonist to obtain a desired versus an undesired
toy), but instead on the basis of whether or not the agents believed
their actions would be helpful. That is, infants preferred an agent
who directed a protagonist to a location where the agent had last
seen a toy that they knew the protagonist desired (i.e., where the
agent falsely believed the desired toy to be), over an agent who
inadvertently directed the protagonist to the desired toy’s actual
location (i.e., where the agent falsely believed the desired toy was
not). These findings replicated in two distinct testing contexts
(in-person and online), and provide the first evidence that infants
can reason about false beliefs in socially evaluative contexts.

Although these results clearly require replication by indepen-
dent researchers, they stand in contrast to the mixed evidence
that infants represent false beliefs in non-evaluative contexts
(Poulin-Dubois et al., 2018). In light of research suggestive that
the development of infants’ goal understanding may also differ
across socially evaluative and non-evaluative contexts, we call on
future studies to systematically test whether the development of
mental-state representation differs across contexts. Given the
importance of mental states, both factive and non-factive, for accu-
rate social evaluation, infants may be more sensitive to what others
believe earlier in development in socially evaluative contexts than in
the non-evaluative contexts of traditional false-belief tasks.

In sum, we argue that the study of theory of mind must con-
sider the context in which mental-state reasoning occurs.
Although both knowledge and belief have major consequences
for social evaluation, the vast majority of studies on infants’ the-
ory of mind to date have not examined infants’ mental-state rep-
resentations in socially evaluative contexts, but instead in a
comparatively inconsequential object search paradigm. By exam-
ining the development of belief representations in a wider range of
contexts, we can better determine which mental states are funda-
mental to theory of mind.
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Abstract

This response argues that when you represent others as knowing
something, you represent their mind as being related to the actual
world. This feature of knowledge explains the limits of knowledge
attribution, how knowledge differs from belief, and why knowl-
edge underwrites learning from others. We hope this vision for
how knowledge works spurs a new era in theory of mind research.

R1. Introduction

Since the publication of Premack & Woodruff’s (1978) article
“Does the chimpanzee have a theory of mind?” in this journal,
researchers have taken the point of theory of mind to be deter-
mining the content of others’ thoughts – what exactly it is they
think or want. And it has become an accepted truism that this
capacity is essentially for predicting and explaining others’ behav-
ior (the literature, passim). The central and basically only point we
are going to make in this response is that this way of understand-
ing theory of mind has gotten it all backward.

We think that the capacity for theory of mind, in its most basic
form, is not primarily concerned with the content of others’
thoughts which sometimes happens to reflect the actual world;
it’s primarily concerned with the content of the actual world,
which other minds happen to reflect. The signature features of
this basic capacity – that it is factive, that it requires more than
justified true belief, that it allows you to represent others as know-
ing more than you, and that it is not modality specific – suggest
that the capacity did not evolve specifically for predicting and
explaining others’ behavior. After all, the ability to represent
someone as knowing where they hid the cookies from you, for
example, isn’t particularly useful for predicting where they’ll go
to get the cookies. It’s true that there are cases in which this
basic capacity will be useful for determining the content of others’
thoughts or predicting and explaining their behavior, but our
point is that the signature features of knowledge make it clear
that this basic form of theory of mind did not evolve for this pur-
pose, in particular. Instead, we’ve argued, the signature features of
this basic capacity suggest it evolved to help you interact with and
learn from others, precisely because it allows you to keep track of
what they understand about the actual world.

So despite what a few philosophers said in their commentaries
to Premack and Woodruff’s article now more than 40 years ago,
the core cases in theory of mind research should never have been
ones involving false beliefs. Much more revealing are ones in
which someone else is better informed than you, rather than
worse. Therefore, if you’re in the business of reading Behavioral
and Brain Sciences in search of paradigms that separate one’s
own representation of the world from others’ understanding of
it, these seem like good ones that might reveal something about
our basic capacity for theory of mind. Perhaps, it’s finally time
to let go of false beliefs and focus instead on the way things actu-
ally are.

A number of the commentaries to our target article objected to
this way of understanding theory of mind. Some objected to the
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idea that theory of mind representations concern the actual world
rather than the contents of others’ minds (sect. R2). Others
argued that the signature limitations on this basic form of theory
of mind simply boil down to limits on what kind of content one
can or does attribute to others’minds (sects. R3 and R4). Still oth-
ers objected that theory of mind really is for predicting and
explaining others’ behavior, as opposed to coordinating on the
actual world or learning about it from others (sect. R5).

By and large, we think these commentaries are onto some-
thing. In fact, we think that if you can just accept that knowledge
is concerned with the actual world, you’ll get to have your cake
and eat it too. There are limitations on what kind of content
you represent others as knowing, but those boil down to limita-
tions on the kind of content you think the actual world involves.
And sometimes this basic capacity for theory of mind does let you
figure out the content of others’ thoughts, but those are just the
cases in which you also happen to know whatever it is someone
else knows. If you do happen to know the answers to a test ques-
tion (say you wrote the exam), you’ll know a great deal about what
is going on in the minds of the students who also know the
answers. In such cases, you’ll even be pretty decent at predicting
what answers they’ll give and explaining why they gave those
answers. But, in all the other cases, where you don’t know what
it is that someone else knows, the exact same capacity will still
be incredibly useful – this time for learning about the actual
world itself, which is one of the things that the capacity for knowl-
edge representation is particularly well-designed for.

Other commentaries saw the merit in our basic vision for the-
ory of mind and came up with a surprising number of elegant
suggestions for improvement. We did our best to take these to
heart, and we’ll point out the many places where they’ve made
the central argument clearer or more convincing, or have
expanded this basic vision toward new horizons (sects. R6 and
R7). So much for the introduction, and now on to the details of
how to actually understand knowledge.

R2. Knowledge and the actual world, or, the truth

As we were at pains to point out in the target article, knowledge,
unlike belief, is factive. While there are different ways to spell out
the factivity condition on knowledge (see the commentary by
Nagel), what is not controversial is that it ensures that you cannot
represent others as knowing anything you take the actual world to
preclude. Thus, there is some uncontroversial correspondence
between your own understanding of the actual world and your
attribution of knowledge to others. But what does this correspon-
dence amount to?

A number of the commentaries propose that this basic form of
theory of mind essentially involves your own understanding of the
world (among others, see the commentaries by Durdevic &
Krupenye, Tomasello, and Westra). On this view, when you rep-
resent others as knowing something, you represent their mind as
being related to the actual world as you understand it. You your-
self take the actual world to be some way, and representing some-
one as knowing something involves representing them as having
the right kind of relation to that part of the world. The things that
they know, then, are things involved in your own understanding
of the world. As emphasized in the commentary by Tomasello,
a form of theory of mind with this structure might be as simple
as tracking whether other agents are acquainted with physical
parts of the world, such that they know where the ball is, or
know the woman who knitted mittens for your niece.

One alternative proposal takes a step back from the actual
world and proposes that this basic form of theory of mind essen-
tially involves monitoring whether others’ understanding conflicts
with your own (see, e.g., the commentary by Deschrijver). The
actual world might happen to inform one’s own understanding,
but does not play a direct role, because knowledge attribution
takes place at the level of tracking the relationship between two
minds: your own mind and another’s.

A third approach, which we might think of as the farthest from
actuality, argues that this basic form of theory of mind, if it is a
genuine form of theory of mind, must be meta-representational
in the same way that belief is (Leslie, 1987). That is, it must essen-
tially involve you representing someone else’s independent repre-
sentation of the world, and accordingly is not essentially
concerned with the actual world as you understand it. With vary-
ing degrees of commitment, versions of this approach are dis-
cussed by Dudley & Kovács; Gordon; Kampis & Csibra, and
Binmore.

So why do we think knowledge involves one’s own under-
standing of the actual world? One reason is that if you don’t
think this, you don’t have a natural way of accounting for why
knowledge but not belief is factive. If attributing knowledge (but
not belief) involves understanding others’ minds in relation to
the actual world, then the factivity of knowledge comes for free.
Obviously, you cannot understand someone’s mind as being
related to some part of the actual world when you think the actual
world contains no such part. If knowledge attribution is instead
meta-representational in the same way belief is, then some extra
explanation must be given for why this representation just hap-
pens to be limited by precisely the bounds of your own under-
standing of the actual world. It’s not that you couldn’t give
such an account, but we can’t see why you would want to.
There’s a much simpler explanation on offer.

This way of explaining the factivity of knowledge is impor-
tantly different from the version proposed by Nagel. Nagel pro-
poses that the factivity constraint on knowledge is modal:
Knowledge necessarily only binds agents to truths. The natural
way of understanding Nagel’s suggestion is that when people rep-
resent someone as knowing something, they understand the per-
son’s mental states as having this property (necessarily being
true). From our perspective, the trouble with this approach is
that the data suggest that knowledge attribution is unlikely to
involve representing any such modal property. Nonhuman pri-
mates, for instance, seem to have a remarkable capacity to attri-
bute knowledge (see sect. 4.1), but we’d be pretty shocked if
they have the capacity to represent anything as being necessarily
true. And if they don’t have the capacity to represent anything as
necessarily being true, then a fortiori they don’t have the capacity
to represent others’ mental states as necessarily being true. So we
can be pretty sure that if nonhuman primates do attribute knowl-
edge, knowledge does not involve reasoning about which truths
hold across possible worlds. And there’s evidence that human
adults aren’t all that different (Turri, 2018). In fact, humans
seem relatively happy to attribute knowledge in exactly the
cases that philosophers designed to illustrate that knowledge can-
not be attributed when such modal properties are violated (see,
e.g., Colaço, Buckwalter, Stich, and Machery, 2014, on fake barn
intuitions and Turri, 2016a on reliabilism). Such attributions are
to be expected if knowledge concerns the actual world, not merely
possible ones. So the first and perhaps most obvious reason to
think knowledge involves the actual world is that this gives you a
simple explanation of both why and how knowledge is factive.1
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A second reason to find this approach promising is that it also
explains why the capacity for knowledge representation is more
basic than the capacity for belief representation (see the commen-
tary by Westra for a related line of reasoning). If knowledge attri-
bution involves understanding others’ minds in relation to the
world, then one can maintain a single representation of the
world, parts of which others also know about. Belief, unlike
knowledge, cannot involve one’s own understanding of the
world in the same way because beliefs can be false. Thus, belief,
unlike knowledge, requires an independent representation of the
world – the world merely as understood by another – which
must be maintained separately from one’s own understanding,
and thus can be false.

Once again, another feature of knowledge – its comparative
basicness – falls naturally out of our way of understanding knowl-
edge attribution, while other approaches leave this feature unex-
plained. Consider, for example, the suggestion by Lassiter that
the basic theory of mind capacity we presented may be better
explained by representations of true belief rather than knowledge,
or the suggestion from Sobel that the evidence may be better
explained with the notion of prelief (i.e., representations that are
understood to not be real, but also are not understood to be
false, as in pretense). What remains perplexing is why attributions
of true belief or prelief, which require the same resources as gen-
uine belief representation, would show all of the signature features
of a more basic cognitive capacity: emerging early in phylogeny,
ontogeny, processing time, and may be processed automatically
and persist in the face of other cognitive impairments.

Of course, one could go on to give some further explanation of
why some additional difficulty emerges in cases of false beliefs in
particular, for example, Deschrijver proposes a difficulty with
conflict monitoring. However, such explanations face the chal-
lenging task of carving apart the cases that are genuinely difficult
from cases that seem similarly complex but are not as difficult.
Consider, for example, a recent piece of empirical evidence that
demonstrates a nuanced capacity for attributing knowledge in
monkeys (Horschler, Santos, & MacLean, 2019). In this experi-
ment, monkeys watched an experimenter who saw a piece of
fruit move into one of two containers in a display in front of
them. A screen then blocked the view of the experimenter and
one of two things occurred. In half of the conditions, the fruit
itself briefly moved out of the container and then back inside.
In the other half of the conditions, the fruit remained where it
was, but the container briefly moved off of the fruit and then
back on it. In both cases, all objects had returned to the position
where the experimenter had last seen them, and using looking
time, researchers investigated whether the monkeys expected the
experimenter to reach for the fruit where it was last seen. What
Horschler and colleagues found was that when the box moved,
monkeys continued to expect the experimenter to reach for the
fruit where they had last seen it. However, when the fruit
moved instead, monkeys no longer expected the experimenter
to reach for the fruit where they had last seen it.

If your account proposes a difficulty with conflict monitoring
(Deschrijver) or that one can only represent true beliefs
(Lassiter), these results are worryingly hard to explain. Such
accounts focus on representations that are independent from
the actual world. Thus, when the experimenter doesn’t know
about them, things that happen in the actual world shouldn’t
change what the experimenter believes. Accordingly, the most
natural prediction for such accounts is that in both conditions
the experimenter will be represented as having a belief about

the location of the fruit, and this belief will happen to be true –
it will match the monkey’s own ideas about the location of the
fruit. So, in both conditions, monkeys should expect the experi-
menter to reach for the fruit where it actually is. But, of course,
monkeys don’t do that. Instead Horschler and colleagues found
that monkeys only expect the experimenter to reach for the
fruit when it was the container, rather than the fruit, that moved.

The difference between the conditions is easy enough to
explain, however, if monkeys represent knowledge rather than
belief. Knowledge requires more than having a justified true belief
(sect. R2; Gettier, 1963). And so when the fruit moves but the
experimenter doesn’t see it (but then happens to return to the
original location), the experimenter might end up with a true
belief about the location of the fruit by coincidence, but they do
not share the monkey’s understanding of the location of the
fruit. By contrast, when only the container moves, this should
not affect the experimenter’s knowledge of the fruit, and monkeys
should continue expecting the experimenter to act in accordance
with this knowledge. This is exactly what they do.

This is just one of a growing number of studies that demon-
strate clear failures to represent others’ true beliefs while simulta-
neously demonstrating clear success in representing their
knowledge (see Horschler, Santos, & MacLean, 2021; Krachun,
Carpenter, Call, & Tomasello, 2009). The key difference is that
knowledge tasks can be passed by simply keep track of whether
the agent understands the relevant part of the actual world, whereas
the true belief tasks require you to construct a separate representa-
tion of the world as the agent understands it, which just happens to
align with your own understanding, and thus is true.

Therefore, in short, if you can accept that knowledge concerns the
actual world, you get a surprisingly simple explanation for why
knowledge is basic, why it is factive, and how it differs from belief.

R3. But what do we know anyway?

Instead of locating the difference between knowledge and belief in
the role of one’s own understanding of the world, a number of
commentaries argued that the essential difference between them
concerns the kind of content they allow you to attribute. After
all, as Tomasello and Starmans point out, human languages typ-
ically encode an intriguing difference between knowledge and
belief. In English (as in many other languages), one can know
ways of doing things and know the smell of summer rain, but
one cannot believe ways of doing things or believe the smell of
summer rain. Tomasello and Starmans argue that the content
of belief attributions seems to be propositional, while the content
of knowledge attributions can be both actual things in the world
and abstract matters of fact.

Following their line of thought further, it wouldn’t be surpris-
ing if there were different mechanisms for understanding, on the
one hand, the kind of acquaintance other agents have to physical
parts of the world and, on the other hand, their acquaintance with
things like abstract propositional truths. Moreover, it is plausible
enough that the mechanisms for figuring out what physical parts
of the world another is acquainted with may be simpler than the
mechanisms for figuring out which propositions another is
acquainted with. And as Tomasello and Starmans point out,
much of the evidence for basic knowledge ascriptions in nonhu-
man primates and human infants suggest that these populations
represent others as knowing about physical objects or having cer-
tain skills. So perhaps all of this points to a key distinction in
kinds of knowledge, with a basic form of knowledge attribution
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that amounts to little more than knowledge-by-acquaintance or
know-how and differs sharply from belief attribution, and a sep-
arate more complex form of propositional knowledge ascription
that is not more basic than belief ascription but is rather quite
similar to it. On this view, the difference in basicness we illus-
trated in the target article is a matter of the basicness of the con-
tent attributed (propositional vs. non-propositional), and not
truly a matter of the basicness of the attitude itself (knowledge
vs. belief). This all seems quite convincing.

The trouble is that there actually seems to be a simpler expla-
nation for why there isn’t great evidence that nonhuman pri-
mates and human infants represent others as having
knowledge of abstract propositions. Namely, there isn’t great evi-
dence that nonhuman primates and human infants represent
abstract propositions, in general. If knowledge attributions
essentially involve your own understanding of the world, then
the kind of content one can represent others as knowing will
depend on what kind of content your own representation of
the actual world involves.

Moreover, the similarity between propositional and non-
propositional content shouldn’t be hard to see here. If you do
not understand the actual world to involve any extraterrestrial ali-
ens, you could not represent anyone as knowing them (“knowl-
edge-by-acquaintance”). And if you do not think there are ways
of turning water into gold bullion, you can’t represent anyone
as knowing how to do that (knowledge-how). And in just the
same way, if you do not understand the actual world to involve
abstract propositions, like “2 + 7 = 10” then you certainly will
not be able to represent others as knowing this sort of thing either
(“propositional knowledge”).

Nonhuman primates (and perhaps very young human infants)
may not have the capacity to represent propositions, and thus
their knowledge representations will necessarily be restricted to
simpler forms of content, whether knowledge-by-acquaintance
(Tomasello) or even just visual perspective (Asaba, Chuey, &
Gweon [Asaba et al.]). And if this is right, then such knowledge
representations are also likely to be guided by specific attention to
cues such as eye gaze or direct perception (Dudley & Kovács;
Grossmann & Dela Cruz; Kano & Call). However, for human
adults who clearly can and do represent the world in something
closer to propositional terms, the same capacity may be used to
represent others as having knowledge of abstract truths. For
example, as emphasized beautifully by Mikhail, human adults
represent others as having moral and legal knowledge. Although
unquestionably abstract, these rules make up part of our
understanding of the world, and given that, we have no trouble
representing others as sharing our understanding of them. Note
that in the latter kinds of cases, we agree with Westra that there
is reason to think the content of knowledge is propositional
and with Farina & Lavazza who argue that knowledge is
content-involving and representational.

Importantly although, even for unambiguously propositional
content, attributing knowledge seems easier than attributing
belief. One completely uncontroversial piece of evidence is that
young children succeed at attributing propositional knowledge
(e.g., “Sally does not know her marble is in the basket”) before
they succeed in attributing similarly propositional beliefs (e.g.,
“Sally believes her marble is in the box”). Similarly, adults are
faster to correctly attribute or deny knowledge claims than they
are to correctly attribute or deny corresponding belief claims,
even when the term used for knowledge is explicitly propositional,
for example, “savoir” in French, which only takes propositional

complements (Phillips, Knobe, Strickland, Armary, & Cushman,
2018). A third piece of evidence comes from the commentary
by Bricker, who used electroencephalogram (EEG) to show that
propositional knowledge representation elicited a weaker P3b
amplitude than belief representation (Bricker, 2020). Thus, even
when knowledge attributions unambiguously involve proposi-
tional content, they continue to show signs of emerging earlier,
being simpler, and requiring less processing than matched belief
attributions.

So it turns out the surprisingly simple solution is that the
mechanism for representing knowledge is just the same across
all of these different kinds of cases – you are just figuring out
what parts of the world someone else understands – and seeming
differences in the complexity of knowledge attributions across
species or development arise simply from the complexity of rep-
resenting different parts of the actual world. (See Rosenbaum,
Halilova, & Pathman for related commentary on the difference
in complexity between episodic and semantic content in knowl-
edge attribution.)

The upshot of our view is that knowledge attributions won’t
be limited to any particular type of content (propositional,
knowledge-how, etc.). Knowledge attributions can be as rich
as your own understanding of the world. It is for this reason
that we suspect that the capacity for knowledge attribution we
provided evidence for in the target article will be not be fully
captured by approaches that place limits on the content of
basic theory of mind attributions, for example, reducing it to
representations of visual perspective (Asaba et al.), uninter-
rupted perceptual access (Dudley & Kovács), skill
(Carpendale & Lewis), goals (Schlicht, Brandl, Esken, Glock,
Newen, Perner, Poprawe, Schmidt, Strasser, & Wolf
[Schlicht et al.]), episodic experience (Kampis & Csibra), or
knowledge-by-acquaintance (Tomasello). While each of these
commentaries does an excellent job of pointing to specific
aspects of knowledge we can attribute to others, it would be
quite surprising on each of these views if knowledge attribution
just happened to work in much the same way in all the other
cases as well. That is, each of these cases shares the signature
features of knowledge attribution (sect. 2 of the target article).
We don’t think this is surprising though. Each of these cases
involve various aspects of the actual world, and representing
others as knowing that part of the world will work similarly
in each case.

If you are wondering at this point whether we are really pro-
posing that knowledge attribution may function in essentially
the same way in nonhuman primates as it does in human infants
and adults, let us be clear. We are. In fact, the commentary by
Moss suggests that it might even extend to philosophers. Moss
argues that the history of philosophy suggests that explicit theories
of knowledge preceded those of belief in the Presocratics. As she
argues, this suggests that explicitly theorizing about knowledge
may be easier for creatures like us than explicit theorizing about
belief. It may then be no coincidence that this empirical fact aligns
with the other ones we reviewed in our target article and may pro-
vide yet another indicator that knowledge is more basic than belief
for creatures like us – even those of us who are philosophers.

R4. Knowing what you don’t know

A third objection that was touched on by a number of the com-
mentaries was that theory of mind is for predicting and explaining
behavior (see, e.g., Binmore, Dudley, Gordon & Kovács). This
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perspective makes sense if one is committed to belief being the
most basic theory of mind representation. But, if we are right
that knowledge is more basic than belief, then the trouble faced
by this approach is that the more basic form of theory of mind
seems oddly ill-designed for action prediction and explanation,
in particular (see Bazhydai & Harris for a similar line of reason-
ing). One notable feature of knowledge representation is that it
seems to require more than justified true belief. But of course, jus-
tified true belief should be more than sufficient if your goal is just
to predict someone’s actions. Even unjustified false beliefs will do.
A second notable feature of knowledge representation is that it
allows you to represent others as knowing more than you yourself
know. Others know all sorts of things you don’t. But just knowing
that others know more than you doesn’t do you much good if
your primary goal is predicting what they are going to do or
explaining why they did what they did. So it’s odd that our theory
of mind capacity would have these particular features if it primar-
ily evolved for the purpose of predicting and explaining behavior.

In contrast, if knowledge attributions involve representing oth-
ers as understanding the actual world, then the ability to represent
others as knowing more than you isn’t particularly puzzling. In
fact, it’s precisely what you’d expect. When you represent some-
one as knowing more than you, you represent them as knowing
something about the actual world you do not. You probably do
not know how to play the zither, but you do think that there
are, in fact, ways of playing the zither. And if you didn’t think
there was a fact of the matter, you couldn’t represent someone
as knowing that fact. For example, those of us who don’t think
each person’s soul weighs a certain amount can’t represent others
as knowing the amount each soul weighs. Further, in cases where
you yourself don’t exactly know something, but you have a pretty
good idea about it, you have a correspondingly good idea of what
it is that the other person knows. And when you yourself have a
great idea about the relevant part of the world, you’ll have a cor-
respondingly great idea about the content of someone else’s mind.
If you know why you randomly assign participants to conditions
in a controlled experiment, and you represent someone else as
knowing why too, then you’ll have a great idea of exactly what
it is they know. Not only do you know the precise content of
their mental states, but you’ll be able to predict what they’ll do,
and explain why they did what they did.

So it’s not that we don’t think knowledge representations can
be used for prediction and explanation or that these representa-
tions don’t reflect the content of others thoughts, it’s just that
the traditional view gets it backward. Knowledge concerns the
actual world and which parts of it others understand. In some
cases, others’ understanding of the actual world will align with
yours, and in those cases, you will know the content of others’
thoughts, and be able to predict and explain their behavior. But
there are also cases in which others’ know more about the actual
world than you do. Our point is that your own representation of
the actual world plays much the same role both when you attri-
bute knowledge to another of some fact you do know and when
you attribute knowledge of facts you do not know. In both
cases, you are representing another as understanding some part
of the actual world (the way that part of the world actually is).
What is changing is simply your own understanding of that
part of the world (see Durdevic & Krupenye for related
discussion).

This proposal for how to understand others as knowing more
than you (egocentric ignorance) differs in important ways from
the suggestions raised in many of the commentaries. For

comparison, consider the proposal by Tomasello that the basic
form of knowledge involves only knowledge-by-acquaintance.
On this view, nonhuman primates only represent others as having
been acquainted (or not) with physical objects in the world.
Following Kampis & Csibra, suppose that the mechanism here
works by simply tagging which physical objects someone is
acquainted with. As Kampis & Csibra point out, such a mecha-
nism does not seem to allow for representations of egocentric
ignorance. To make this concrete, consider the success apes
have in representing conspecifics as knowing whether there is a
piece of fruit in a given box even when they themselves do not
know (e.g., Kaminski, Call, & Tomasello, 2008). In such cases,
subjects don’t actually represent there being a piece of fruit in
the box, and thus it’s hard to see how they could tag that object
as having been acquainted with the relevant conspecific. What
this example illustrates is the difficulty in accounting for egocen-
tric ignorance faced by views that reduce knowledge representa-
tions to simple representations like acquaintance, tagging, visual
perspective, or perceptual access. Even more perplexing is how
this kind of knowledge representation could be extended to
understanding others as knowing how to crack open a nut (as
nonhuman primates do, Rapaport & Brown, 2008) or knowing
how to play the zither (as we humans do). What others know
in such cases are not objects that can be tagged and clearly cannot
be reduced to some particular visual perspective.

At the same time, our proposal for how to understand what
happens when you represent others as knowing less than you
(altercentric ignorance) also differs from those discussed in the
commentaries. For example, Deschrijver suggests that altercentric
ignorance may amount to simply attributing no representation
whatsoever to another agent – much like the representation you
attributed to the Prince of Liechtenstein before reading this sen-
tence. But, just as it is possible to represent someone as sharing
your knowledge of some particular part of the world (e.g., know-
ing a person) without representing them as sharing all your
knowledge (e.g., knowing all the people you know of), it is possi-
ble to represent someone as not sharing your knowledge of a par-
ticular part of the world, without representing them as not
sharing any of your knowledge. That is, the basic capacity for
knowledge attribution allows for representations of knowledge
and ignorance about specific parts of the world (this point pro-
vides a helpful contrast with the suggestion from Gordon that
we may simply attribute all of our knowledge to others by
default). In fact, much of the evidence we reviewed demonstrates
precisely this kind of specificity in attributions of knowledge and
ignorance. Consider simple studies in which nonhuman primates
will selectively steal the piece of food that a dominant competitor
does not know about (Hare, Call, Agnetta, & Tomasello, 2000).
Success on these tasks requires that chimpanzees selectively repre-
sent the dominant competitor as ignorant of the existence of one
piece of food while knowledgeable about the other. If they simply
attributed no representation whatsoever to the other chimpanzee,
they should be equally likely to take either piece of food (because
the other chimpanzee would be equally unaware of both). When
one represents others as ignorant, there must be specific parts of
the world you do not represent them as knowing.

Importantly, the kind of ignorance we have been discussing
does not involve representing someone else as being aware of
their own ignorance (this would require a separate capacity
involving meta-representation, see Durdevic & Krupenye). The
difference is that when you represent another agent as being selec-
tively ignorant about some part of the actual world, the
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predictions you’ll make concern only the other parts of the actual
world they do know about (you’d predict that they’d be upset
about you eating the food they do know about, but not the
food that they don’t know about). But, if you are able to represent
other agents as having some awareness of their own ignorance
(knowing that they don’t know), then the predictions you’ll
make may also concern the ignorance itself, and what other
agent’s might do to alter their ignorance. As emphasized by
Royka & Jara-Ettinger, one possibility is that such a meta-
representation requires a mind that can employ some kind of
symbolic negation operator, allowing you to represent the agent
as knowing that they do not know. Future work may want to
explore this possibility.

We have been arguing for an understanding of knowledge
ascription that is both rich and flexible in some ways and notably
limited in others. However, both the richness and the limits arise
from a single unassuming commitment: When one represents
others as knowing or not knowing something, one represents
them as knowing or not knowing something about the actual
world.

R5. Give learning a try

This way of understanding knowledge fits seamlessly with our
claim that knowledge is for learning. When you represent your
friend as knowing how to ride a bike, even though you don’t
know how to, you take them to understand something about
the actual world: a way in which bikes can be ridden. You are
not particularly interested in their ideas about how to ride a
bike, independent of whether they actually work; what you take
them to know and what you want them to teach you is how to
actually ride a bike.

A number of commentaries pushed back on this basic idea,
arguing that the capacity for belief representation is a better can-
didate for underwriting learning from others, especially given the
success of cultural evolution in humans in particular (Dudley,
Gordon & Kovács; Richardson; Salazar; Sobel).

One form of this objection was succinctly put by Richardson,
who argues that knowledge cannot be both what humans share
with nonhuman primates and what explains humans’ unique
capacity for cultural accumulation. Stated this way, we couldn’t
agree more. While we do think that the capacity for knowledge
attribution is likely shared with nonhuman primates, we agree
that knowledge is not what explains humans’ unique capacity
for cultural learning. Rather, we suspect that humans’ unique cul-
tural accumulation of knowledge is instead explained by our
unique representational capacities – perhaps the capacity for rep-
resenting abstract propositions, encoding information linguisti-
cally, and so on. We believe these sorts of capacities, not the
capacity for knowledge attribution, are what differentiates humans
from other species. But of course, none of this means that knowl-
edge attribution doesn’t play a central role in the process of accu-
mulating cultural knowledge. If knowledge attribution works the
way we’ve been arguing, then changes in domain-general repre-
sentational capacities will result in changes in what we can and
do represent others as knowing, which in turn will change what
we can learn from them. And so, while nonhuman primates
may accumulate knowledge of foraging techniques (e.g.,
Musgrave et al., 2020), human infants may accumulate knowledge
of the names of novel objects (Bazhydai & Harris), and human
adults may accumulate knowledge of math, all while using the

same basic capacity for representing others as knowing something
about the actual world.

While this response may help to address the differences in the
content of cultural learning in nonhuman primates, there are
clearly differences not only in content but also in frequency and
tendency. We suspect that our proposal has little to contribute
in explaining these differences. There are myriad ways in which
humans are both more social and more successful in communi-
cating than our primate relatives (see Henrich, 2015 for a
discussion).

A second form of the objection that knowledge is for learning,
raised by Sobel among others, is that the processes for selectively
determining who to learn from may be better accounted for by a
form of belief representation. In a helpful response, the commen-
tary by Bazhydai & Harris provides a beautiful accounting of the
empirical evidence that knowledge rather than belief representa-
tions support selective learning in infants. The body of work
they discuss demonstrates that infants selectively learn from oth-
ers who are knowledgeable and selectively pass on information to
those who are ignorant, all while not yet demonstrating any real
capacity for the kind of meta-representation required by belief.
This literature similarly helps to address the point raised by
both Handley-Miner & Young and Kampis & Csibra that if
knowledge representations are going to be useful for social learn-
ing, they need to be accompanied by mechanisms for determining
who actually knows what you want to know. The literature on
trust in testimony provides remarkably thorough evidence for
how these mechanisms may function, and we hope that this liter-
ature will become increasingly integrated into theory of mind
research (see Bazhydai & Harris, Salazar, and Harris, Koenig,
Corriveau, & Jaswal, 2018). On a related note, one would expect
that what we choose to teach others is also guided by knowledge,
and here again, there is a growing body of evidence that knowl-
edge plays a key role in guiding the information we provide to
others (Turri, 2016b).

Finally, it may be worth being explicit that none of this means
that belief attribution cannot also support social learning.
However, if we are correct about the essential difference between
knowledge and belief, then the cases in which belief attribution
plays an essential role will be ones in which what you need to
learn is something specifically about how others think, not how
the world actually is. When the emperor wears no clothes, suc-
cessfully predicting and coordinating with others certainly will
require belief-based social learning. Still, we suspect such cases
make up the periphery rather than the core of learning from oth-
ers, especially in the course of primate evolution.

R6. What to do with belief?

Throughout, we have been arguing for a central way of under-
standing the differences between knowledge and belief attribution.
An important separate question, which was raised in a number of
commentaries, instead asks how these two forms of attribution
may be related to one another (Bender & Gatewood, Brakel,
Durdevic & Krupenye, Kano & Call, Nagel, Ninan).

As pointed out in the commentary by Nagel, the account of
knowledge attribution we’ve given can occur entirely indepen-
dently from belief attribution. Thus, our view differs in an impor-
tant way from standard philosophical views of knowledge,
according to which knowledge entails belief. It is important
here to keep in mind the difference between the philosophical
claim about the concept of knowledge and the psychological
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claim we have made (see the commentary by Gerken for a similar
concern). We’ve argued that the representation of knowledge does
not entail the representation of belief. This point is directly sup-
ported by the empirical evidence. For example, we’ve argued
that monkeys can represent knowledge but not belief. And if
that’s right, it clearly can’t be the case that their representing
knowledge entails their representing belief. This same point is
also supported by the growing experimental philosophy evidence
for cases in which people will attribute knowledge but not belief
(Myers-Schulz & Schwitzgebel, 2013; Yuan & Kim, forthcoming).
Such cases can naturally be described as ones in which we take the
agent to have access to the relevant part of the world even though
this access doesn’t exhibit the normal impact on the agent’s
thoughts or behavior (see the commentary by Brakel for related
ideas).

One way of thinking about this independence between knowl-
edge and belief aligns with the proposal from Kano & Call,
according to which the capacities for knowledge and belief attri-
bution are entirely separate. Kano & Call agree that human infants
seem to have an ability to attribute knowledge but not belief.
However, they are moved by the studies providing evidence for
false-belief representation in apes (Kano, Krupenye, Hirata,
Tomonaga, & Call, 2019; Krupenye, Kano, Hirata, Call, &
Tomasello, 2016; see also the commentary by Durdevic &
Krupenye). Thus, as they argue, given that the two capacities
do not consistently appear together, perhaps they should simply
be understood as arising from separate systems. While we are
less convinced that the existing research provides sufficient evi-
dence for a capacity for belief representation in nonhuman pri-
mates (and monkeys in particular, see sect. 4.1), we can set this
question aside for now. Note that if Kano and Call turn out to
be correct that some nonhuman primates have a capacity for
belief representation, there would remain a remarkably consistent
pattern across species: One never finds a capacity to represent
beliefs in the absence of a capacity to represent knowledge.

This consistent pattern suggests an alternative way of under-
standing the relation between knowledge and belief that aligns
instead with the proposal from Ninan. As argued by Ninan, the
capacity for belief representation may depend on a prior ability
to represent knowledge. Following an idea from Williamson
(2002), Ninan suggests that instances of representing others as
believing something may essentially be instances of represent-
ing someone as acting as if they knew something. If this is
right, then belief attribution (even in cases where the belief is
true), would require a form of counterfactual conditional rea-
soning. In other words, it would require representing a merely
possible way the actual world could have been, and then taking
the agent to be related to that world in much the same way we
take others to be related to the actual world when they know
things about it. Three features make Ninan’s proposal intrigu-
ing. The first is that it could explain the general pattern whereby
belief attribution appears later in development than knowledge
attribution. The second is that it fits well with the empirical cor-
respondence one finds in human development between coun-
terfactual conditional reasoning and belief attribution (Riggs
& Peterson, 2000). And the third is that it provides one way
of understanding why there are cases in which knowledge
does not entail belief, since knowing something does not entail
acting as if one knew that thing (Myers-Schulz & Schwitzgebel,
2013; Radford, 1966).

While we are not yet sure whether belief representation
should be understood as depending in some way on knowledge

representation, this is clearly an important area for future
research.

R7. One thousand flowers

There remains a great deal we do not know about the basic theory
of mind capacity we have been concerned with. At least partially,
this is because knowledge attribution has received comparatively
less attention than belief attribution in the history of theory of
mind research. So, while we agree with Dudley & Kovács, Kano
& Call, and Richardson that our paper should probably not incite
a wholesale abandonment of the study of belief attribution, we
want to emphasize the range of commentaries that pointed to
important new questions and future directions for the study of
knowledge. We hope these questions spur a new era in theory
of mind research.

R7.1. Catching up

In the past 40-plus years – starting from the proposal of the false-
belief task in the commentaries to Premack & Woodruff’s (1978)
article in this journal – we have learned a great deal about belief
representation. We have largely reached a consensus on the neural
substrates involved in representing false beliefs (e.g., Saxe and
Kanwisher, 2003). We have developed elegant ways of computa-
tionally modeling the process of belief attribution and update
(e.g., Baker, Jara-Ettinger, Saxe, & Tenenbaum, 2017;
Jara-Ettinger, Schulz, & Tenenbaum, 2020). We have an increas-
ingly good idea of when the capacity for belief attribution arose
over the course of evolution (e.g., Marticorena, Ruiz, Mukerji,
Goddu, & Santos, 2011). And, we have thoroughly studied the
extent to which humans automatically represent others’ false
beliefs (e.g., Apperly, Riggs, Simpson, Chiavarino, & Samson,
2006; Kovács, Téglás, & Endress, 2010; Phillips et al., 2015).
Yet, as pointed out in many of the commentaries, we have corre-
sponding gaps about each of these when it comes to knowledge.

R7.1.1. The neuroscience of knowledge attribution
The commentaries by Bricker and Gordon call for the emergence
of the neuroscientific study of knowledge attribution. Bricker’s
EEG study (Bricker, 2020) is a helpful early step in this direction.
He finds that belief representation demands more neural
resources than knowledge representation as indicated by differ-
ences in P3b amplitude. A clear implication of this finding is
that knowledge representation – even propositional knowledge
representation – does not depend on belief representation, since
representing the agent’s knowledge requires less processing than
representing the agent’s beliefs. Still, many open questions
remain. Because theory of mind networks have quite literally
been defined by false beliefs (i.e., a false belief vs. false photograph
contrast, Dodell-Feder, Koster-Hale, Bedny, & Saxe, 2011), we
don’t yet have much of an understanding of the neural mecha-
nisms involved in knowledge representation. Thus, an important
and completely open question is whether knowledge representa-
tion recruits the same theory of mind network as belief represen-
tation or relies on a distinct set of neural substrates.

R7.1.2. The computation of knowledge attribution
The commentaries by Asaba et al., Durdevic & Krupenye, and
Royka & Jara-Ettinger emphasize the importance of understand-
ing the computational processes that underwrite knowledge attri-
bution. The existing research on computational theory of mind
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relies on inferences over belief states, whether through Bayesian
inference (Baker et al., 2017), inverse reinforcement learning
(Jara-Ettinger et al., 2020), or another mechanism (Koster-Hale
& Saxe, 2013). What the current proposal suggests is that there
may be simpler forms of theory of mind computation that do
not require representing and reasoning over the potentially
huge number of wrong beliefs an agent may have. Moreover, if
the current proposal is correct, then the computations that under-
write knowledge attribution may instead directly recruit one’s
own understanding of the world, which would serve to drastically
reduce the space of possible knowledge states necessary to reason
over. We hope future work takes up this challenge.

R7.1.3. The evolution of knowledge attribution
While we’ve argued that knowledge arose before belief, this does
not settle the question of when the capacity for knowledge repre-
sentation actually evolved. The commentary by Veit suggests this
capacity arose during the Cambrian explosion. Maybe so, but
either way, this is an empirical and testable claim we hope is
taken up in future work by studying knowledge representations
in species less related to us than nonhuman primates, such as cor-
vids, canines, or even octopuses.

R7.1.4. The automaticity of knowledge attribution
The commentary by Surtees & Todd points out that a great deal
remains to be done in studying implicit, spontaneous, or auto-
matic knowledge representations. As we’ve argued, and was
expanded on by Surtees & Todd, most of the current evidence
is based on visual perspective taking tasks, which at best can
only provide suggestive evidence for the automatic calculation of
genuine knowledge representations. (The evidence is less equivocal
about belief representations, which clearly do not seem to be auto-
matic.) While there have been a few studies that have looked at
abstract knowledge rather than visual perspective taking (e.g.,
Dungan & Saxe, 2012), the question of whether we automatically
calculate what others know, and what the limits of these calcula-
tions are, remain important questions for future work.

R7.2. Looking forward

In addition to commentaries proposing that we need to under-
stand knowledge in the same ways we’ve come to understand
belief, other commentaries emphasized that there are aspects of
knowledge that merit studying on their own grounds.

In this vein, the commentary by Gerken points toward the
importance of studying the biases and limits of knowledge repre-
sentation. As Gerken argues, some interesting features of knowl-
edge representations may provide further clues to how this
capacity functions. We agree that studying the signature limits
of knowledge ascription is an important and productive avenue
for future work. We suspect that this approach will also help
uncover ways in which knowledge and true belief attribution
come apart, the importance of which was emphasized by
Lassiter and Durdevic & Krupenye.

Similarly, the commentary by Machery, Barrett, & Stich
(Machery et al.) argues for the importance of studying cross-
cultural and cross-linguistic variation in knowledge ascription
(also emphasized by Bender & Gatewood). While it would be
surprising if there was genuinely no cross-cultural or cross-
linguistic variation in knowledge ascription, the extant evidence
indicates that many of the notable features of knowledge attribu-
tion exhibit remarkable cross-cultural stability. For example, a

well-known developmental finding is that there is remarkable
stability in the order in which children pass a battery of theory
of mind tasks (Wellman & Liu, 2004), and variations across lan-
guages and cultures are relatively minor (e.g., Shahaeian, Peterson,
Slaughter, & Wellman, 2011). Moreover, Machery et al. (and their
colleagues) have found robust evidence that knowledge is denied
across cultures in Gettier cases (Machery et al., 2017) and that
knowledge ascriptions are equally insensitive to stakes across cul-
tures (Rose et al., 2019). And there is even new evidence for cross-
cultural stability in the tendency to attribute knowledge in cases
where belief is denied (Yuan & Kim, forthcoming). In their com-
mentary, Machery et al. hint at some preliminary evidence that
there may be cases in which this last feature of knowledge is
not exhibited. If those results hold up, it would certainly be inter-
esting and important. Still, we do not think that such a finding by
itself would be problematic for our general proposal. If the capac-
ity for knowledge representation is indeed basic in the way we’ve
argued, one should expect a lot of generality across languages and
cultures, but probably not strict universality (see Strickland,
2017). More importantly though, the only way to know whether
this generality claim holds up is to do the difficult and important
cross-cultural work being done by Machery et al. Thus, we echo
their call to continue investigating cross-cultural and cross-
linguistic variation in knowledge attribution.

A final group of commentaries emphasized the importance of
better understanding knowledge representations in our social lives,
especially in cases in which we interact with and learn from others.

The commentary by Bazhydai & Harris calls for studying the
relationship between knowledge representation and active solicita-
tion of teaching from and to others. As they emphasize, an impor-
tant but as of yet unanswered question is whether young children
exhibit higher rates of soliciting information from others when
they represent them as knowing something rather than (merely)
truly believing it. In a similar vein, the commentary by Erdemli,
Audrin, & Sander suggests that the process of learning from others
may partially be driven by “social epistemic emotions” and “affec-
tive social learning.” We hope that researchers working on active
solicitation begin to research these important questions.

Relatedly, Asaba et al. and Handley-Miner & Young empha-
size the importance of studying knowledge representation in cases
of real-world complexity, where people may only have partial
knowledge and you may even be uncertain about who has knowl-
edge or how much knowledge they have. Following much of the
empirical research, we have emphasized cases where knowledge is
relatively clear-cut. However, many real-world cases involve pre-
cisely the kind of uncertainty Handley-Miner and Young point
out. The literature on trust in testimony provides a rich resource
to draw on (see Harris et al. 2018 for a recent review), but better
understanding knowledge attribution in the face of such uncer-
tainty clearly remains an important avenue for future work.

Asaba et al., Schlicht et al., and Woo, Tan, & Hamlin (Woo
et al.) all raise important questions concerning theory of mind
about others’ goals or preferences. An ability to represent others’
goals and preferences, much like the ability to represent knowl-
edge, appears early in development and before belief representa-
tion (see the commentaries by Schlicht et al. and Woo et al.).
Notice that when you represent others as having goals or prefer-
ences, these seem to involve the actual world. Others may have a
goal of getting to a particular part of the actual world (say, the
top of a hill), or a preference for eating some part of the world
(say, cookies). An intriguing possibility then is that this form of
theory of mind, much like knowledge, essentially involves one’s

74 Response/Phillips et al.: Knowledge before belief

https://doi.org/10.1017/S0140525X20000618 Published online by Cambridge University Press

https://doi.org/10.1017/S0140525X20000618


own understanding of the actual world. And if this is correct, then
we would not expect an early facility in attributing goals or desires,
when the object of those goals or desires is precluded by the actual
world (e.g., wanting to eat a cookie now that was already eaten yes-
terday). We hope future work investigates this possibility.

And with that, let us turn to a new chapter in theory of mind
research.

Notes

1. We’d like to note that some of the authors (WB and JT) have recently chal-
lenged views on which the factivity of knowledge requires that one can only
know things that are strictly speaking or precisely true (Buckwalter & Turri,
2020a, 2020b).
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