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Abstract

A major use of neuropsychological assessment is to measure changes in functioning over time; that is, to determine
whether a difference in test performance indicatesadchange in the individual or just chance variation. Using 7
illustrative test measures and retest data from 384 neurologically stable adults, this paper compares different
methods of predicting retest scores, and of determining whether observed changes in performance are unusual. The
methods include the Reliable Change Index, with and without correction for practice effect, and models based upon
simple and multiple regression. For all test variables, the most powerful predictor of follow-up performance was
initial performance. Adding demographic variables and overall neuropsychological competence at baseline
significantly but slightly improved prediction of all follow-up scores. The simple Reliable Change Index without
correction for practice performed least well, with high error rates and large prediction intervals (confidence
intervals). Overall prediction accuracy was similar for the other three methods; however, different models produce
large differences in predicted scores for some individuals, especially those with extremes of initial test performance,
overall competency, or demographics. All 5 measures from the Halstead—Reitan Battery had residual (ebserved
predicted score) variability that increased with poorer initial performance. Two variables showed significant
nonnormality in the distribution of residuals. For accurate prediction with smallest prediction—confidence intervals,
we recommend multiple regression models with attention to differential variability and nonnormality of residuals.
(JINS 1999,5, 357-369.)
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INTRODUCTION detecting significant or “real” neuropsychological changes

) , in individualsare less well developed.
One of the major uses of neuropsychological assessment is paneated administrations of neuropsychological tests fre-

to measure changes in functioning over time. Such changeauenﬂy yield varying results, even in people who have not

on the positive side, may include improved functioning du€gyyerienced any true change in neurobehavioral status. This
to treatments or to spontaneous recovery following braing e 1o less than perfect reliability of test instruments, as
injury or toxic exposure. It is also important to be able 10 el 45 practice effects, fluctuations in test taking attitudes,

detect deteriorating functioning due to disease progressiony, other factors. Moreover, these influences are or may be
treatment side effects, or other new brain insults. While stagiterent for different tests. and for different types of peo-

tistical methods for comparing groups on neuropsycholog—me, and many questions exist about how much of a change

ical change are relatively straightforward, techniques for, test score is significant or unusual for a particular indi-

vidual and test. More fundamentally, it is unclear what sta-
tistical approach is best suited for predicting a follow-up
neuropsychological test score and what factors should be

Dr. Erin D. Bigler served as action editor during the course of this review.cqnsidered in the prediction model. Potentially important
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neuropsychological impairment, general level of neuropsying sample, with 5% outside the interval on the lower end
chological competence at baseline), features of the test iand 5% outside on the upper end. In the terms defined
guestion (test-retest reliability, practice effects, floor—above, the RCI model is equivalent to the predicted retest
ceiling on test scores), duration of the test—retest intervalyalue equaling the initial score and the prediction interval
and indicators of the participant’s state at the time of theextending in each direction 1.645 standard deviations of
testings (mood, cooperativeness, medications consumedthe test—retest differences.

Furthermore, after settling on a method for predicting a A second model attempts to improve upon the RCI by
follow-up neuropsychological test score, additional quesincluding an adjustment for practice effects. In this model,
tions remain about how best to establish the interval arounthe predicted retest score is the person’s baseline score plus
the prediction that contains commonly observed differ-the mean practice effect for the normative sample, and the
ences between the predicted values and the actual scores procedure for defining an unusual deviation from the pre-
repeat testing when there has been no real change in tliicted value is the same as in the basic RCI procedure
individual. We will call these intervalprediction intervals  (Chelune et al., 1993).

(Kleinbaum & Kupper, 1978) to be consistent with the sta- The third model uses linear regression of the retest scores
tistical literature, although they also have been cafled-  on the initial scores in the norming sample to generate a
fidence intervaly McSweeny et al., 1993; Sawrie et al., formula for predicting a follow-up score from any baseline
1996). In this paper, we will use intervals that are expectedcore (McSweeny et al., 1993). This approach provides cor-
to contain 90% of the differences between actual and prerection for both practice effects and regression toward the
dicted test scores. Discrepancies outside the prediction imnean. The prediction interval extends in each direction 1.645
terval are considered to indicate “significant” change.times the standard deviations of the residuals estimated by
Usually one tries to define intervals so that, in a populationthe regression. That is, a retest score is considered unusual
that is stable, one would have 5% of cases show “signifidif the difference between it and its predicted value exceeds
cant deterioration” and 5% show “significant improve- the residual standard deviation from the norming sample
ment.” But how should these intervals be determined? Fotimes 1.645, the-score cutoff for a 90% interval based on
example, can they be based on the normal distribution? Mighthe normal distribution.

different prediction intervals be needed for different types The last model to be considered here uses stepwise linear
of people (oldvs.young, generally high functionings.low  regression for the prediction of retest scores on the basis of
functioning)? multiple factors that could be important. In addition to the

In the present article we will address several of these quegaseline scores on the test in question, variables considered
tions using test—retest data from a large sample of neurdn this prediction model were test—retest interval, demo-
logically stable adults. More specifically, we will compare graphic variables, and a measure of overall neuropsycho-
four models for assessing change in selected neuropsyegical competence at baseline. Furthermore, the possibility
chological variables, using multiple measures of predictiorof a nonlinear relationship between initial and retest scores
accuracy: standard deviation of the differences between olwas considered by including the square and the cube of the
served and predicted scores; deviations from expected peinitial score in the variable selection. Similarly, the square
centages of participants who score outside of designateand cube of the test—retest interval were evaluated for in-
prediction intervals in both the positive and negative direcclusion. For the fourth model, one can use the analogous
tions; and the length of the prediction interval, that is, themethod for determining an unusual deviation from the pre-
minimum positive and negative deviations from predicteddicted retest score as in the simple linear regression ap-
scores that define significant change (given comparable eproach (Model 3), with the residual standard deviation being
ror rates, a shorter length indicates more sensitivity to deebtained from the multiple regression.
tect true change). For each model we also present methodsAll of the methods discussed so far are based on the as-
for calculatingz scores to facilitate comparing the direction sumption that the residuals follow a normal distribution. This
and degree of change across measures. assumption is sometimes false. Thus we examine the distri-

The first, and simplest model to be considered here idbution of residuals and, for several measures where the re-
the Jacobson and Truax (1991) Reliable Change Indegiduals have a decidedly nonnormal distribution, we also
(RCI). This method bases the significance of a change ipresent distribution-free intervals.
any individual test score on the difference between the ini- Finally, to explore whether accuracy of prediction is con-
tial and retest scores for the normative subject sample. I§tant across different levels of predictor variables, we di-
the absolute value of this change exceeds the standardded cases into subgroups based on their predictor values
deviation of the test—retest differences in the norming samand calculated the standard deviation of the residuals for
ple, multiplied by thez-score cut point that defines a des- each subgroup. If these standard deviations were substan-
ignated percentile in the normal distribution, the change idially higher for one subgroup than another (e.g., for older
considered reliable (i.e., unlikely to occur by chance). Thethan for younger participants), this implies that different sub-
most commonly used cutoff percentage point is the 95thgroups need different cutoffs for defining unusual devia-
Z, = Z 45 = 1.645; this defines a prediction interval that tions from their predicted retest values. Although this extra
should include 90% of individuals like those in the norm- step could be taken for any of the prediction models, the
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relevant analyses were performed only for the multiple ression model (Model 4), variables evaluated as potential pre-

gression model (Model 4) for illustrative purposes. dictors for Time 2 score on each neuropsychological measure
include the score on that measure at Time 1, its square and

METHODS cube (to allow for a nonlinear relationship), the overall neuro-
behavioral competence at Time 1 as estimated by the Aver-

Research Participants age Impairment Rating, the test-retest interval (in months),

. . demographic information, and presence or absence of pre-
The participants were 384 normal or neurologically stablegyisting conditions that could affect brain function. (The lat-
individuals who were tested twice as part of several 10ngigr \vere prior hospitalization for head trauma or treatment
tudinal studies. All were at least 15 years of age. One hung,, alcoholism, each coded 0 if absent, 1 if present.) Demo-
dred thirty—gight participan.ts.had no recent trauma hiStorygraphic information included age (in years), years of edu-
and were friends of head-injured cases; thiggnd con-  cation (counted as 12 for a student currently in high school),

trols had a scheduled test-retest interval of 11 months. Ongp, ingicator for current high school student status (0 if not
hundred twenty-one had suffered a recent traumatic injuryy, high school at first testing, 1 if in high school), sex (O if

that spared the head; these we ¢eduma controlsThey  aje 1 if female), and race (O if White, 1 if Nonwhite). A

were tested for baseline 1 month after trauma, and then 10 iation that omits the measure of overall neurobehavioral

months later. All of the friend controls and trauma controlsCompetence allows one to determine how much demo-
were tested at the University of Washington under the diyaphic information, nonlinear terms, and interval alone add
rection of one of us (S.S.D.). Twenty percent of friend con- he prediction by Time 1 score.

trols and 46% of trauma controls had preexisting conditions Stepwise linear regression was used to predict retest val-

that might affect test performance, the most common beingeq hased upon the measures just described. At each step,

alcoholism or a head injury in the past. The remaining pary 5riaple was added to the prediction model if it had the high-

ticipan.ts in these groups denied any histor){ of conditﬁon%st partial correlation among variables not already in the
that might be expected to affect brain function. The finalg g ation, and if the significance level associated with the

125 participants were enrolled in longitudinal research, griapje was under .05; conversely, a variable was removed
projects at multiple sites under the supervision of the neurog.gm the model if its significance level rose above .10 as
psychology laboratories at the University of Coloradooﬂ1er variables were added.

(R.K.H.) or the University of California at San Diego (1.G.); |t should be noted that, with both the bivariate and multi-

these individuals had no history of trauma or disease involvy 4 iate regression models (Models 3 and 4), it is possible
ing the brain. The scheduled test— ’

e t-retest intervals of thesgy 5 participant to have no change or even slight worsening
participants ranged from approximately 2 to 12 months;n their score on a retest, but because of adjustment for re-

Thesg samplgs were chosen to represent arange of dena'ession to the mean or other predictors, to have the equa-
graphics pertinent to neuropsychological status in neurogong ingicate that this represents improvement over what is
logically stable individuals. predicted. This occurred very rarely, however, and for the
present demonstrations we conservatively elected to count
Test Measures this asno changeather tharimprovementWe treated sim-

The Halstead—Reitan Neuropsychological Test Batteryla/ly those cases where no change or an actual improve-
(HRB) and the Wechsler Adult Intelligence Scale (WAIS) ment _from first to second testings was indicated by the
were administered to all participants according to instruc-duations to represent deterioration, although we acknowl-
tions contained in their respective manuals (Reitan & Wolf-€d9€ that true deterioration could be manifest by the ab-
son, 1993; Wechsler, 1955) For the present analyses, tRence or d|m|nu_t|o_n of an expected pra_tctlce effect. In the
following representative measures were chosen from thes@Ver 2,500 predictions evaluated for this paper, these two
batteries: the WAIS Verbal and Performance 1Qs, the CatSituations arose only seven times. S

egory Test (number of errors), the Tactual Performance Test AS Was pointed outabove, in order to identify the “usual”
(TPT)—Total Time (minutes per block for the combined tri- ranges of retest scores, we examined residuals from the pre-

als with dominant, nondominant, and both hands), Trails gdiction models (i.e., the differences between actual and pre-

(number of seconds to complete), Halstead Impairment indicted retest scores). Most commonly, this is done making
dex, and Average Impairment Rating (AIR; Russell et al. the assumption that the residuals follow a normal distribu-
1970). In order to reduce testing time and patient fatiguelion- However, it is possible that, for some measures, the
time limits were imposed on the Trail Making Test (Trails residuals have a skewed distribution, so that the predicted

B = 300 s) and the Tactual Performance Test (10 min eacf2N9€ based on the normal distribution actually shows a
for trials with dominant, nondominant, and both hands). higher or lower than desired percent of the normative sam-
ple being classified as “unusual” in one direction. To eval-

uate these possibilities, we examined the actual percent of
cases below the theoretical 2.5, 5, 10, 20, 80, 90, 95, and
The data analytic approaches for Models 1 through 3 ar®7.5 percentage points based on the normal distribution. If
outlined above in the Introduction. For the multiple regres-two or more of the actual percentages differed significantly

Data Analyses
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from the normal-distribution-based values at the testwise .0%able 1. Demographic information for the participant
level using a binomial test, we considered the assumptiosample N = 384)
of normality to be violated and calculated additional inter-

vals around predicted retest scores based on the observ¥éd 20l N (%) M (SD)
distribution of the residuals; that is, for these variables, weage (years)
will present the observed 5th and 95th percentiles of the 15-24 137 (36) 34.2 (16.7)
residuals as “distribution-free” 90% prediction intervals. 25-34 105 (27)

To examine whether the accuracy of the prediction is con- 35—44 61 (16)
stant across different levels of the predictor variables, we 45-54 25 (6)
divided the cases into subgroups based on their predictor gg:?j ;g E;’;
values and calculated the standard deviation of the residu- 75 or older 1 (3)
als for each subgroup. If the standard deviation was at lea
25% higher in one subgroup than another, we calculated dif- \;5e 253 (66)
ferent prediction intervals for different subgroups. As noted Female 131 (34)
above, this could be done for any of the methods but iRacial-ethnic category
provided for the multiple regression method for illustrative ~ White (including Hispanic) 340 (89)
purposes. Nonwhite 44 (11)

For any of the methods, one can transform the retest scordslucation 123 (2.7)*
into standardizea scores by calculating score= sign X High school student 38 (10)
(observed retest scorepredicted retest scorépsidual stan- ~ L€ss than high school 89 (23)
dard deviation. Sign equalsl for measures where a higher g:)gmheSEZﬁgl graduate 111027 ((225))
score indicates better performance (VIQ, PIQ) and equals College gra%uate 38 (10)
—1 for measures where a lower score indicates better pek.q;_retest interval (months) 9.1 (3.0)
formance (Category, TPT total, Trails B, Halstead Index, 53_ 49 55 (14)
AIR). Thus a positive score indicates better than predicted 50_ 7.9 56 (15)
retest performances. 8.0-10.9 166 (43)

11.0-13.9 106 (28)
15.8 1 (.03)

RESULTS Preexisting alcoholism (%) 57 (15)
The subject sample’s demographic characteristics and tesrior head injury (%) 27 (1)

retest intervals are described in Table 1. Although only 149 O cluding current high school students
of the sample is over age 54 and only 11% is Nonwhite,
both low and high education levels are well represented. All
test—retest intervals are between 2 and 16 months, and within
that range, all intervals except the longest contain at leastariables were entered (Model 4). The additional predictors
50 individuals. also are shown in the order they entered. Except for Hal-
stead’s Impairment Index, the initial test result always en-
tered the prediction model first. All of these predictions
improved significantly with the addition of variables other
The means and standard deviations of the scores at each tet$tan initial test score, although the magnitude of the in-
ing, as well as of the Time 2 minus Time 1 difference, arecreased correlation and reduced standard deviation of resid-
given in Table 2. The ranges of neuropsychological scoresals usually was not large. This is true particularly for the
at the initial testing are also given. Inspection of the mearprediction of VIQ2: After VIQ1 was considered, education,
Time 2 minus Time 1 difference scores reveals considerage, and test—retest interval improved prediction a statisti-
able variability in the amounts of practice effects they showcally significant amount; nevertheless, the improvement in
As defined by change from Time 1 to Time 2 compared tocorrelation was slight, in the 3rd decimal place. AIR, the
the standard deviation at Time 1, the Category Test and PI@heasure of overall neuropsychological competence, en-
show relatively large practice effects whereas the VIQ andered most predictions either second or first. That measure
Trails B show relatively small practice effects. is based on a whole battery of tests. As seen from the itali-
Prediction results based on regression (Models 3 and 4)ized entries in Table 3, predictions that are almost as good
are given in Table 3. This table gives the test-retest correcan be obtained using only demographics and squares and
lations and the standard deviation of the residuals, as wettubes of the Time 1 score if AIR is not available.
as the slope (unstandardized beta) and intercept (constant) The prediction equations for the multiple regression mod-
needed to predict the retest score based only upon the initigls (Model 4 and its variant) are given in Table 4. By sub-
test score (Model 3). The table also includes the multiplestituting values for an individual of interest, one can calculate
correlation after all related predictors were included, as welthe predicted value at the second testing. For example, if a
as the standard deviation of the residuals after all predicto80-year old scored .20 min per block on TPT Total (an un-

Predicting Retest Scores
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Table 2. Summary of initial, retest, and test—retest difference scores
Difference

Time 1 Time 2 (T2-T1)
Measure M (SD) Minimum Maximum M (SD) M (SD)
VIQ 108.4 (13.7) 69 149 109.5 (14.0) 1.1 (4.8)
PIQ 108.5 (11.5) 73 135 113.6 (12.7) 5.1 (6.4)
Category 41.0 (26.1) 4 145 30.4 (25.0) —10.5 (14.1)
TPT Total 52 (0.49) 16 6.0 43 (0.33) —.09  (0.29)
Trails B 72.0 (45.2) 25 276 68.2 (46.1) -3.9 (21.6)
Halstead Index .29 (.28) 0.0 1.0 .24 (.27) —-.05 (0.17)
AIR 1.02 (.56) 17 3.36 .88 (.55) -14  (0.22)

usually good score) and 1.00 on Average Impairment Ratpredicted score would be .11. The difference in values pre-
ing at the first testing, their TPT Total score at a secondlicted by the models is substantial. For a more usual case,
testing is predicted to be TPTtotat2.590 X TPTtotall— such as a 20-year-old with Time 1 scores of .60 on TPT To-
.0340 X TPTtotal? + .0844x AIR1 + .00200X age— tal and 1.50 on AIR, the predictions are much closer: .51 by
.0155= .590 X .20 — .0340 X .207 + .0844 X 1.00 + Model 2, .47 by Model 3, and .49 by Model 4.

.00200x 60 — .0155= .29. Using only the Time 1 score as  Prediction equations for the Average Impairment Rating
a predictor, this person would have a predicted score o&nd Trails B are portrayed graphically in Figure 1 for a few
(.55) X (.20) + .14 = .25; using the RCI with practice, the predictor values. Figure 1A shows the predicted Time 2 score

Table 3. Summary of the regressions. The slope and intercept are given for the prediction based on only initial scores as is the
multiple correlation of retest score with initial score and with all predictors entering. The residual standard error after the initial
score and after all selected variables were entered are also shown. The specific predictors for each measure are shown in the
order of predictor entry. For models where AIR1 entered as a measure of overall competence, the results from the variation
that excluded that predictor are shown below in italics.

Model 3 Model 4
Correlation Residual Residual
with SD after Correlation SD after
Measure initial initial  Slope Intercept with all all Multiple regression predictots
VIQ .94 4.8 .95 6.1 .94 4.7  VIQ1, Ed, Age, Interval
PIQ .86 6.4 .95 10.7 .88 6.1 PIQ1, AIR1, Interval, Ed, Race
.87 6.2 P1Q1, Ed, Race, current high school
student
Category .84 13.3 .80 —2.6 .88 11.9 Categoryl, AIR1, Race, Age, Ed
.87 12.3 Categoryl, Age, Race, Ed, Categoryl
squared
TPT Total .88 .15 .55 .14 91 .13 TPTtotall, AIR1, TPTtotall squared, Age
91 .13 TPTtotall, TPTtotall squared, Age,
TPTtotall cubed, Race
Trails B .88 21.3 .90 35 .90 19.6 Trails B1, AIR1, Age, TrailsB1 squared,
Ed, Prior head injury
.90 19.9 Trails B1, Age, TrailsB1 squared, Ed,
Prior head injury, Race
Halstead Index .82 .16 .81 .01 .87 .14 AIR1, HI1, Age, HI1 squared, Race,
Sex, HI1 cubed
.85 .14 HI1, Age, HI1 squared, Race, Ed
Average Impairment Rating .92 .21 .90 —-.04 .94 .19 AIR1, Age, Race, Ed, AIR1 squared,

AIR1 cubed, Interval

Initial test scores are indicated by the test name followed by a 1.
Note.AIR = Average Impairment Rating, Ed education, H= Halstead Index, Intervat test—retest interval.
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Table 4. Equations to predict retest score based on initial test result and other variables. Equations in italics exclude AIR
as a potential predictor.

VIQ2 = .901X VIQ1 + .0372X age+ .464 X education— .194 X interval + 6.58

PIQ2= .803X PIQ1— 3.34X AIR1 — 2.38X race+ .347 X education— .269 X interval+ 28.5

PIQ2 = .879X PIQ1 + .607 X education— 3.10X race + 2.59X current high school student 11.5

Category2= .520 X categoryl+ 10.8 X AIR1 + 7.86 X race+ .143X age— .780X education+ 1.77

Category2=.430 categoryl+ .00214x category® + .256 X age+ 10.0x race— 1.11 X education+ 1.58

TPTtotal2= .590X TPTtotall— .0340x TPTtotal? + .0844x AIR1 + .00200X age— .0155

TPTtotal2= .820X TPTtotall— .135X TPTtotal® + .0118X TPTtotal + .00303x age+ .0514X race — .103

TrailsB2= .355X TrailsB1+ .00112X TrailsB1? + 14.6 X AIR1 + .331X age— 1.18x education+ 8.39X prior head injury+ 22.1
TrailsB2=.518X TrailsB1+ .000933x TrailsB1? + .472x age— 1.54 X education+ 9.45X prior head injury+ 6.96 race+ 9.31
HI2 = —.305X HI1 + 1.48X HI1% — .908 X HI1® + .214 X AIR1 + .00281X age+ .0575X race+ .0396X sex— .146

HI2 = .303X HI1 + .385X HI12 + .00372X age+ .0867 X race — .0078X education— .036

AIR2 = .188X AIR1 + .381X AIR1? — .0685x AIR1® + .00506X age— .0119X% education+ .149x race+ .00777X interval+ .215

Note.Initial test scores are indicated by the test name followed by a 1, retest scores are indicated by the test name followed by-aARerdée
Impairment Rating, HE Halstead Index, Intervat test—retest interval in months.

on Average Impairment Rating for any Time 1 score for aas the percent of the norming sample outside those intervals
White person with a high-school education and a 12-montlin each direction. All of the methods considered are de-
test—retest interval. Note that the accuracy of the predictiosigned so that 5% of the cases should be outside the predic-
and the size of the prediction intervals are not reflected irtion interval in the direction indicating improvement and
Figure 1; these important issues will be addressed later. I6% should be out in the direction indicating deterioration.
Figure 1A, three curves are shown representing particiAs seen in Table 5, for the simplest method based on the
pants at different ages: 20, 40, and 70 years old. One caReliable Change Index (in which the predicted value at Time
see the curvature in the prediction line and that, even for 2 is the Time 1 score) most of the neuropsychological vari-
fixed initial score, older people tend to score more poorly atables have a significantly higher than expected percentage
retest. For comparison, three straight lines corresponding tof participants classified as improved and a significantly
expected performance according to Models 1, 2, and 3 alslower percentage classified as deteriorated. Most of these
are plotted on each panel. The simplest, shown by dots, preneasures have a practice effect, and a method that ignores
dicts the Time 2 score to be identical to that at the first testit usually suggests that far too many people improve. By
ing, according to the Reliable Change Index. The parallehccounting for the average practice effect, Model 2 yields
line below it takes into account the average practice effecpercentages much closer to those expected. That does not
shown in Table 2, as would be done in Model 2. Comparednean, however, that the differences between the observed
to regression-based predictions, both of these prediction pr@and predicted scores follow a normal distribution. In fact,
cedures tend to estimate values that are more extreme f@ategory Test, TPT Total time, Trails B time, and Halstead
people with very good or very bad initial scores. The lessindex all have at least two of the checked percentiles sig-
sloped line, shown by long dashes, plots the regressiomificantly different from those based on the normal distri-
based prediction using initial score only; the slope and inbution. Additionally, since Model 2 ignores regression to
tercept for this line are given in Table 3. the mean, as seen in Figure 1, it is likely to predict scores

Figure 1B depicts the Time 2 Trails B score as a functionthat are too good for those initially scoring well and too bad
of the Time 1 score and initial score on Average Impairmentfor those initially scoring poorly. The regression methods
Rating. This is for a 40-year-old with a high school educa-take this into account, yielding slightly narrower prediction
tion and no prior history of head injury or alcohol abuse.intervals; for TPT—Total time per block, the prediction in-
For Model 4, one can see that initial overall competence, aterval narrows substantially by using a Model 3 prediction
estimated by Average Impairment Rating, has a substantiddased only on the Time 1 score. Category, TPT Total, Trails
effect on the predicted Trails B retest score even after acB, and Halstead Index show deviations from normality in
counting for initial Trails B score. Again, the three straight the residuals from Model 3. Taking other potential predic-
lines corresponding to Models 1, 2, and 3 are shown fotors into account (in Model 4) narrows the prediction inter-
comparison. val by a slight but statistically significant amount for most

of the measures considered. TPT time again shows a notice-
able decrease in the width of the prediction interval.

Comparing Prediction Intervals Based

on the Four Procedures Distribution-free intervals

Table 5 shows, for each of the four prediction models, theBoth Trails B and TPT Total time per block have residuals
prediction intervals based on the normal distribution as welthat are substantially nonnormal for all of the models. Both
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Fig. 1. Time 2 score predicted by the four models as a function of Time 1 score. Panel A presents Average Impairment
Rating; the multiple regression predictor (Method 4) is shown for a White person with a high-school education and a
12-month test—retest interval and a selection of ages. Panel B presents Trails—B; the multiple regression predictor
(Method 4) is shown for a 40-year-old with a high school education and no prior head injury and a selection of initial
scores on Average Impairment Rating (AIR).
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Table 5. Normal-distribution-based prediction intervals and the percentages of participants classified as “unusual” by four models for
predicting neuropsychological retest scores

Model 1 Model 2 Model 3 Model 4
Reliable Change Index (RCI) RCI with practice effect Regression on Time 1 score Regression with all predictors
Prediction Percent Percent Prediction Percent Percent Prediction Percent Percent Prediction Percent Percent
Measure interval improved deteriorated intervaP improved deteriorated intervaP improved deteriorated interval improved deteriorated
VIQ +7.9 10* 5 +7.9 3 7 +7.9 4 7 +7.7 4 6
PIQ +10.6 20* 1* +10.6 7 3 +10.6 6 3 +10.0 4 4
Category +23.2 17* 2% +23.2 6 2* +21.9 5 5 +19.6 4 4
TPT-Total +.48 4 1* +.48 3 1* +.31 1* 4 +.21 2% 4
Trails—B +35.6 7 3 +35.6 4 4 +35.1 4 4 +32.3 2% 5
Halstead Index =+.28 14* 4 +.28 3 4 +.26 3* 8* +.22 5 7
AIR +.36 14* 0* +.36 4 5 +.35 5 6 +.32 4 6

@Prediction interval indicates the values around the model-predicted Time 2 score that would be expected to be seen in 90% of the norming sample.
“Improved” and “Deteriorated” indicate the percentage of participants in the norming sample who were actually classified as unusually bes&sr or wor
respectively, at Time 2 based on the indicated method of obtaining the predicted value and a prediction interval based on the normal distrgmition. Tho
that differ significantly from the expected 5% are marked with *.

have some skewness as well as outliers that inflate the staseciated with increased variability on retest. This has major
dard deviation of the residuals. Table 6 gives the distributionimplications for prediction intervals. The intervals given so
free prediction intervals for these two measures. Because dér will tend to be too wide, hence missing true change, in
the outliers, the distribution-free intervals are narrower tharindividuals with good initial performance, and will be too
the normal-based intervals shown in Table 5 and still resulbarrow, hence calling normal variability changed perfor-
in 5% of these stable individuals classified as each of im-mance, in those with poor performance. Table 8 shows re-

proved and deteriorated. vised prediction intervals for Model 4 taking initial
performance into account. The number of categories and

Factors affecting variability the values grouped together were chosen based on visual

of the Time 2 scores inspection of the scatterplots of residuals by Time 1 score.

When the variability of the residuals was calculated for sub-
Table 7 lists the standard deviation of the residuals from th@roups based on the other predictors shown in Table 7, the
multiple regression model, subdivided by age, educationsesults showed much smaller, though in some cases still sig-
initial score, and preexisting conditions. Tpeor, aver-  nificant, differences. Thus, although only initial score is ex-
age andgoodranges for initial score are based on the rawplicitly taken into account, these intervals correct to some
(demographically uncorrected) scaled scores for the normsxtent for the other differences in variability, as well. Note
derived by Heaton et al. (1991) and represent scaled scoregat the full range of IQs is presented together because, for
less than or equal to 7, between 8 and 11, and greater thaRese measures, the variability of the retest score did not

orequal to 12. These ranges contain approximately the worsfiffer appreciably depending on initial score.
20%, middle 50%, and the best 30% of Heaton’s normative

population. With the notable exception of the WAIS 1Qs, Example
most measures show substantial differences in variability
among groups defined by initial score, and some by severdtigure 2 shows the predicted retest scores (horizontal lines)
other variables as well. In all cases in which the variabilityand prediction intervals (bars around the horizontal lines)
differs substantially, the direction is that poor initial perfor- for TPT Total for the 2 hypothetical individuals discussed

mance or factors associated with poor performance are agarlier. Panel A represents the predictions of a “usual” case,

Table 6. Distribution-free prediction intervals for two measures with frequently nonnormal residuals

Model 2 Model 3 Model 4
Model 1 RCI with practice Regression on Regression with
RCI effect Time 1 score all predictors
Prediction interval Prediction interval Prediction interval Prediction interval
Measure Lower Upper Lower Upper Lower Upper Lower Upper
TPT-Total -.35 .13 —.26 .22 -.14 .25 -.14 A7
Trails-B —38.5 28.5 —34.6 32.4 -31.4 32.6 —-25.4 31.7
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Table 7. Standard deviations of the residuals from the multiple regression model for subgroups
based upon initial levels of predictor variables

Average
Halstead Impairment

Factor VIQ PIQ Category TPT-Total Trails—B Index Rating
Time 1 score

Poor 4.4 5.4 17.0 .26 37.0 .18 22

Average 4.8 6.4 11.6 .09 15.4 .16 .20

Good 4.7 5.8 4.8 .05 9.8 .09 14
Age

=60 4.8 5.8 15.6 .29 32.0 .18 19

<60 4.6 6.0 11.3 .09 17.4 .13 .23
Education

In high school 4.3 6.9 14.7 .05 9.5 .07 .20

<12 years 4.8 5.8 154 .16 26.5 .16 .22

=12 years 4.7 6.0 9.9 12 17.8 13 .18
Preexisting alcohol

Yes 4.6 6.9 12.8 A2 22.8 .18 21

No 4.7 5.9 11.7 .13 19.0 .13 19
Prior head injury

Yes 4.1 5.9 9.9 .15 23.6 .15 22

No 4.7 6.0 12.0 .13 19.2 .13 19

with only small variation in the predicted values but sizable
y P Table 8. Prediction intervals based on regression on all selected

differences in the prediction intervals. Panel B represents & riables allowing interval width to vary depending on the

more _at_y_pical individual (older person with excel_lent TPT initial score. The standard deviation of the residuals and
Total initial value), where the different models yield sub-ypether the intervals are based on the normal distribution

Standardized scores 90% prediction interval

Standardized scores corresponding to each of the methods , Lower — Upper ,
discussed can readily be calculated from the information prel/¢aSuré—Time 1score  SD  endpoint endpoint Basis
sented.Z scores provide a consistent metric for the mea-viQ

sures and, if the residuals are normally distributed with Full range 41 =17 7.7 N

constant variability, allow one to easily calculate the prob-PIQ

ability of differences this extreme. In generalscore= Full range 6.1 -100 100 N
sign X (observed retest score predicted retest scorg) Caztggorly errors 50 66 66 \
residual standard deviation, with sign beiid. or —1 de- or 1ess S :

. . - 26-59 12.6 —20.6 20.6 N
pending on whether higher or lower scores indicate better

; . 60 or more 17.0 -28.0 28.0 N
performance. For the first model (Reliable Change Index)sp1_total time
the predicted score is the score at initia! testing._For the sec- 4 or less 06 —.10 10 N
ond model (Reliable Change Index with Practice Effect), 41-1.24 14 _22 22 N
the predicted score is the score at initial testing plus the av- 1.25 or more 42  —.69 .69 N
erageT, — T, difference given in Table 2. For both models, Trails-B time
the residual standard deviation is the standard deviation of 40 or less 8.6 —-14.1 141 N
the T, — T, difference given in the last column of Table 2.  41-99 140 -23.0 23.0 N
For Model 3 (Regression on Time 1 Score), both the pre- 100 or more 40.4 -66.5  66.5 N
diction equation (slop& Time 1 scoret intercept) and re- Ha'fteald Index 09 " 20 DF
sidual standard deviation (residual standard deviation after - oriess ‘ o ‘
- . . . .2 or more .16 —.27 .27 N
initial) are given in Table 3. For Model 4 (Regression on : :
. - . . . Average Impairment Rating

All Prgdmtprs), the predicted 'value is obtained using the " 75 or less 16 —.26 26 N
equations in Table 4. The residual standard deviations are 7g or more 21 —.35 35 N

given in Table 7 as a function of the Time 1 score. Note that
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Fig. 2. Examples of prediction intervals for TPT—Total for 2 hypothetical individuals. The predicted value is repre-
sented by the horizontal line within the box; the prediction interval is represented by the box around the line. The
increased precision with the use of regression and distribution-free intervals is seen both with the “usual” case in Panel
A and the less typical case in Panel B. The differences in predicted values and the decreased variability for individuals
with good initial scores are seen in Panel B.
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residuals of the Halstead Index were skewed with a long Demographic variables contributed significantly to the pre-
right tail for individuals with a low Time 1 score. For these diction of all follow-up test scores, even after baseline scores
cases, probabilities based on thecore for the Halstead on the same tests were considered. In general, demographic
Index may be inaccurate. variables tended to exert additional influences on follow-up
scores that are in the same direction as their influences on
initial scores (Heaton et al., 1996); for example, even given
DISCUSSION the same initial score on a test, older and less well educated
participants tend to do somewhat worse on follow-up test-
This study addressed three main questions: which factors ang than do younger and better educated individuals. These
variables should be considered in predicting follow-up re-findings with regard to the influence of age on test-retest
sults on neuropsychological tests, which statistical methodhanges are consistent with previous reports of reduced prac-
is best for predicting the follow-up test scores, and whichtice effects in older groups (Horton, 1992; Mitrushina &
method is best for determining the likelihood that any givenSatz, 1991; Ryan et al., 1992; Shatz, 1981). Similarly, in the
deviation from a predicted follow-up score represents a trueurrent study, participants with worse overall neuropsycho-
change in ability? These questions were considered usiniggical competence at baseline (represented here by the Av-
seven illustrative test measures from the WAIS and theerage Impairment Rating) tended to do even worse on second
Halstead—Reitan Battery. administrations of individual tests than would be predicted
Some advantages of this study’s design include (1) a pamn the basis of their baseline scores on the same tests.
ticipant sample that is significantly larger than those in pre- Test—retest interval had only a small (though still signif-
vious studies of test-retest changes in neuropsychologic&ant) influence for just three of the seven follow-up test
performance, (2) inclusion of subjects with widely varying measures. The relative lack of significance of time interval
demographic characteristics and levels of baseline test pein the present study is consistent with the findings of Mc-
formance (Tables 1 and 2), (3) test—retest intervals that alsBweeny et al. (McSweeny et al., 1993), who reported min-
are variable and are fairly representative of intervals in-imal effects on the WAIS—R and Wechsler Memory Scale—
volved in clinical and research situations, and (4) inclusionRevised retest scores for 50 clinically stable patients with
of test measures that have been used extensively in neurepilepsy. At least within the limited range of test-retest in-
psychological clinical and research applications. A limita-tervals considered here (2—16 months), it appears that prac-
tion is that WAIS and not WAIS—-R 1Qs were included. tice effects do not decrease very much over time.
Although these two versions of the Wechsler Intelligence In sum, although initial performances on these tests were
Scales have similar psychometric properties and appear tihe best predictors of follow-up performances, other factors
perform similarly in retest situations (Matarazzo et al., 1980;in multivariate models did increase prediction accuracy to
Wechsler, 1981) they are not identical (Reitan & Wolfson,some extent. The most important of these additional predic-
1990) and the version used here admittedly is outdated. Irtors were overall neuropsychological competence at base-
deed, with the publication of the WAIS-III in 1997, the line and demographic characteristics that are known to
WAIS-R may soon be considered outdated! Neverthelesqredict performances on these tests the first time they are
we would suggest that the exact version of the Wechsleadministered. Unfortunately, indicators of the participant’s
included here is of limited importance, since the goals ofstate at the time of testing were not recorded consistently
our study were not test specific. across the studies and, hence, were not included as poten-
Our results indicate that the most powerful predictor oftial predictors.
follow-up test performance is initial test performance. Ini-  Of the four statistical approaches to predicting follow-up
tial scores alone accounted for 67% to 88% of the variancéest scores, the simple Reliable Change Index (RCI) method
in follow-up test scores. By contrast, addition of other pre-clearly performed least well. This method is considered
dictors in the multiple regression model resulted in increasénadequate because of both its wide prediction intervals
in explained follow-up test score variance of from 0.8% toand its poor prediction accuracy (Table 5). Correction for
8.5% (Table 3). practice effect (PE) does not affect the width of the pre-
After considering the linear component of the relation-diction interval but helps considerably with the prediction
ship between baseline and follow-up test scores, the multiaccuracy. Indeed, in terms of overall prediction accuracy,
ple regressions also included small but statistically significantesults for the RCH- PE method are not much different
nonlinear components for four of the five Halstead-Reitanfrom those of even the most complex (multiple regression)
Battery measures (but for neither of the WAIS 1Qs). It ap-method. Figure 1 demonstrates, however, that large differ-
pears that the nonlinear influence is to predict less devianénces in predicted retest scores do occur for Models 2 to
follow-up scores when Time 1 scores are extreme. This ef4, especially at extremes of initial test performance/and
fectis similar to, but goes farther than, the linear correctionextremes of general neuropsychological competence at
for regression to the mean. It is seen for exceptionally poobaseline.
or good Time 1 scores on the AIR and Halstead Index, ex- The residual differences between predicted and obtained
ceptionally good scores on Trails B and exceptionally pooffollow-up scores were essentially normally distributed for
scores on the TPT. five of seven test measures. In these cases computation of
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prediction intervals based upon the normal curve is both con- A decision to use more complex prediction models must
venient and justified. For the measures that did have nonweigh the models’ potential advantages against the nega-
normal residuals (TPT and Trails—B), however, the use ofive factors of increased workload and the potential for in-
distribution free prediction intervals was quite important. creased computation error rates. This is especially true if
In these cases, the width of the prediction intervals wathe computations will be done by hand (or calculator). Here
greatly reduced, potentially allowing the detection of manyis an area of practice in which computer software would be
more participants whose neurobehavioral functioning hasjuite helpful, once the prediction models have been vali-
changed over the follow-up period. dated with clinical populations.

On all five of the Halstead-Reitan Battery measures, par- Probably the most important limitation of the current study
ticipants with poor initial performance (apor other char- is that it only included presumably healthy participants. It
acteristics associated with poor performance) demonstratdd uncertain how well our results will generalize to groups
greater variability in the differences between observed andf people with neurologic disorders and other conditions
expected scores at follow-up; Table 7. What this means ig¢e.g., psychiatric and pain disorders) that may affect level,
that, for best overall accuracy, prediction intervals need taeliability, and stability of performance in test-retest situa-
be longer for people who do poorly at baseline (yieldingtions (Bornstein et al., 1987; McCaffrey & Westervelt, 1995).
better specificity), but can be reduced somewhat for the othdResearch is needed to assess the various prediction models
participants (for better sensitivity). Please note that al-and associated norms with multiple clinical populations, in-
though level of initial performance is a convenient way tocluding those that have stable as well as progressive or re-
delineate the high variability subgroup, these cases havsolving impairments. Some work to that end is currently in
common characteristics that suggest these were not just raprogress. To the extent that disorders are associated with
dom individuals who “had a bad day” at initial testing. relatively extreme test scores, the suggested advantages of
The participants with poor initial performance tended tomore complex prediction models may be even greater in clin-
be older and less well educated than those with better iniical than in nonclinical populations. It remains to be seen,
tial performance. however, whether norms for change, even if based upon com-

Although the intervals are wider, in some instances thamplex models that take a variety of predictor variables into
one might like, they actually represent a best case. Particaccount, can generalize adequately from one population to
pants had the initial and following testing in the same set-another.
ting, often with the same examiner. Also, since the testing
was for research ra'Fher than for cll_nlcal purposes, there Wag ~KNOWLEDGMENTS
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