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Abstract

We investigate the European call option pricing problem under the fractional stochastic

volatility model. The stochastic volatility model is driven by both fractional Brownian

motion and standard Brownian motion. We obtain an analytical solution of the

European option price via the Itô’s formula for fractional Brownian motion, Malliavin

calculus, derivative replication and the fundamental solution method. Some numerical

simulations are given to illustrate the impact of parameters on option prices, and the

results of comparison with other models are presented.

2020 Mathematics subject classification: primary 60G22; secondary 91G20.

Keywords and phrases: fractional Brownian motion, stochastic volatility, Malliavin
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1. Introduction

As the foundationfor the modern analysis of options, the Black–Scholes (BS) pricing

formula for European options was introduced by Merton [28], Black and Scholes [4].

The BS model assumes constant volatility. However, constant volatility cannot explain

the observed market prices for options very well because of the well-known volatility

smile phenomenon in the market [16]. In addition, the return distribution presents

non-Gaussian behaviour. Compared with the standard normal distribution curve, the

real distribution curve is skewed and peaked. Moreover, it has long-term memory and

increment correlation. Academics have been proposing refinements of it in order to

take into account the specific behaviour of market data.

There are two classical methods for modelling the non-Gaussian returns process.

The first method is to use the Lévy process (for example, the normal inverse

Gaussian process [2], Poisson jump process [27], variance-gamma model [31]
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or Carr–Geman–Madan–Yor model [6]), which is more general than Brownian

motion.The second method is to use a stochastic differential equation (SDE) to

describe the volatility of the stochastic volatility models. A series of monographs

introduced several models [16, 19, 20, 26, 29] for stochastic volatility. These sources

of information regard these models both from a theoretical point of view and with

the insights for practitioners. For some stochastic volatility models, volatilities are

uncorrelated with stock returns and some classic examples can be seen as follows.

Hull and White [23] priced options with a stochastic volatility expansion technique.

To evaluate prices of options with the mean-reverting Ornstein–Uhlenbeck (OU)

stochastic volatility process, Stein and Stein [32] developed an analytic density

function for stock returns. When the volatilities are correlated with stock returns, there

are also some classic models. For example, Heston [21] showed a closed-form solution

for a European call option, and the squared volatility is specified as a square-root

process. Schöbel and Zhu [33] extended the stochastic volatility model of Stein and

Stein, and they let volatility be correlated with underlying asset. Some other results

about stochastic volatility models can be seen in the literature [14, 15]. It is now

widely understood that despite the success of these models, calibration of the observed

implied volatility surface fails for short maturities, and the observed smile is steeper

than that generated by diffusions with continuous paths. To solve this problem, some

scholars have added jumps to the model [3, 24, 25].

Financial market modelling is an area of extensive research activity, when the option

price includes stochastic volatility with long memory in the volatility process. Since

the fractional stochastic volatility model has increment correlation, it is more realistic

than the model with standard Brownian motion (sBm). A large number of empirical

studies have shown that the volatility process has a long-term or short-term correlation.

Note that such correlations are indeed reflected in an implied volatility fractional

term structure [17]. The long-term behaviour has been modelled through fractional

Brownian motion (fBm) with Hurst exponent strictly greater than 1/2 [7, 8]. Since

fBm is not a semi-martingale, it can yield arbitrary opportunities, which is seen as a

defect [30]. As presented by Vilela Mendes et al. [34], these issues are, however, not

relevant when fBm drives the instantaneous volatility rather than the stock price itself.

Experts and scholars have started considering these fractional stochastic volatility

models. Gatheral et al. [18] have recently suggested considering the Hurst exponent

[22] not as an indicator of the historical memory of the volatility, but as an additional

parameter to be calibrated on the volatility surface. Some scholars have even derived

the fractional volatility version under the Heston’s model [11–13].

In this paper we consider the pricing problem of European options under a

stochastic volatility model with additive fBm. To price these options, we need to solve

two problems. The first one is how to get the partial differential equation (PDE) of

the option prices. We use a portfolio to replicate the option price; the market price of

volatility risk must be considered here. By using the theory of Malliavin calculus and

Itô’s formula for fBm [22], we deduce the PDE. The second problem is how to get

the solution. We apply the Green’s function method to obtain the solution. Another
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challenge is to find the expression for the integral in Green’s function. Finally, we find

the analytical solution of the PDE.

This paper is structured as follows. In Section 2 we give some basic background on

fractional calculus. We set up the fractional stochastic volatility model in Section 3 and

obtain the PDE of the contingent claim by derivative replicating and Itô’s formula with

respect to fBm. Furthermore, the Green’s function method is used to solve the PDE

of European style options, and an analytical solution is obtained. Finally, we present

numerical simulations to illustrate our main results in Section 4, and the conclusions

are given in Section 5.

2. Fractional calculus

In this section we briefly introduce the definition of fBm and Itô’s formula for fBm.

Let W(t) = (W1(t), W2(t), . . . , Wm(t), 0 ≤ t ≤ T) be an m-dimensional sBm. Let

ZH(t, s) = κH

[(
t

s

)H−1/2

(t − s)H−1/2 − (H − 1/2)s1/2−H

∫ t

s

uH−3/2(u − s)H−1/2 du

]
(2.1)

with Hurst parameter H ∈ (0, 1),

κH =

√
2H(3/2 − H)

Γ(H + 1/2)Γ(2 − 2H)
,

Γ(α) =

∫ ∞

0

sα−1e−s ds, λ > 0,

and define

BH
j (t) =

∫ t

0

ZH(t, s) dWj(s), 0 ≤ t ≤ ∞.

Then BH(t) = (BH
1

(t), . . . , BH
m(t)), 0 ≤ t ≤ T , is an m-dimensional fBm.

Let ξ1, ξ2, . . . , ξk, . . . be an orthogonal basis of L2([0, T]) such that ξk, k = 1, 2, . . . ,

are smooth functions on [0, T]. Let P be the set of all polynomials of the sBms W over

the interval [0, T]. Namely, P contains all elements of the form

F(ω) = f

( ∫ T

0

ξ1(t) dW(t),

∫ T

0

ξ2(t) dW(t), . . .

∫ T

0

ξn(t) dW(t)

)
, (2.2)

where f is a polynomial of n variables. If F is as in equation (2.2) and we denote

xi =

∫ T

0
ξi(s) dW(s), then for 0 ≤ t ≤ T , its Malliavin derivative Dl

tF is defined as

Dl
tF =

n∑

i=1

∂f

∂xi

( ∫ T

0

ξ1(s) dW(s),

∫ T

0

ξ2(s) dW(s), . . .

∫ T

0

ξn(s) dW(s)

)
ξi(t).

For any F ∈ P, we denote the norm on the Banach space by
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‖F‖1,p := ‖F‖p +
m∑

l=1

[
E

( ∫ T

0

|Dl
tF|2 dt

)p/2]1/p
.

Here D1,p is obtained by completing P under the norm ‖ · ‖1,p.

For fBm, let η1, η2, . . . , ηk, . . . be an orthogonal basis of L2([0, T]) such that ηk,

k = 1, 2, . . . , are smooth functions on [0, T]. Let PH be the set of all polynomials of

the fBm BH
t over the interval [0, T]. Namely, PH contains all elements of the form

G(ω) = g

( ∫ T

0

η1(t) dBH(t),

∫ T

0

η2(t) dBH(t), . . .

∫ T

0

ηn(t) dBH(t)

)
,

where g is a polynomial of n variables. We denote x̄i =

∫ T

0
η1(s) dBH(s). For 0 ≤ t ≤ T ,

we define its Malliavin derivative D
H,l
t G by

D
H,l
t G =

n∑

i=1

∂g

∂x̄i

( ∫ T

0

η1(s) dBH(s),

∫ T

0

η2(s) dBH(s), . . .

∫ T

0

ηn(s) dBH(s)

)
ηi(t).

Similarly, we define ‖ · ‖H,1,p and DH,1,p.

We also apply the following Itô formula with respect to fBm when the Hurst

parameter [22] is strictly greater than 1/2. Let L2
H
= L2

H
(Ω, F, PH), where PH is the

set of all polynomials of the fBm.

THEOREM 2.1 [22, Theorem 11.5]. Let ζt =

∫ t

0
Fu dBH

u , where (Fu, 0 < u < T) is a

stochastic process in L2
H

([0, T]). Assume that there is an α > 1 − H such that

E|Fu − Fv|2 ≤ C|u − v|2α,

where |u − v| ≤ δ for some δ > 0 and

lim
0≤u,v≤t,|u−v|→0

E|DH
u (Fu − Fv)|2 = 0.

Let f : R+ × R→ R be a function with continuous second-order derivatives and let

these derivatives be bounded. Moreover, assume that E[
∫ T

0
|FsD

H
s ζ | ds] < ∞ and, for

s ∈ ([0, T]), f ′(s, ζs)Fs is in L2
H

([0, T]). Then for 0 ≤ t ≤ T,

f (t, ζt) = (f (0, 0) +

∫ t

0

∂f

∂s
(s, ζs) ds +

∫ t

0

∂f

∂x
(s, ζs)Fs dBH

s

+

∫ t

0

∂2f

∂x2
(s, ζs)FsD

H
s ζ ds.

Here, DH
s ζ is defined as a Malliavin directional derivative [10] when 1/2 < H < 1,

D
H
s ζ = H(2H − 1)

∫ T

0

|s − r|2H−2DH
r ζ dr,

where

DH
t ζ =

(
H − 1

2

)2
κ2

HtH−1/2

∫ T

0

∫ u∧t

0

s1−2H(t − s)H−3/2(u − s)H−3/2uH−1/2Fu ds du.
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3. Main results

In this section we give the main results of this paper. The PDE of a contingent claim

under the fractional stochastic volatility model is derived and the solution of the PDE

for a European call option is obtained.

3.1. Fractional stochastic volatility model Let (Ω,F , P) be a probability space.

We investigate an option pricing problem when the dynamics of the underlying are

driven by stochastic volatility by the following fractional SDE:


dSt = µSt dt + |vt |St dBS

t ,

dvt = β(α − vt) dt + γ1dBH
t + γ2 dBv

t ,
(3.1)

where St is risky asset price process. Here, µ is the drift rate of the risk asset price

process and β is the average recurrent rate of the volatility process. Since the volatility

process is a mean-reverting process, vt tends towards a long-term value α with rate

β. Here, γ1 and γ2 are two constants. We suppose that BS
t and Bv

t are two sBms

with correlation coefficient ρ. BH
t is an fBm with Hurst parameter H > 1/2, and it

is independent of BS
t and Bv

t . In order to derive the PDE, we need the following lemma.

LEMMA 3.1. The equation of volatility has a unique solution of the form

vt = e−βtv0 + βα

∫ t

0

eβ(s−t) ds +

∫ t

0

γ2eβ(s−t) dBv
s + γ1BH

t − β
∫ t

0

γ1eβ(s−t)BH
s ds. (3.2)

The Malliavin derivatives of the items with fBm of equation (3.2) are equal to

D
H
u vt =

(
γ1ZH(t, u) − β

∫ t

0

γ1eβ(s−t)ZH(s, u) ds

)
1{u<t},

where ZH(·, ·) is defined in (2.1).

PROOF. The proof of Lemma 3.1 can be obtained by using Itô’s formula for

fBm [22]. �

We now consider a contingent claim U(t, St, vt) under model (3.1). To obtain the

PDE of U, we try to set up a portfolio to replicate it. On the other hand, we let

the market price of volatility risk be given by the function λ(t, St, vt). We assume

that λ(t, St, vt) is independent of both the underlying St and the time t [5, 9]. The

consumption process is supposed to be a Cox–Ingersoll–Ross process [9] and the

investors have log-utility. Then, by Breeden’s consumption-based model [5], λ(t, St, vt)

is proportional to the volatility, that is, λ(t, St, vt) = λ|v|, where λ is a positive constant.

THEOREM 3.2. The contingent claim U(t, S, v) satisfies the PDE

0 = ∂tU + rS∂SU + (β(α − v) − λ|v|)∂vU − rU + 1
2
v2S2∂2

SU

+ ργ2|v|S∂2
SvU +

( 1
2
γ2

2 + γ1Φ
)
∂2

vU,
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where r denotes risk-free interest rate and

Φ = Φ(t, u) =

(
γ1ZH(t, u) − β

∫ t

0

γ1eβ(s−t)ZH(s, u) ds

)
1{u<t}.

PROOF. Here, we establish a replicating portfolio. It consists of the underlying asset

and a security with price function R(t, St, vt). Let Vt = U(t, St, vt). Then the portfolio is

given by

Vt = ∆1 St + ∆2 Rt.

The SDE of Vt can be written as

dVt = ∆1 dSt + ∆2 dRt

= ∆1 dSt + ∆2 dRt + r(Vt − ∆2 Rt) dt − r∆1 St dt,

where ∆1 and ∆2 are the number of shares of the underlying asset and the security. By

It ô’s formula, Theorem 2.1 and Lemma 3.1, we have

dU = (∂tU + µSt∂SU + β(α − vt)∂vU + 1
2
v2

t S2
t ∂

2
SU + γ1D

H
t vt∂

2
vU

+
1
2
γ2

2∂
2
vU + ργ2|vt |St∂

2
SvU) dt + |vt |St∂SUdBS

t + γ1∂vUdBH
t + γ2∂vUdBv

t

= (∂tU + µSt∂SU + β(α − vt)∂vU + 1
2
v2

t S2
t ∂

2
SU + 1

2
γ2

2∂
2
vU

+ γ1Φ∂
2
vU + ργ2|vt |St∂

2
SvU) dt + |vt |St∂SUdBS

t + γ1∂vUdBH
t + γ2∂vUdBv

t

=U∗dt + |vt |St∂SUdBS
t + γ1∂vUdBH

t + γ2∂vUdBv
t ,

where

U∗ = ∂tU + µSt∂SU + β(α − vt)∂vU + 1
2
v2

t S2
t ∂

2
SU + ( 1

2
γ2

2 + γ1Φ)∂2
vU + ργ2|vt |St∂

2
SvU.

On the other hand, we have R = R(t, St, vt) and

dRt = R∗dt + |vt |St∂SRdBS
t + γ1∂vRdBH

t + γ2∂vRdBv
t ,

where R∗ has the same form as U∗.
By Itô’s formula,

dVt = (∆1 µSt + r(Vt − ∆2 Rt) − r∆1 St + ∆2 R∗) dt + (∆1 |vt |St + ∆2 |vt |St∂SR) dBS
t

+ ∆2 γ1∂vRdBH
t + ∆2 γ2∂vRdBv

t .

We now compare dUt and dVt. Let the coefficients of dBS
t and dBH

t be equal. We have

∆1|vt |St + ∆2|vt |St∂SR = |vt |St∂SU,

∆2γ1∂vR = γ1∂vU.
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Then we get



∆1 = ∂SU − ∂vU∂SR

∂vR
,

∆2 =
∂vU

∂vR
.

Substituting ∆1 and ∆2 into the coefficients of dt yields

U∗ = (µSt − rSt)

(
∂SU − ∂vU∂SR

∂vR

)
+ r

(
Vt − Rt

∂vU

∂vR

)
+ R∗

∂vU

∂vR
.

Since Vt = Ut, there is

1

∂vU
(U∗ − µSt∂SU + rSt∂SU − rUt) =

1

∂vR
(R∗ − µSt∂SR + rS∂SR − rRt). (3.3)

Note that the right-hand side depends only on R, while the left-hand side depends

only on U. Here R is arbitrary. So both sides must be λ(t, St, vt), which is called the

market price of volatility risk. By the previous discussion, we write λ as λ(t, St, vt) =

λ|vt |. Let λ(t, St, vt) be the right-hand side of equation (3.3). Then the proof is

complete. �

3.2. The expression for the option price In this section we consider the price of

the European call option. Suppose that X is a European call option with strike price K

and maturity T. The option price can be written as

U(t, St, vt) = e−r(T−t)E[Ψ(ST )|Ft], where Ψ(ST ) = (ST − K)+.

By Theorem 3.2, we can get the PDE of European call options. To solve the PDE,

we first simplify it through a series of transformations.

Let τ = T − t. The PDE is given by



∂τU − rS∂SU − κ̃(θ̃ − v)∂vU + rU − 1
2
v2S2∂2

SU

− ( 1
2
γ2

2 + γ1Φ
)
∂2

vU − ργ2|v|S∂2
SvU = 0,

U(0, S, v) = (S − K)+,

(3.4)

where κ̃ = β + λI, θ̃ = βα/(β + λI) and

I =

{
1 v > 0,

−1 v ≤ 0.

Let Q = erτS and Û(τ, Q, v) = U(τ, S, v)erτ. Then we have U(τ, S, v) = e−rτÛ(τ, Q, v).

Through the above transformation, we rewrite equations (3.4) as follows:


∂τÛ − κ̃(θ̃ − v)∂vÛ − 1

2
v2Q2∂2

QÛ − ( 1
2
γ2

2 + γ1Φ
)
∂2

vÛ − ργ2Q|v|∂QvÛ = 0,

Û(0, Q, v) = (Q − K)+.
(3.5)
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Let

X = ln(Q/K), Ũ(τ, X, v) =
e−X/2

K
Û(τ, Q, v). (3.6)

Substituting equations (3.6) into equations (3.5), we obtain


∂τŨ − κ̃(θ̃ − v)∂vŨ − 1

2
v2∂2

XŨ − ( 1
2
γ2

2 + γ1Φ
)
∂2

vŨ − ργ2|v|∂XvŨ + 1
8
v2Ũ = 0,

Ũ(0, X, v) = (eX/2 − e−X/2)+.
(3.7)

Next, we give the solution of the PDE (3.7).

PROPOSITION 3.3. Let a = 2γ2
2
+ 4γ1Φ, b = −2κ + 2ikργ2,

ξ(k) = −1

2
k2 − 1

8
, ψ(τ, k) =

√
b2 − 4aξ(k)

4a2
,

Φ̃ =

∫ τ

0

2γ2
2 + 4γ1Φ(s, u) ds, h(τ, k) = e2ψ(τ,k)Φ̃ b/2a − ψ(τ, k)

b/2a + ψ(τ, k)
.

Then the solution of equations (3.7) is

Ũ =
1

2π

∫
+∞

−∞

∫
+∞

−∞
exp

(
ik(X − X′) + A(τ, k) + B(τ, k)|v| + C(τ, k)v2

)
ϕ(X′) dk dX′,

(3.8)

where i is the imaginary unit, ϕ(X′) = (eX′/2 − e−X′/2)+ and



A(τ, k) =

∫ τ

0

[
(γ2

2 + 2γ1Φ)C(s, k) + 2κ2θ2

∫ s

0

exp

(
(κ − ikργ2)(u − τ)

+ 2γ2
2

∫ τ

u

C(µ, k)dµ + 4γ1

∫ τ

s

ΦC(µ, k)dµ

)
C(u, k) du

+ 2γ2
2κ

2θ2
( ∫ s

0

exp

(
κ − ikργ2)(u − τ) + 2γ2

2

∫ τ

u

C(ν, k) dν

+ 4γ1

∫ τ

s

ΦC(ν, k) dν

)
C(u, k) du

)2
+ 4γ1κ

2θ2
( ∫ s

0

Φ exp

(
(κ − ikργ2)(u − τ)

+ 2γ2
2

∫ τ

u

C(ν, k) dνC(u, k) du + 4γ1

∫ τ

s

ΦC(ν, k) dν

)
C(u, k) du

)2]
ds,

B(τ, k) = 2κθ

∫ τ

0

exp

(
(κ − ikργ2)(s − τ) + 2γ2

2

∫ τ

s

C(u, k) du

+ 4γ1

∫ τ

s

ΦC(u, k) du

)
C(s, k) ds,

C(τ, k) = ψ(k)
1 + h(τ, k)

1 − h(τ, k)
− b

2a
.

(3.9)

https://doi.org/10.1017/S1446181121000225 Published online by Cambridge University Press

https://doi.org/10.1017/S1446181121000225


[9] Option pricing under the fractional stochastic volatility model 131

PROOF. Define Green’s function as

p(t, X, v, t′, X′, v′) = P(Xt′ = X′, |vt′ | = v′|Xt = X, |vt | = v).

We observe that p(t, X, v, t′, X′, v′) is the transition probability of (Xt, |vt |). Then the

pricing formula Ũ can be written as

Ũ =

∫ ∞

0

∫
+∞

−∞
p(t, X, v, t′, X′, v′)ϕ(X′) dX′ dv′, (3.10)

where ϕ(X′) = (eX′/2 − e−X′/2)+. Let Green’s function p(t, X, v, t′, X′, v′) = p(τ, Y , v, v′)
where τ = t′ − t, Y = X′ − X. Because of the independence of the coefficients and the

killing rate being v2/8 with respect to t, X, we can concentrate on the differences τ

and Y. Notice that, actually, v stands for |v|. Substituting equation (3.10) into equations

(3.7) yields


∂τp − κ(θ − v)∂vp − 1

2
v2∂2

Yp − ( 1
2
γ2

2 + γ1Φ
)
∂2

vp − ργ2vI∂Yvp + 1
8
v2p = 0,

p(τ→ 0, Y , v, v′) = δ(Y)δ(v′ − v),
(3.11)

where κ = (β + λ)I, θ = βα/(β + λ) and δ(·) is the Dirac delta function with the

properties



δ(x) = 0 for all x , 0,
∫ ε

ε

δ(x) dx = 1 for all ε > 0,

∫ T

0

δ(x − x′)f (x) dx = f (x′) for all x′ ∈ [0, T].

Let



q(τ, Y , v) =

∫ ∞

0

p(τ, Y , v, v′) dv′,

q(0, Y , v) =

∫ ∞

0

δ(Y)δ(v′ − v) dv′

= δ(Y).

If we get the expression for q, by equation (3.10), we will obtain Ũ. Suppose that

q(τ, Y , v) =
1

2π

∫
+∞

−∞
exp (ikY + A(τ, k) + B(τ, k)v + C(τ, k)v2) dk. (3.12)

Substitute equation (3.12) into equations (3.11). Note that the exponential function in

the above integral still satisfies equations (3.11). We get the following derivatives by
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letting g(k) = exp(ikY + A(τ, k) + B(τ, k)v + C(τ, k)v2):

∂τg = exp (ikY + A(τ, k) + B(τ, k)v + C(τ, k)v2) · (∂τA + ∂τBv + ∂τCv2),

∂vg = exp (ikY + A(τ, k) + B(τ, k)v + C(τ, k)v2) · (B + 2Cv),

∂2
vg = exp (ikY + A(τ, k) + B(τ, k)v + C(τ, k)v2) · (2C + (B + 2Cv)2),

∂2
Yg = −k2 exp (ikY + A(τ, k) + B(τ, k)v + C(τ, k)v2),

∂vg = exp (ikY + A(τ, k) + B(τ, k)v + C(τ, k)v2) · (ik(B + 2Cv)).

Then we rewrite equations (3.11) as

∂τA + ∂τBv + ∂τCv2 − κ(θ − v)(B + 2Cv)

+
1
2
v2k2( 1

2
γ2

2 + γ1Φ
)
(2C + (B + 2Cv)2) − ikργ2vI(B + 2Cv) + 1

8
v2
= 0.

Notice that A, B and C are independent of v. We have



∂τA − κθB − γ2
2C − 1

2
γ2

2B2 − 2Cγ1Φ − B2γ1Φ = 0,

∂τB + κB − 2κθC − 2γ2
2BC − 4BCγ1Φ − ikργ2IB = 0,

∂τC + 2κC + 1
2
k2 − 2γ2

2C2 − 4C2γ1Φ − 2ikCργ2I + 1
8
= 0.

(3.13)

On the other hand, we have

q(0, Y , v) =
1

2π

∫
+∞

−∞
exp (ikY + A(0, k) + B(0, k)v + C(0, k)v2) dk = δ(Y).

So, this yields

A(0, k) = B(0, k) = C(0, k) = 0. (3.14)

We solve the equations (3.13) with the boundary conditions (3.14) and get the

expressions for A, B and C. This completes the proof of the proposition. �

Next, by the transformations, we have

U(t, S, v) = U(τ, S, v) = e−rτÛ(τ, Q, v) = Ke−rτ+X/2Ũ(τ, X, v)

= Ke−rτ+X/2 1

2π

∫
+∞

−∞

∫
+∞

−∞
exp (ik(X − X′) + A(τ, k) + B(τ, k)|v|

+ C(τ, k)v2)ϕ(X′) dk dX′

=

√
SK

2π
e−r(T−t)/2

∫
+∞

−∞

∫
+∞

−∞
exp

(
ik

(
ln

S

K
+ r(T − t) − X′

)
+ A(T − t, k)

+ B(T − t, k)|v| + C(T − t, k)v2
)
ϕ(X′) dk dX′. (3.15)

Here, A(τ, k), B(τ, k) and C(τ, k) can be expressed as in equations (3.9).
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4. Discussions and numerical simulations

In this section we will compare our model with other models, and illustrate the

properties of our model through some numerical examples.

4.1. Model comparison When it comes to Heston stochastic volatility model, we

can see that he models variance [21], while the Schöbel–Zhu model [33] and our

model give the different SDEs of volatility. On the other hand, in Heston’s model,

the volatility follows an OU process [32] with zero mean-reversion parameter. Indeed,

the volatility process of Heston’s model can be expressed as follows [21]:

dvt = −β̃vt dt + γ̃ dBv
t . (4.1)

Then, by Itô’s formula, the variance process Γt = v2
t is

dΓt = κ̃(̃θ − Γt) dt + γ3

√
Γt dBv

t , (4.2)

where

β̃ =
κ̃

2
, γ̃ =

γ3

2
, θ̃ =

γ̃2

κ̃
. (4.3)

We know that the mean-reversion parameter gives the level of volatility in the long run.

So, from equation (4.1), vt does not seem very reasonable, because the mean-reversion

level equals zero. However, according to the discussion in [33], we know that the two

processes (4.1) and (4.2) are not always consistent. For some values of κ̃, θ̃, γ3, the

volatility process cannot be derived from (4.2), because the values of the parameters

do not satisfy equations (4.3). When we set the parameters as

β =
κ̃

2
, γ1 = 0, α = 0, γ2 =

γ3

2
, θ̃ =

γ2
2

κ̃
, (4.4)

our model degenerates to Heston’s model.

In our model and the Schöbel–Zhu model, both volatility and squared volatility

perform mean-reversion, which is as an excellent property of our model (the derivation

of Schöbel–Zhu model is shown in [33]). For our model, by Itô’s formula with respect

to fBm, we can obtain the SDE of the variance process as follows:

dΓt = (2βα
√
Γt − 2βΓt + γ

2
2
+ 4Hγ2

1
t2H−1) dt + 2γ1

√
ΓtdBH

t + 2γ2

√
ΓtdBv

t . (4.5)

By equation (4.5), the variance process is a fractional mean-reverting double

square-root process with the additional drift term 2βα
√
Γt + 4Hγ2

1
t2H−1.

When compared with the Schöbel–Zhu model, we add fBm to the volatility. The

stochastic volatility model with fBm is more realistic than the model with sBm,

because a large number of empirical studies have shown that the volatility process

has a long-term or short-term correlation and the correlation function of the volatility

process decays to the fractional power of time deviation [7, 8, 17].

4.2. Analysis of our model by numerical calculation We now analyse our

model through numerical calculation. For comparison, we need to choose suitable
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benchmarks. The first benchmark we choose is the BS option price with the expected

average variance as input. The reason for the use of expected average variance is that

the option price can be approximated very accurately by applying the variance in the

BS formula (see [1, 23]). Here, we suppose that the volatility process is a fractional

OU process as shown in equation (3.1) and denote the BS prices calculated in this

way by I-BS. Without going through the lengthy derivation procedures, the expected

average variance can be written as

E

[
1

T − t

∫ T

t

v2(u) du

]

= α2
+
γ2

2

2β
+

2α

T − t
(v0 − α)e−β(T−t)

+
(α − v0)2 − γ2

2
/2β

T − t
e−2β(T−t)

+
1

T − t

∫ T

t

γ2
1e−2βs

∫ s

0

∫ s

0

{H(2H − 1)eβueβv|u − v|2H−2}du dv ds

+

∫ T

t

γ2
1e−2βs

∫ s

0

∫ s

0

E[DH
u eβv
D

H
v eβu] du dv ds.

The second benchmark is the BS prices with the target volatility as shown in [32].

By using the target volatility as constant volatility in the BS model, we can obtain

the option prices referred to the case as II-BS [32]. Next, we choose the option prices

under the Schöbel–Zhu model (III-SZ) as the third benchmark. Finally, we write our

model as IV-OM.

By using Proposition 3.3, we obtain the closed-form solution of equations (3.7).

Through the derivations of equation (3.15), we can get the European call option price.

Next, we will give the numerical evaluation of the prices. Note that, in all the numerical

experiments, we set H = 3/4.

First, we will show the impact of model correlation ρ on the option prices (Table 1

and Figure 1). To compare with other models, we choose the parameter values

suggested in [32, 33].

In Table 1 we let the correlation range from −1 to 1. We observe that options

with different moneyness can be influenced in different ways. While the values

of at-the-money options (K = 100) and in-the-money (ITM) options (K = 90, 95)

decrease with increasing correlation ρ, out-of-the-money (OTM) options (K =

105, 110, 115, 120) increase in value. This is consistent with the results of Schöbel

and Zhu [33], and the comparison is shown in Figure 1. On the other hand, from

panels (a) and (b) of Table 1, we find that whether γ1 and γ2 are the same or not,

ITM (OTM) option prices in our model are greater (less) than I-BS option prices

with a negative correlation ρ. This can be used to explain volatility skews. Indeed, the

implied volatility with moneyness is monotonically downward sloping, displayed as

a skew. This means that the ITM (OTM) option prices are undervalued (overvalued)

by the BS formula. In addition, through a simple calculation, we obtain the relative

changes of option prices in panel (a). With different ρ, the relative change rates
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TABLE 1. Option prices with different ρ.

K 90 95 100 105 110 115 120

(a) β = 4, α = 0.2, γ1 = γ2 = 0.1,

T − t = 0.5, S = 100, r = 0.0953, v = 0.2

I-BS 15.175 11.405 8.211 5.677 3.734 2.356 1.453

II-BS 15.118 11.342 8.142 5.584 3.658 2.293 1.377

ρ = −1.00 15.437 11.645 8.412 5.432 3.503 2.143 1.212

ρ = −0.75 15.367 11.587 8.376 5.489 3.567 2.188 1.268

ρ = −0.50 15.298 11.518 8.325 5.523 3.633 2.255 1.334

ρ = −0.25 15.206 11.435 8.288 5.606 3.711 2.306 1.402

ρ = 0.00 15.186 11.416 8.233 5.685 3.778 2.388 1.486

ρ = 0.25 15.032 11.324 8.178 5.723 3.823 2.422 1.564

ρ = 0.50 14.987 11.242 8.132 5.793 3.898 2.476 1.622

ρ = 0.75 14.893 11.186 8.068 5.842 3.966 2.527 1.693

ρ = 1.00 14.806 11.134 8.021 5.903 4.021 2.596 1.754

(b) β = 4, α = 0.2, γ1 = 0.2, γ2 = 0.1,

T − t = 0.5, S = 100, r = 0.0953, v = 0.2

I-BS 15.195 11.418 8.217 5.682 3.745 2.363 1.462

ρ = −1.00 15.446 11.654 8.420 5.440 3.514 2.151 1.220

ρ = −0.75 15.376 11.605 8.387 5.496 3.579 2.197 1.277

ρ = −0.50 15.306 11.555 8.333 5.534 3.642 2.266 1.345

ρ = −0.25 15.213 11.490 8.299 5.614 3.717 2.313 1.408

ρ = 0.00 15.188 11.456 8.238 5.687 3.783 2.392 1.490

ρ = 0.25 15.041 11.393 8.187 5.727 3.834 2.434 1.573

ρ = 0.50 14.996 11.301 8.145 5.804 3.911 2.489 1.633

ρ = 0.75 14.900 11.218 8.100 5.851 3.978 2.536 1.705

ρ = 1.00 14.811 11.149 8.030 5.916 4.034 2.607 1.763

of option prices are 4.09%, 4.39%, 4.65%, 8.67%, 14.77%, 21.14%, 44.78% when

K = 90, 95, 100, 105, 110, 115, 120, respectively. These results show that the option

prices with different moneyness have different sensitivity to ρ. The sensitivity of ITM

option prices to ρ is less than that of OTM option prices. Finally, we observe that

the price differences between I-BS and our model values with ρ = 0 are the smallest

in most cases. Therefore, I-BS is not a suitable estimation method for the case of

nonzero correlation. In panel (a), the prices of I-BS and our model values (ρ = 0) are

all slightly higher than that of II-BS.

For Figure 1, we compare the option prices of our model and that of the

Schöbel–Zhu model with the same parameters besides γ1 = 0. At this point, our model
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FIGURE 1. Comparison chart of option prices with different correlation coefficients.

TABLE 2. Option prices with different T − t.

T-t 1 Month 3 Months 6 Months

K 95 100 105 95 100 105 95 100 105

(a) ρ = 0, β = 4,α = 0.2, γ1 = γ2 = 0.1, S = 100, r = 0.0953, v = 0.2

I-BS 6.234 2.743 0.856 8.532 5.274 2.943 11.405 8.211 5.677

II-BS 6.203 2.714 0.832 8.498 5.232 2.902 11.342 8.142 5.584

IV-OM 6.249 2.757 0.870 8.546 5.288 2.957 11.416 8.233 5.685

(b) ρ = 0, β = 4,α = 0.25, γ1 = γ2 = 0.2, S = 100, r = 0.0953, v = 0.25

I-BS 6.571 3.293 1.319 9.271 6.203 3.891 12.452 9.460 7.003

II-BS 6.562 3.284 1.310 9.262 6.194 3.882 12.443 9.451 6.994

IV-OM 6.665 3.387 1.413 9.365 6.297 3.985 12.546 9.554 7.097

degenerates to the Schöbel–Zhu model. To replicate the results of the Schöbel–Zhu

model, the model parameters are set to β = 4, α = 0.2, γ1 = 0, γ2 = 0.1, T − t =

0.5, S = 100, r = 0.0953, v = 0.2, as they should result in the same options as those

presented in Table 1 of [33]. From Figure 1, we can see that the two models match

well in this case and this also verifies our results.

Secondly, we analyse the option prices with different time to maturity (T − t), and

the results are shown in Table 2. In both panels (a) and (b), as time to maturity

increases, the option prices with the same strike price increase whatever the moneyness

is. Through simple calculation, we find that the sensitivity of option prices with smaller

T − t to strike price K is larger than that of option prices with larger T − t.
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TABLE 3. Option prices with different α.

K 90 95 100 105 110

(a) ρ = 0.5, β = 4, γ1 = γ2 = 0.1,

v = 0.15, T − t = 0.5, S = 100, r = 0.0953

α = 0.0 14.256 9.566 5.262 2.234 0.844

α = 0.1 14.387 10.022 6.383 3.564 1.832

α = 0.2 14.889 11.268 7.650 4.998 3.258

α = 0.3 15.843 12.684 9.432 6.756 4.766

(b) ρ = 0.0, β = 4, γ1 = γ2 = 0.1,

v = 0.15, T − t = 0.5, S = 100, r = 0.0953

α = 0.0 14.344 9.654 5.350 2.185 0.795

α = 0.1 14.475 10.110 6.471 3.515 1.783

α = 0.2 14.977 11.356 7.738 4.949 3.209

α = 0.3 15.931 12.772 9.520 6.707 4.717

(c) ρ = −0.5, β = 4, γ1 = γ2 = 0.1,

v = 0.15, T − t = 0.5, S = 100, r = 0.0953

α = 0.0 14.448 9.758 5.454 2.153 0.646

α = 0.1 14.579 10.214 6.575 3.483 1.634

α = 0.2 15.081 11.460 7.842 4.917 3.060

α = 0.3 16.035 12.876 9.624 6.675 4.568

Thirdly, we examine how the option prices behave with different mean-reversion

level α shown in Table 3 and Figure 2. Notice that, in Figure 2, we choose the same

parameters as in Table 3. Through observation, we find that the option prices increase

as the mean-reversion level α goes up regardless of the correlation coefficient. From

Table 3 and Figure 2, we see that the option prices are sensitive to α. As shown above,

the parameter α indicates the long-run level of volatility. So, the volatility values can

influence option prices in the long run. Through Figure 2, we see that different α

cannot affect the differences of option prices, when we change the strike price K. So,

we infer that there is no obvious correlation between the mean-reversion level and the

strike price.

4.3. Implied volatility In this section we analyse the implied volatility through

numerical calculation. We know that the limitations of the BS model can be shown

by implied volatility skew or smile. We use S &P 500 stock index data to simulate the

option prices and get the values of implied volatilities. The two typical features of the

implied volatilities from stock index options are that they are higher than the historical

volatilities of the index (see [16]), and the skews are steeper for shorter maturities as

shown in Figure 3.
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FIGURE 2. Comparison chart of option prices with different mean-reversion levels.

FIGURE 3. S &P 500 implied volatilities.

In Figure 3 we illustrate several sets of implied volatilities with different maturities.

Each strand corresponds to a given maturity as a function of moneyness K/S from

S &P 500 index options on 1 June 2007 [16]. As discussed above, the implied volatility

changes more obviously for shorter maturities when we change moneyness. Thus, next

we analyse implied volatilities skews for short maturities.

We compare implied volatilities corresponding to our model and Heston’s stochastic

volatility model [21] with realistic implied volatilities in Figure 4. The results of

implied volatilities with times to maturity 1 month, 3 months and 6 months are

shown in panels (a), (b) and (c) of Figure 4, respectively. Through long derivation

and calibration, we found the appropriate parameters to simulate the real implied

volatilities. For the case of the time to maturity equal to 1 month, the parameters are set
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(a) (b)

(c)

FIGURE 4. Implied volatilities with different maturities.

to be v = 0.2512, α = 0.2431, β = 7.5682, γ1 = γ2 = 0.2784, T − t = 1/12 (year) and

ρ = −0.1125. Moreover, for Heston’s model, we set parameters according to equations

(4.2)–(4.4). So, with the same T − t and ρ, other parameters should be v = 0.2521, κ̃ =

15.1256, γ3 = 0.5568 and θ̃ = 0.0051. Through a similar process, we obtain the

values of parameters in the other two cases. When T − t = 0.25 (year), the parameters

are v = 0.1523, α = 0.1892, β = 3.7268, γ1 = γ2 = 0.1124, T − t = 0.25 (year), ρ =

−0.1328, κ̃ = 7.4536, γ3 = 0.2248 and θ̃ = 0.001 695. For the case of 6 months, we set

the parameters to be v = 0.1328, α = 0.1428, β = 2.4653, γ1 = γ2 = 0.0928, T − t =

0.5 (year), ρ = −0.1243, κ̃ = 4.9306, γ3 = 0.1856 and θ̃ = 0.001 747. We use the

sum of squares of the difference between the simulated implied volatilities and the

realistic implied volatilities to measure the results of the two models. Let the implied

volatility corresponding to our model and Heston’s model be I(1) and I(2), respectively.

The realistic implied volatility is IR. Therefore, the sum of squared errors can be

expressed as

Ei =

n∑

j=1

(I
(i)

j
− IR)2, i = 1, 2,

where n represents the number of simulated implied volatilities; E1 and E2 are the sum

of the squared errors corresponding to the two models.

The simulation error results are shown in Table 4. On the whole, the errors of our

model are smaller than that of Heston’s model. Therefore, from the perspective of
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TABLE 4. The sum of squared errors under two models.

1 Month 3 Months 6 Months

E1 0.0493 0.0092 0.0042

E2 0.0887 0.0129 0.0117

implied volatilities, this can be seen as an advantage of our model. On the other hand,

with increasing the time to maturity, both E1 and E2 decrease. So, the simulation result

in the case of longer time to maturity is better than that for the shorter one.

5. Conclusion

In this paper we consider a fractional stochastic volatility model. To evaluate the

option, we obtain the PDE of the price through derivative replication. Due to the

volatility involving the fBm, Itô’s formula with respect to fBm and the Malliavin

calculus are used. Finally, the analytical solution of the PDE is obtained by the

fundamental solution method.

Through discussions and numerical simulations, we note that our model has

two main advantages. First, both volatilities and squared volatilities perform

mean-reversion. Secondly, compared to Heston’s model, we obtain better simulation

results for implied volatilities.
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