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CHAITIN’S Ω AS A CONTINUOUS FUNCTION

RUPERTHÖLZL, WOLFGANGMERKLE, JOSEPHMILLER,
FRANK STEPHAN, AND LIANG YU

Abstract. We prove that the continuous function Ω̂ : 2� → R that is defined via X �→ ∑
n 2

−K(X� n)

for all X ∈ 2� is differentiable exactly at the Martin-Löf random reals with the derivative having value
0; that it is nowhere monotonic; and that

∫ 1
0 Ω̂(X ) dX is a left-c.e. wtt-complete real having effective

Hausdorff dimension 1/2.
We further investigate the algorithmic properties of Ω̂. For example, we show that the maximal value of

Ω̂ must be random, the minimal value must be Turing complete, and that Ω̂(X )⊕X ≥T ∅′ for every X . We
also obtain some machine-dependent results, including that for every ε > 0, there is a universal machine V
such that Ω̂V maps every real X having effective Hausdorff dimension greater than ε to a real of effective
Hausdorff dimension 0 with the property that X ≤tt Ω̂V (X ); and that there is a real X and a universal
machine V such that ΩV (X ) is rational.

§1. Introduction. In 1975, Chaitin [12] introduced a celebrated number as
Ω =

∑
�∈2<�

2−K(�).

Ω is an example of a naturally occuring Martin-Löf random number. It can be seen
as an analogue of the halting problem in the theory of algorithmic randomness. An
overview over the research into Chaitin’s Ω can be found in Barmpalias [2].
Subsequently, other authors studied variants of Ω:Downey et al. [14] investigated
Ω when relativized to oracles; and Becher and Grigorieff [7], as well as Becher
et al. [6] studied it as a function from subsets of natural numbers to the real
numbers. More recently, Barmpalias et al. [5] studied analogues of Ω in the c.e. sets,
and in two articles Barmpalias, Cenzer, and Porter [3,4] studied more generally the
probabilities that, given random oracles, universal Turing machines display certain
behaviors (other than halting).
In this article, we study a version of Ω as a function from Cantor space to the
reals.

Definition 1.1. Let a prefix-free Turing machine M be given. Then for a real
X ∈ 2�, let

Ω̂M (X ) =
∑
n

2−KM (X� n)

be the initial segment Ω̂ number of X .
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Furthermore, for every finite string �, define

Ω̂M (�) =
∑
�	�
2−KM (�).

In this article, we will be mostly interested in optimal machines. In cases where
the respective statements are independent of the choice of optimal machine, the
subscriptM will be omitted.
The following statement is immediate.

Fact 1.2. Ω̂ : 2� → R is computable in ∅′ and consequently continuous.
In this article we will analyse this natural function both from the point of view
of computable analysis and from that of computability theory. The article is orga-
nized as follows: inSection 2, we provide essential definitions and preliminaries. In
Section 3, we investigate the function n �→ 2n Ω̂(X � n), which serves as preparation
for the study of the analysis aspects of Ω̂ in Section 4. In Section 5, we investigate
the algorithmic aspects of Ω̂.

§2. Preliminaries. We assume that that reader has a general background in com-
putability theory and algorithmic randomness, as provided by the textbooks of
Downey and Hirschfeldt [13] and Nies [20]. When we talk about a “real” X we
mean either X ∈ 2� or X ∈ [0, 1] depending on the context; we identify these two
interpretations with each other in the canonical way. For finite strings � ∈ 2<� we
use [�] to denote the basic open set {X ∈ 2� : X � �}.
Definition 2.1. A real X is left-c.e. if there is a computable nondecreasing
sequence (Xs)s such that lims Xs = X . Similarly, a real X is right-c.e. if there is a
computable nonincreasing sequence (Xs )s such that lims Xs = X .

We fix a standard universal prefix-freemachineU and useK(�) to denoteKU (�).
A prefix-free machine V is optimal if there is a constant c such that, for every �,
KV (�) ≤ K(�) + c. Often we will simply refer to a Martin-Löf random real as a
“random”.

Definition 2.2. Given X ∈ 2� , Y ∈ [0, 1], and a set P ⊆ 2<� , we say that X
has density Y in P if limn 2n�([X � n] ∩ P) = Y .
The following notion was studied intensively in the literature (see, for example,
Bienvenu et al. [10] and Bienvenu et al. [8]).

Definition 2.3. A real X ∈ 2� is density random if X is Martin-Löf random
and has density 1 in every Π01 subset of 2

� that contains X .

Lemma 2.4 (Ample Excess Lemma; Miller and Yu [18]). If X is random, then∑
n 2
n−K(X� n) is finite.

Definition 2.5. ArealA isweakly lowforK if andonly if there are a constant c
and infinitely many � ∈ 2<� such that

K(�) ≤ KA(�) + c.
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A is weakly low along X if and only if there is some constant c and infinitely
many n such that

K(X � n) ≤ KA(X � n) + c.
A is weakly low along itself if A is weakly low along A.

Definition 2.6. A function f : N → N is right-c.e. if there exists a computable
function f̂ : N× N → Q such that

(∀n)(∀s)(f̂(n, s + 1) ≤ f̂(n, s)) and (∀n)(lim
s
f̂(n, s) = f(n)).

Definition 2.7. A function f : N → N is a Solovay function relative to A,
if

— f is right-c.e. relative to A,
— f is an upper bound for n �→ KA(n) up to an additive constant, and
— this upper bound is tight up to an additive constant infinitely often.

f is a Solovay function if it is a Solovay function relative to ∅.
Theorem 2.8 (Bienvenu and Downey [9]; Hölzl, Kräling, and Merkle [16]). A
right-c.e. function f is a Solovay function relative to X if and only if

∑
n 2

−f(n) is
Martin-Löf random relative to X .

Definition 2.9. Given two reals A ∈ 2� and X ∈ [0, 1], we say that
(1) A has effective Hausdorff dimension X if limn

K(A� n)
n = X ,

(2) A has effective packing dimension X if limn
K(A� n)
n = X .

Theorem 2.10 (Levin and Gács [15]; Chaitin [12]). There is a constant c such
that, for all strings � and �,

|K(��) −K(�)−K(�|�∗)| ≤ c,
where for a string � we let �∗ denote the shortest � such that U (�) = �.

§3. On 2n Ω̂(X � n). As we will show, the function n �→ 2n Ω̂(X � n) plays an
important role in the investigation of Ω̂. First observe that the mapping

� �→
∑
���
2−K(�)+|�|

is a left-c.e. supermartingale. Thus, the following proposition is immediate.

Proposition 3.1. If R ∈ 2� is random, then 2n Ω̂(R� n) is bounded.
In fact, the following stronger statement holds.

Lemma 3.2. For every random real R, limn 2
n Ω̂(R� n) = 0.

Proof. We prove that, for every rational p, the set

Xp = {X ∈ 2� : (∀n)(2n Ω̂(X � n) > p)}
can be covered by aMartin-Löf test (Un)n∈� . To see this, for every n, we inductively
define Un,s over stages s as follows:

https://doi.org/10.1017/jsl.2019.60 Published online by Cambridge University Press

https://doi.org/10.1017/jsl.2019.60


CHAITIN’S Ω AS A CONTINUOUS FUNCTION 489

At stage 0, search for the length-lexicographically smallest string � such that a
sequence l �1 , . . . , l

�
n+1 exists with

0 = l �1 < l
�
2 < · · · < l�n = |�| < l�n+1 ≤ s

and such that for all 1 ≤ i ≤ n,∑
�	�� l �i ∧|�|≤l �i+1

2−Kl�i+1 (�) > p2−l
�
i .

Once � is found, let Un,0 = {�} and call l �1 , . . . , l �n+1 the section of �. It will be
important that we take l �1 , . . . , l

�
n+1 to be the least possible sequence satisfying the

condition, which mostly follows from the minimality of �.
At the beginning of stage s + 1, finitely many strings � are in Un,s , and we assume
that for each of them a sequence of numbers l �1 , . . . , l

�
n+1 is defined such that

0 = l �1 < l
�
2 < · · · < l�n = |�| < l�n+1 ≤ s.

As before, we call this sequence the section of �.
Let T be the set of strings � such that � is incomparable with every � ∈ Un,s .
For a string � ∈ T , let i� be the largest number such that there is �� ∈ Un,s such
that ��� l ��i� = �� l

��
i�
. Note that for each � ∈ T such an i� and �� exist, since all l ��1

equal 0.
Now, in length-lexicographically ascending order, we search for a string � ∈ T
such that there is a finite sequence l �i�+1, . . . , l

�
n+1 with

l �i�+1 = l
��
i�+1 < l

�
i�+2 < · · · < l�n = |�| < l�n+1

such that for every i� + 1 ≤ i ≤ n,∑
�	�� l �i ∧|�|≤l �i+1

2−Kl�i+1 (�) > p2−l
�
i .

Once such a � is found, let Un,s+1 = Un,s ∪ {�} and define �’s section as
l ��1 , . . . , l

��
i�
, l �i�+1, . . . , l

�
n+1.

As before, we assume that l �i�+1, . . . , l
�
n+1 is as small as possible. This completes stage

s + 1.
Finally, for every n, define Un =

⋃
s Un,s . By construction, Un is a prefix-free set.

Moreover, by construction, for every i ≤ n,
(a) {�� l �i : � ∈ Un} is a prefix-free set, and
(b) for every � ∈ Un,

∑
�	�� l �i ∧|�|≤l �i+1 2

−Kl�
i+1
(�)
> p2−l

�
i ≥ p2−|�|.

For every i ≤ n, let
qi =

∑
�∈Un

∑
�	�� l �i ∧|�|≤l �i+1

2−Kl�i+1 (�).

By (b), qi > p�(Un) for every i ≤ n.
The following claim follows by an easy inductive argument.

Claim 1. If for any �0, �1 ∈ Un with �0 = �1 we have that there is some i < n with
�0� l �0i = �1� l

�0
i , then l

�0
i+1 = l

�1
i+1.

Let Ti = {� : (∃� ∈ Un)(� � �� l �i ∧ |�| ≤ l �i+1)}.
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Claim 2. Ti ∩ Tj = ∅ for all i = j ≤ n.
Proof of the Claim.Without loss of generality, assume that i < j. Assume for a
contradiction that Ti ∩ Tj = ∅, so that there is a string � ∈ Ti ∩ Tj such that there
are two distinct strings �0, �1 ∈ Un with the property that

� � �0� l �0i ∧ |�| ≤ l �0i+1 ∧ � � �1� l �1j ∧ |�| ≤ l �1j+1.
Then by (a) above, we have that �0� l �0i = �1� l �0i , and hence by Claim 1
that l �0i+1 = l

�1
i+1. Then � � �1� l �1j � �1� l �1i+1 implies |�| > l�1i+1 = l �0i+1. But then

� /∈ Ti , by definition, which is a contradiction. ♦
Consequently,

1 ≥
∑
�

2−K(�) ≥
∑
i≤n

∑
�∈Ti
2−K(�) ≥

∑
i≤n
qi ≥ np�(Un),

and thus �(Un) < 1/np.
Now for a contradiction, suppose that there is a real X ∈ Xp \ Un for some n.
Then there is no � ∈ Un such that � ≺ X . Find the largest j < n such that there
is some � ∈ Un for which �� l �j ≺ X ; among all such � let � denote the length-
lexicographically smallest. For every � ∈ Un, we have that �� l �j+1 ≺ X . By the
definition of Xp, there must be some least s and a finite sequence lX� sj+1 , . . . , l

X� s
n+1

with
lX� sj+1 = l

�
j+1 < · · · < lX� sn = s < lX� sn+1

such that ∑
�	�� l �j∧|�|≤lX� sj+1

2
−K

l
X� s
j+1
(�)
> p2−l

�
j

and, for every j < i < n + 1, ∑
�	X� lX� si ∧|�|≤lX� si+1

2
−K

l
X� s
i+1
(�)
> p2−l

X� s
i .

As there are at most finitely many strings lexicographically smaller than X � s , by
construction, there must be a stage t such that X � s ∈ Un,t .
Now let Vn =

⋂
i≤�2n/p�Ui for each n ∈ �. Then (Vn)n∈� is a Martin-Löf test

covering Xp; thus R ∈ Xp. As p > 0 was arbitrary, it follows that
limn2

n Ω̂(R� n) = 0. �
By Lemma 3.2, it is easy to see that, for every 2-generic real G ,

limn2
n Ω̂(G� n) = 0.

Theorem 3.3 (Andrews, Cai, Diamondstone, Lempp, and Miller; for a proof
see Miyabe, Nies, and Zhang [19]). A real R is density random if and only if for
every left-c.e. martingaleG , limn G(R� n) exists.
Lemma 3.4. If R is density random, then limn 2n Ω̂(R� n) = 0.
Proof. For all � ∈ 2<�, let L(�) =∑�≺� 2|�|−K(�) and

F (�) = L(�) + 2|�| Ω̂(�).
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F is clearly left-c.e.; furthermore, it is a martingale, as

F (�) = L(�) + 2|�| Ω̂(�)

=
L(�0) + L(�1)− 2 · 2|�|−K(�)

2
+ 2|�|(Ω̂(�0) + Ω̂(�1) + 2−K(�))

=
L(�0) + 2|�0|Ω̂(�0) + L(�1) + 2|�1|Ω̂(�1)

2

=
F (�0) + F (�1)

2
.

So by Theorem 3.3, limn F (R� n) exists, and by Ample Excess Lemma 2.4

lim
n
2n Ω̂(R� n) = lim

n

(
F (R� n)−

∑
m<n

2m−K(R�m)
)

also exists. Then by Lemma 3.2, limn 2n Ω̂(R� n) = limn2n Ω̂(R� n) = 0. �
The following result gives a Kolmogorov complexity characterization of density
randomness.

Theorem 3.5. R is density random if and only if limn 2n Ω̂(R� n) = 0.
Proof. The direction from left to right follows from Lemma 3.4.
For the right to left direction, let R be such that limn 2n Ω̂(R� n) = 0. Then
R is random. Now suppose that there is a computable tree T ⊆ 2<� such that
R ∈ [T ] but limn2n �([R� n]∩ [T ]) < 1− ε for some ε > 0. So there is a constant c
independent of n and a c.e. prefix-free setW ⊆ 2<� such that [T ] = 2� \ [W ] and
(∀� ∈W )(K(�) ≤ |�|+ c).
Now fix an n such that �([R� n] ∩ [T ]) < 2−n(1− ε). Then

2n
∑
��R� n 2

−K(�)

≥ 2n ∑��R� n ∧ �∈W 2−K(�)
≥ 2n ∑��R� n ∧ �∈W 2−|�|−c

≥ 2n · 2−n−c · ε = 2−c · ε.
This contradicts limn 2n Ω̂(R� n) = 0. �
Remark 3.6. The result of Miyabe, Nies, and Zhang [19], that every K-trivial
real is low for density randomness, is an immediate corollary of the above theorem.

The following result implies that 2n Ω̂(R� n) converges to zero slowly.
Proposition 3.7. There is no real X such that

∑
n 2
n Ω̂(X � n) <∞.

Proof. There is a constant c such that for every �,

2|�|
∑
�	� 2

−K(�)

≥ 2|�| ∑�	� 2−K(|�|)−|�|−c

= 2|�|
∑
n≥|�|

(
2n−|�| · 2−K(n)−n−c

)
=
∑
n≥|�| 2

−K(n)−c.
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Therefore, for every real X ,∑
m

2m
∑
�	X�m

2−K(�) ≥
∑
m

∑
n≥m
2−K(n)−c =∞.

�

§4. Analytic aspects of Ω̂.
4.1. Differentiability and monotonicity. We first give a characterization of the
points where Ω̂ is differentiable.

Theorem 4.1. The following are equivalent:

(1) R is random;
(2) Ω̂ is differentiable at R;
(3) Ω̂′(R) = 0.

Proof. First note that the implication from (3) to (2) is trivial, while the impli-
cation from (2) to (3) follows from the equivalence of (1) and (2) by Lemma 3.2.
We now show the remaining implications.

(1) implies (2). Consider the left-c.e. function

G(�) = 2|�| max
Y��

∑
m>|�|

2−K(Y�m).

We claim that limn G(R� n) = 0 for random R. Assume otherwise; then there is a
rational ε > 0 such that there are infinitely many n with G(R� n) > ε. For every n,
let

Sn =
∑

{� : |�|≤n∧G(�)>ε}
2−|�| ε.

For each �, let Z� � � be a real such that∑
m>|�|

2−K(Z��m) = max
Y��

∑
m>|�|

2−K(Y�m).

Note that such a Z� exists by compactness because

Y �→
∑
m>|�|

2−K(Y�m)

is a continuous function from Cantor space to R.
For every n, inductively partition {� ∈ 2<n+1 : G(�) > ε} into {Ai}i≤kn as
follows: Let A0 = ∅. To define Ai+1, let �i+1 be the lexicographically least element
of {� ∈ 2<n+1 : G(�) > ε} \⋃j≤i Aj and let

Ai+1 = {� ∈ 2<n+1 : G(�) > ε ∧ � � �i+1 ∧ � ≺ Z�i+1}.
Continue this process until the first stage kn < 2n+1 at which no �i+1 can be found.
Then it is clear that {Ai}i≤kn partitions {� ∈ 2<n+1 : G(�) > ε}.
Note that for every i ≤ kn and � ∈ 2<n+1 with G(�) > ε, � ∈ Ai implies that
� � �i and � ≺ Z�i . Moreover, no �i is on Z�j for j = i , so the Z�i � [�i ,∞) are
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disjoint. Finally, if � � �i is in 2<n+1, then, by the definition of Z�i ,
2−|�| ε < 2−|�|G(�i) ≤ 2−|�|+|�i |

∑
j≥|�i |

2−K(Z�i � j).

Consequently, for every n,

Sn =
∑

{�∈2<n+1 : G(�)>ε} 2
−|�| ε

=
∑
i≤kn

∑
�∈Ai 2

−|�| ε

≤ ∑
i≤kn

∑
|�i |≤m<n+1 2

−m+|�i |∑|�i |≤j 2
−K(Z�i � j)

≤ ∑
i≤kn 2 ·

∑
|�i |≤j 2

−K(Z�i � j)

≤ 2.
Thus, ∑

{� : G(�)>ε}
2−|�|ε ≤ 2 and so

∑
{� : G(�)>ε}

2−|�| ≤ 2ε−1.

Hence, there exists a constant c such that for all � we have that G(�) > ε implies
that |�| ≥ K(�) − c. Thus, for every n and every random R with G(R� n) > ε we
have K(R� n) < n + c, contradiction.
So, if R is random, then

0 ≤ limY→R |Ω̂(Y )−Ω̂(R)|
d(Y,R)

≤ limY→R |Ω̂(Y )|+|Ω̂(R)|
d(Y,R)

≤ limn 2n
∑
m>n 2

−K(R�m) + 2nmaxY�R� n
∑
m>n 2

−K(Y�m)

= limn 2n
∑
m>n 2

−K(R�m) +G(R� n)
= 0.

Thus, Ω̂ is differentiable at R and Ω̂′(R) = 0.

(2) implies (1). Assume that X is not random and that Ω̂ is differentiable at X .
Then there exists an M such that for all Y we have

∣∣∣ Ω̂(Y )−Ω̂(X )d(Y,X )

∣∣∣ ≤ M . Note
that there is a constant c such that for every � and d , if K(�) ≤ |�| − d , then
K
(
�02

2|�|) ≤ |�| − d + c. To simplify notation, we will assume c = 0.
Since X is not random, for every d , there is some n such that K(X � n) ≤ n − d .
We distinguish two cases:

Case 1. X � (X � n)0i1 for some i > 22n−1. Fix any real Z0 � (X � n)022
n

; then

d (Z0, X ) < 2−2
n+1. So,M ≥

∣∣∣ Ω̂(Z0)−Ω̂(X )d(Z0,X )

∣∣∣ > 22n−1 |Ω̂(Z0) − Ω̂(X )| and therefore
|Ω̂(Z0)− Ω̂(X )| < 2−2n+1M .
Note that since 22

n−1 − 2n2 > 2n2 some j ∈ [2n2 , 22n−1] must have the property
that

∑
�	(X� n)0j1 2

−K(�) < 2−n
2
. Fix such a j and a real Z1 � (X � n)0j1. Then

d (Z1, X ) ≤ 2−n2 and

M ≥
∣∣∣∣∣Ω̂(Z1)− Ω̂(X )d (Z1, X )

∣∣∣∣∣ ≥ 2n2 |Ω̂(Z1)− Ω̂(X )|.
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So, |Ω̂(Z1)− Ω̂(X )| < 2−n2M and thus

2−n − 2−n2 ≤ 2−K((X� n)022
n

) −∑�	(X� n)0j1 2−K(�)
≤ |Ω̂(Z0)− Ω̂(Z1)|
≤ |Ω̂(Z0)− Ω̂(X )|+ |Ω̂(X )− Ω̂(Z1)|
≤ 2−n2M + 2−2n+1M.

For large enough n this is a contradiction.

Case 2.Otherwise. Fix any realZ0 � X � n022
n

and choose i ∈ (22n−1, 22n) and a real
Z1 � (X � n)0i1 such that

∑
�	(X� n)0i1 2

−K(�) < 2−n
2
. By the assumption, there is a

number 0 < j ≤ i such that X � (X � n)0j1. Since

M ≥
∣∣∣∣∣ Ω̂(Z1)− Ω̂(X ))d (Z1, X )

∣∣∣∣∣ ≥ 2n |Ω̂(Z1)− Ω̂(X )|,
we have that |Ω̂(Z1)− Ω̂(X )| ≤ 2−nM . Note that

|Ω̂(Z1)− Ω̂(X )|
=
∣∣∣∑j<k≤i 2(X� n)0k +∑m≥n+i 2−K(Z1�m) −∑m≥j+n 2−K(X�m)∣∣∣

≥
∣∣∣∑j<k≤i 2(X� n)0k −∑m≥j+n 2−K(X�m)∣∣∣−∑m≥n+i 2−K(Z1�m)

≥
∣∣∣∑j<k≤i 2(X� n)0k −∑m≥j+n 2−K(X�m)∣∣∣− 2−n2 ,

which yields ∣∣∣∑j<k≤i 2(X� n)0k −∑m≥j+n 2−K(X�m)∣∣∣
≤ 2−n2 + |Ω̂(Z1)− Ω̂(X )|
≤ 2−n2 + 2−nM.

Further note that

2n
∣∣∣∑j<k≤i 2(X� n)0k +∑m>i+n 2−K(Z0�m) −∑m≥j+n 2−K(X�m)∣∣∣

≤
∣∣∣ Ω̂(Z0)−Ω̂(X )d(Z0,X )

∣∣∣ ≤ M,

and consequently∣∣∣∣∣∣
∑
j<k≤i

2(X� n)0
k

+
∑
m>i+n

2−K(Z0�m) −
∑
m≥j+n

2−K(X�m)

∣∣∣∣∣∣ ≤ 2−nM.
Thus, ∑

m>i+n 2
−K(Z0�m)

≤
∣∣∣∑j<k≤i 2(X� n)0k −∑m≥j+n 2−K(X�m)∣∣∣+ 2−nM

≤ 2−n2 + 2−n+1M
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which, for large enough n and d , contradicts∑
m>i+n

2−K(Z0�m) > 2−K
(
(X� n)022

n )
> 2−n+d . �

Next we show that Ω̂ is nowhere monotone.

Proposition 4.2. For every computable increasing function g and every universal
machine U , there is a prefix-free machineM such that for every weakly 1-generic set
G there are infinitely many n such that

(∀m ∈ [g(n), g(n + 1)])(∀� ∈ 2m)(KM (G�m) ≤ KU (�) ∧ G(m) = 0).
The same statement holds with 1 in place of 0.

Proof. We define a prefix-free machineM as follows:
First, define (ln)n via l0 = 0 and ln+1 = g(ln + 1 + 2g(ln+1)) for n > 0.
Next, at stage n + 1, fix an enumeration (�i)i<2g(ln+1) of finite strings with length
g(ln + 1). For each i < 2g(ln+1), define

�i = �i0ln+1−g(ln+1) = �i0g(ln+1+2
g(ln+1))−g(ln+1).

Now for each such i and g(ln + 1 + i) ≤ k < g(ln + 2 + i), we let
KM (�i �k) = min{KU (�) : |�| = k}.

Without loss of generality, we may assume that M is a prefix-free machine. By
construction, for every �, we can effectively find a string � � � and a number n such
that

(∀m ∈ [g(n), g(n + 1)])(∀� ∈ 2m)(KM (��m) ≤ KU (�) ∧ �(m) = 0).
Then, for every n, the Σ01 set

{Y : (∀m ∈ [g(n), g(n + 1)])(KM (Y �m) is defined ∧ Y (m) = 0)} =
{Y : (∀m ∈ [g(n), g(n + 1)])(∀� ∈ 2m)(KM (Y �m) ≤ KU (�) ∧ Y (m) = 0)}

is dense. The proposition follows immediately. �
Lemma 4.3. There is a constant c such that for every weakly 1-generic real G and
i ∈ {0, 1}, there are infinitely many n such that

(∀m ∈ [n, 222n ])(K(G�m) ≤ K(m) + c ∧ G(m) = i).
Proof. By Proposition 4.2, there is a machine M such that for every weakly
1-generic real G , there are infinitely many n such that

(∀m ∈ [n, 222n ])(∀� ∈ 2m)(KM (G�m) ≤ K(�)).
Then there must be a constant c such that

(∀m ∈ [n, 222n ])(∀� ∈ 2m)(K(G�m) ≤ K(m) + c). �

Lemma 4.4. If G is weakly 1-generic, then

limX→G+
Ω̂(G)− Ω̂(X )
d (X,G)

=∞ and limX→G−
Ω̂(G)− Ω̂(X )
d (X,G)

=∞.
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Proof. Let G be weakly 1-generic. By Lemma 4.3, fix a number l such that

(∀m ∈ [l, 222l ])(K(G�m) ≤ K(m) + c). By Theorem 2.10, there are constants c1
and c2 such that for every n ∈ [l, 2l ], m ∈ [0, 22n − n], and every � ∈ 2m,

K((G� n)�)−K(G� (n +m))
= K(G� n) +K(�� (G� n)∗)−K(G� n)−K(0m� (G� n)∗) + c1
≥ K(�� (G� n)∗)−K(m) − c2.

It is clear that there is a real R with (∀m)(K(R�m|(G� n)∗) ≥ m). If we let
� = R�m in the above inequality, then, for some constant d ′,

K((G� n)�)−K(G� n +m) ≥ m −K(m) − c2 ≥ m − 2 logm − d ′.
Note that there is a constant d ′′ such thatm − 2 logm − d ′ > 0 holds for everym ≥
d ′′. Let e = max{|m−2 logm−d ′| : m < d ′′}. Then, for some constant c3, we have

2n
∑
m(2

−K(G� (n+m)) − 2−K((G� n)(R�m)))
= 2n(

∑
m≤22n−n(2

−K(G� (n+m)) − 2−K((G� n)(R�m)))
+
∑
m>22n−n(2

−K(G� (n+m)) − 2−K((G� n)(R�m))))
≥ 2n(∑m≤22n−n(2−K(G� (n+m)) − 2−K((G� n)(R�m)))

− ∑
m>22n−n 2

−K((G� n)(R�m)))

≥ 2n(∑m≤22n−n(2−K(G� (n+m)) − 2−K((G� n)(R�m)))
− ∑

m>22n−n 2
−K(R�m|(G� n)∗)−c3)

≥ 2n∑m≤22n−n(2−K(G� (n+m)) − 2−K((G� n)(R�m)))− 2n−2n−c3−1
= 2n

∑
m≤22n−n 2

−K(G� (n+m))(1− 2−K((G� n)(R�m))+K(G� (n+m)))
− 2n−2n−c3−1

≥ 2n∑m≤22n−n 2−K(G� (n+m))(1− 2−m+2 logm+d ′ )− 22n−2n−c3−1
= 2n(

∑
m<d ′′ 2

−K(G� (n+m))(1− 2−m+2 logm+d ′ )
+
∑
d ′′≤m≤22n−n 2

−K(G� (n+m))(1− 2−m+2 logm+d ′ ))
− 22n−2n−c3−1

≥ 2n(∑d ′′≤m≤22n−n 2−K(G� (n+m))−1 −∑m<d ′′ 2−K(G� (n+m))+e)
− 22n−2n−c3−1.

It is clear that we may fix numbers n0, n1 ∈ [l, 2l ] such that n1 > n0+d ′′,K(n0) ≥
log n0, andK(n1) ≤ log log n0−1. Then, by the inequality above, there is a constant
e′ such that

2n0
∑
m(2

−K(G� (n0+m)) − 2−K((G� n0)(R�m)))
≥ 2n0 ( 1

log n0
−∑m<d ′′ 2−K(G� n0)+m+1+e′ )− 22n0−2n0−c3−1

≥ 2n0 ( 1
log n0

− 21+e
′+d′′

n0
)− 22n0−2n0−c3−1.
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So, if n0 → ∞, then 2n0∑m(2−K(G� (n0+m)) − 2−K((G� n0)(r�m))) → ∞. By the prop-
erties of R, there must be some i, j ∈ [l, 222l ) such that R(i) = 1 and R(j) = 0.
Then by Lemma 4.3, both the case (G� n0)R > G and the case (G� n0)R < G are
possible. Thus,

limX→G+
Ω̂(G)− Ω̂(X )
d (X,G)

=∞ and limX→G−
Ω̂(G)− Ω̂(X )
d (X,G)

=∞. �
As a consequence, we obtain the following corollary.

Corollary 4.5. If G is weakly 1-generic, then for every n there are random reals
R0 > G > R1 such that R0� n = G� n = R1� n and

max{Ω̂(R0), Ω̂(R1)} < Ω̂(G).
The following theorem summarizes the results obtained in this subsection.

Theorem 4.6. Ω̂ is a continuous, nowhere monotone, almost everywhere differen-
tiable function.

4.2. Integral. In this section, we identify finite binary strings with rational num-
bers. Similarly, we identify reals X ∈ [0, 1] with their binary expansions; then every
X � n is a finite binary string of length n.
Lemma 4.7.

(1) If we let pn =
∑

|�|=n 2
−K(�) for all n, then there is some constant c such that

for all n we have K(pn) ≥ n − c.
(2) For every set A, let pAn =

∑
|�|=n ∧ �≤A 2

−K(�), where � ≤ A means that � is
either an initial segment of A or to the left of A. Then

A = 0 =⇒ (∃c)(∀n)(K(pAn ) ≥ n −K(A� n)− c).
Proof. (1): Let f be a partial computable function that maps every pair of the
form (pn, n) to a string �n that has maximal complexity among all strings of length
n. Then, for some constants c, c1, c2, and c3,

K(pn) ≥ K(pn, n)−K(n)− c1
≥ K(�n)−K(n)− c2
≥ n +K(n)−K(n) − c3
≥ n − c.

(2): Since A = 0, there must be a set B ≤ A and a constant d such
that (∀n)(K(B� n) ≥ n − d ). Let f be a partial computable function such
that f(pAn ,A� n) = �n for all n, where �n is the leftmost string of length n having
the property K(�n) ≥ n − d . Then

K(pAn ) ≥ K(pAn ,A� n)−K(A� n)− c1
≥ K(�n)−K(A� n)− c2
≥ n − d −K(A� n)− c3
≥ n −K(A� n)− c,

for some constants c, c1, c2, and c3. �
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Theorem 4.8.
(1) E = ∑

n 2
−n∑

|�|=n 2
−K(�) is a left-c.e., wtt-complete real of effective

Hausdorff dimension 1/2.
(2) Let E(A) =∑n 2−n∑|�|=n ∧ �≤A 2

−K(�). Then for everyA, E(A) is anA-left-
c.e. real that is not random relative to A. If A = 0 and A is of effective packing
dimension 0, then E(A) is of effective Hausdorff dimension at least 1/2.

Proof. (1): It is obvious that E is left-c.e. Note that, for every n and � ∈ 2n, there
is a constant c such thatK(�) ≤ n+2 log n+ c. W.ithout loss of generality, we may
even assume that, for every stage s , Ks (�) ≤ n + 2 log n + c.
For every stage s , let Es =

∑
n≤s 2

−n∑
|�|=n 2

−Ks (�). Then, for every ε > 0, there
is a constant cε such that for every s with E� n = Es� n we have that p�n/2−εn�−cε =
p�n/2−εn�−cε ,s and pn,s =

∑
|�|=n 2

−Ks (�) (where pn is as in Lemma 4.7). In other
words, there is a computable function f which maps E� n to p�n/2−εn�−cε . Then, by
Lemma 4.7, there is a constant d with

K(E� n) ≥ n/2− εn − d,
and thus E is of effective Hausdorff dimension at least 1/2.
For every m, by the assumption above, the approximation to

∑
|�|=m 2

−K(�)

changes at most 2m(m + 2 logm + c) ≤ 2m+2 logm+c times; that is,∣∣∣∣∣∣
⎧⎨⎩s : ∑|�|=m 2−Ks (�) =

∑
|�|=m

2−Ks+1(�)

⎫⎬⎭
∣∣∣∣∣∣ ≤ 2m+2 logm+c .

For arbitrary r, write

C (r) =
∑
n≥m>n/2+2 log n+c

∑
|�|=m 2

−m−Kr (�)

D(r) =
∑
m≤n/2+2 log n+c

∑
|�|=m 2

−m−Kr (�),

and write C (�) and D(�) for the same expressions where “Kr” has been replaced
with “K”. Then, using the arguments above, for every ε > 0 and large enough n,
the approximation to D(�) changes at most∑

m≤n/2+2 log n+c
2m+2 logm+c ≤ 2(1+ε)(n/2+2 log n+c)

many times. Note that

C (�) ≤
∑

n≥m>n/2

∑
|�|=m

2−m−K(�) < 2−�n/2�−1,

and thus C (�)� n/2 = 0�n/2�. Then |{s : C (s)� n = C (s + 1)� n}| ≤ 2n/2.
By using that

∑
m>n

∑
|�|=m 2

−m−K(�) <
∑
m>n 2

−m ≤ 2−n we obtain for some
j ≤ 3 that

E� n = j2−n+1 +
∑

i<n∧(C (�))(i)=1
2−i +

∑
i<n∧(D(�))(i)=1

2−i .

Thus, E� n can be effectively approximated by letting, for each stage s and every
j ≤ 3,

Ejs � n = j2−n+1 +
∑

i<n∧(C (s))(i)=1
2−i +

∑
i<n∧(D(s))(i)=1

2−i .

https://doi.org/10.1017/jsl.2019.60 Published online by Cambridge University Press

https://doi.org/10.1017/jsl.2019.60


CHAITIN’S Ω AS A CONTINUOUS FUNCTION 499

By the discussion above,

|{s : Ejs = Ejs+1}| ≤ 2(1+ε)(n/2+2 log n+1) + 2n/2 ≤ 2(1+ε)(n/2+2 log n+3)

for each j ≤ 3 and E� n = lims Ejs for some j ≤ 3. To know E� n, it is therefore
enough to know the correct j and the last time the above approximation changes.
This means there are at most

4(2(1+ε)(n/2+2 log n+1) + 2n/2) ≤ 2(1+ε)(n/2+2 log n+4)

possible values for E� n and that, for some constant d ,
K(E� n) ≤ (1 + ε)(n/2 + 2 log n + 4) +K(n) + d.

Hence, the effective Hausdorff dimension of E is no more than 1/2.
Finally, since E is left-c.e. and of d.n.c. degree, we can apply Arslanov’s [1]
completeness criterion (see Soare [22, Theorem 5.1 and Exercise 5.8]) to a c.e. set
which is wtt-equivalent to E ; this way, we obtain that E is wtt-complete.
(2): First, E(A) is clearly A-left-c.e. Second, there is a constant c such that for
every n,

2−K(n)−c ≤
∑

|�|=n ∧ �≤A
2−K(�) ≤

∑
|�|=n

2−K(�) ≤ 2−K(n)+c.

So, G(n) = − log 2−n∑|�|=n ∧ �≤A 2
−K(�) is not an A-Solovay function, and

E(A) cannot be A-random. As in the proof of (1), for every n and every ε > 0,
there is a constant cε such that if for every s ,

E(A) −
∑
�≤A� n

∑
m≤n
2−Ks (��m)−m ≤ 2−n,

then pAn/2−εn−cε = p
A
n/2−εn−cε ,s , where p

A
n is as in Lemma 4.7. Then, by Lemma 4.7,

there is a constant d such that

K(E(A)� n) ≥ K((E(A)� n,A� n))−K(A� n)
≥ n/2− εn −K(A� n)−K(A� (n/2− ε − cε))− d.

Consequently, E(A) has effective Hausdorff dimension at least 1/2 if A has effective
packing dimension 0. �
Theorem 4.9.

(1) O= ∫ 10 Ω̂(X )dX = limn 2−n∑|�|=n
∑
m≤n 2

−K(��m) is a left-c.e., wtt-com-
plete real of effective Hausdorff dimension 1/2.

(2) Let O(A) = ∫ A
0 Ω̂(X )dX =

∑
n 2

−n∑
|�|=n ∧ �≤A

∑
m≤n 2

−K(��m). Then
O(A) ⊕ ∅′ ≡T A ⊕ ∅′. If A = 0 has effective packing dimension 0, then
O(A) has effective Hausdorff dimension at least 1/2.

Proof. (1): Note that for every n,

2−n
∑

|�|=n
∑
m≤n 2

−K(��m)

= 2−n
∑
m≤n 2

n−m∑
|�|=m 2

−K(�)

=
∑
m≤n 2

−m∑
|�|=m 2

−K(m).

Therefore, O = E , and the claim follows from Theorem 4.8(1).
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(2): That O(A) ≤T A⊕ ∅′ is immediate. Note that, when restricted to sets that are
both infinite and coinfinite,A �→ O(A) is a ∅′-computable, increasing, and therefore
injective function; thus, A ≤T O(A)⊕ ∅′.
The second part of the claim can be shown with a method similar to that used in
the proof of Theorem 4.8(2). �
It is obvious that both A �→ E(A) and A �→ O(A) satisfy the premises of the
following fact; thus, we obtain the corollary below.

Fact 4.10. Suppose that f is a continuous function from Cantor space to R such
that for every x = y, if (x, y) = ∅, then f(x) = f(y). Then the range of f must be
an interval.
Corollary 4.11. The ranges of A �→ E(A) and of A �→ O(A) are intervals.

§5. Algorithmic aspects of Ω̂-operators. In this section, we investigate the algo-
rithmic properties of Ω̂, some of which will be dependent on the machine used to
define Ω̂.

5.1. Machine-independent results.
Proposition 5.1. A real X ∈ 2� is weakly low along itself if and only if Ω̂(X ) is
X -random.
Proof. By Theorem 2.8, a function f is a Solovay function relative to X if
and only if

∑
n 2

−f(n) is X -random. For some constant c and all X , we have that
K(X � n) ≥ KX (n) − c; therefore, the function n �→ K(X � n) is right-c.e. relative
to X and is an upper bound of KX up to an additive constant. So, it suffices to
observe that this upper bound is infinitely often tight up to an additive constant if
and only if X is weakly low along itself. �
A real X is d.c.e. if it is a difference of two left-c.e. reals. An oracle A is called low
for d.c.e. reals if every d.c.e. real relative to A is a d.c.e. real.

Theorem 5.2 (Miller [13]). A is K-trivial if and only if A is low for d.c.e. reals.
Proposition 5.3. If X is K-trivial, then Ω̂(X ) is left-c.e.
Proof. If X is low for K , then, by Theorem 5.2, X is low for d.c.e. reals.
Now Ω̂(X ) is left-c.e. relative to X , hence it is d.c.e. relative to X , hence it is
d.c.e.
On the other hand, by Proposition 5.1, Ω̂(X ) is X -random. So, by a result of
Rettinger and Zheng [21, Theorem 2.5], Ω̂(X ) is left-c.e. or right-c.e. Since Ω̂(X )
is left-c.e. relative to X , if it were also right-c.e., then it would be computable
from X , which contradicts the fact that Ω̂(X ) is X -random. Hence, Ω̂(X ) must be
left-c.e. �
Proposition 5.4. If X is left-c.e., then Ω̂(X ) is d.c.e.
Proof. Fix an approximation X0, X1, . . . to X that witnesses that X is left-c.e.
Consider the approximation Ω̂(X )[s] to Ω̂(X ) given by

Ω̂(X )[s] =
∑
j<s

2−Ks (Xs� j).

In this approximation, the values Ω̂(X )[s] are fluctuating up and down over the
stages s , but we will argue that the total sum of all increases and the total sum of
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all decreases can each be bounded by 1; then Ω̂(X ) is d.c.e. To see this, we look at
these two sums separately.
For every given string � let I� be the set of all numbers s such that |�| < s and �
is an initial segment of Xs . Since X is left-c.e., each set I� is an interval of natural
numbers that could possibly be empty, finite, or cofinite. If I� is empty, then � never
contributes to any increases or any decreases of the values Ω̂(X )[s].
If I� is cofinite, then � is an initial segment ofX and whenever the approximation
to the true value of K(�) improves, the value of Ω̂(X )[s] increases. But the total
sum of such increases is clearly bounded by 2−K(�). The same argument also allows
bounding the increases caused by �’s with finite I� at stages s ∈ I� . In total, the
total sum of all increases over all � ∈ 2<� is bounded by 1.
It remains to look at the decreases of the values Ω̂(X )[s] over stages s . The
only �’s that contribute any decreases are the ones where I� is finite but nonempty;
a decrease occurs when the positive contribution at stages s ∈ I� of one such
� falls away at stages s > max I� . But for every such � its positive contribution
was at most 2−K(�); therefore, the sum of all decreases over all � ∈ 2<� is again
bounded by 1. �
Proposition 5.5. Let X be Δ02 and let Ω̂(X ) be X -random. Then X is K-trivial.

Proof. By the assumption on X and Theorem 2.8, K(X � n) is an X -Solovay
function. Hence, X is weakly low forK . Since X ≤T Ω, we have thatX is K-trivial
by a result of Miller [17]. �
Lemma 5.6. Ω̂(X )⊕ X ≥T ∅′ for every X .
Proof. We build a prefix-free machine V by enumerating a bounded request set
as follows: For every n, if n ∈ ∅′sn+1 \ ∅′sn for some sn, then pick the least mn ≤ 4n
such that ∑

�∈2mn
2−KU,sn+1(�) ≤ 4−n

and enumerate (KU,sn+1(�)−n, �) for every � ∈ 2mn . Note that anmn as abovemust
exist since

∑
|�|≤4n 2

−KU,sn+1(�) < 1.
Then a prefix-free machine V as required exists, since∑

n

∑
�∈2mn 2

−KU,sn+1(�)+n

=
∑
n 2
n
∑
�∈2mn 2

−KU,sn+1(�)

≤∑n 2n · 4−n ≤∑n 2−n ≤ 1.
We claim that for almost every n, if Ω̂U (X ) −

∑
m≤s 2

KU,s (X�m) < 2−8
n

at stage
s > 4n, then n ∈ ∅′ if and only if n ∈ ∅′s+1. Assume otherwise and fix n and s such
that Ω̂U (X ) −

∑
m≤s 2

KU,s (X�m) < 2−8
n

but n ∈ ∅′ \ ∅′s+1. Then n ∈ ∅′sn+1 \ ∅′sn for
some sn ≥ s + 1. So

KV (X �mn) ≤ KU,sn+1(X �mn)− n. (†)
But we haveKU (X �mn) ≤ 2mn ≤ 2 · 4n < 8n whenmn is large enough, and we also
have Ω̂U (X )−

∑
m≤s 2

KU,s (X�m) < 2−8
n

. This implies

KU,sn+1(X �mn) = KU (X �mn).
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Therefore, if there are infinitely many n as in (†), then V is a prefix-free machine
with limn KU (n)−KV (n) =∞, which is a contradiction. �
Definition 5.7. We let

Ω̂(2�) = {X : (∃A)(Ω̂(A) = X )}
denote the image of Ω̂.

Proposition 5.8. Both min Ω̂(2�) and max Ω̂(2�) are left-c.e. In addition,
max Ω̂(2�) is Martin-Löf random.

Proof. Let X = max Ω̂(2�). For all s , define

Xs = sup
�∈2s

∑
n≤s
2−Ks (�� n).

Then (Xs )s is a nondecreasing sequence such that X = lims Xs . Now for every n,
search for a stage s such that there is a real An such that∑

l<s

2−Ks (An� l) ∈ [X − 2−n, X ).

Then for every such An , we have thatK(An� s) > n. It is clear that there is a partial
computable function f mapping X � n + 1 to such an An� s . Then f witnesses that
X is Martin-Löf random.
Let Y = min Ω̂(2�). Define Ys = inf�∈2s

∑
n≤s 2

−Ks (�� n). Then (Ys )s is a
nondecreasing sequence such that Y = lims Ys . �
It is natural to ask which reals can be preimages of Ω̂’s maximal value. It is easy
to see that for the right choice of optimal machine 0� can be such a preimage.

Proposition 5.9. If A is 2-random, then Ω̂(A) is not a left-c.e. random real. Thus,
Ω̂(A) = max Ω̂(2�).
Proof. Assume otherwise, then A is Ω̂(A)-random, and consequently Ω̂(A) is
A-random. Then by Theorem 2.8,K(A� n) is anA-Solovay function, which implies
that for infinitely many n we have K(A� n) ≤ KA(n) + c for some constant c. This
contradicts A’s being random. �
Proposition 5.10. Ω̂(2�) is a perfect set, and in particular uncountable.

Proof. It is clear that Ω̂(2�) is a closed set by the compactness of Cantor space.
To see that it is a perfect set, it is sufficient to show that it has no isolated points.
For every number n, let mn be the least number such that

∑
|�|≥mn 2

−K(�) < 2−n.

Case 1. Ω̂(A) is left-c.e. and random. Then let R � A�mn be a 2-random real. Then
Ω̂(R) ∈ (Ω̂(A) − 2−n, Ω̂(A) + 2−n) and, by Proposition 5.9, Ω̂(R) is not a left-c.e.
random real. Then Ω̂(R) = Ω̂(A).
Case 2. Otherwise. Then let R = (A�mn)0�. Then Ω̂(R) is a left-c.e. random real.
Thus, Ω̂(R) ∈ (Ω̂(A)− 2−n, Ω̂(A) + 2−n) but Ω̂(R) = Ω̂(A).
In summary, there is a setR with Ω̂(R) ∈ (Ω̂(A)− 2−n, Ω̂(A)+2−n) but Ω̂(R) =
Ω̂(A). Since n was arbitrary, Ω̂(A) is not isolated. �
For every set X , write Ω̂−1(X ) for {A : X = Ω̂(A)}.
Lemma 5.11. For every set X , Ω̂−1(X ) is Π01(X ⊕ ∅′).
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Proof. We construct a binary tree T that is computable in X ⊕ ∅′ as follows:
Let T0 = {	}. At stage s + 1 > 0, let ts be least such that∑

|�|≥ts
2−K(�) < 2−s−1.

Then for every �, put � into Ts+1 if there is some � ∈ Ts such that � � �, |�| = ts ,
and

∑
l≤ts 2

−K(�� l) ∈ [X − 2−s , X ). Close Ts+1 under initial segments.
Let T =

⋃
s Ts . It is obvious that Ω̂(A) = X if and only if A ∈ [T ]. �

Corollary 5.12. For every set X , Ω̂−1(X ) is meager.

Proof. Otherwise, by Lemma 5.11, Ω̂−1(X ) must contain an interval. Then by
Proposition 5.8, X must be left-c.e. and random and there must be a 2-random A
such that Ω̂(A) = X , contradicting Proposition 5.9. �
Proposition 5.13. For every left-c.e. real X , Ω̂−1(X ) has positive measure if and
only if there is a 2-random set A such that Ω̂(A) = X .

Proof. The left to right direction is obvious. For the other direction, if X is
left-c.e., then by Fact 5.11, the set Ω̂−1(X ) is Π01(Ω̂). Since there is a 2-random set A
such that Ω̂(A) = X , the set Ω̂−1(X ) is not null. �
It is unknown whether there is a real X such that Ω̂−1(X ) has positive measure,
but the following result excludes many possible candidates for such an X .

Proposition 5.14. If Ω̂−1(X ) has positive measure, then X is left-c.e., Turing
complete, and nonrandom.

Proof. We first prove thatX is left-c.e. By the Lebesgue density theorem, wemay
assume, without loss of generality, that �(Ω̂−1(X )) > 3/4. Let X0 = 0. For every
s > 0, let Xs ≥ Xs−1 be a rational number such that there is a stage t > s such that

�({Y :
∑
l≤t
2−Kt(Y� l) ∈ [Xs,Xs + 2−s)}) > 3/4,

if such a number exists. By induction over s , Xs exists for every s . Moreover, for
any ε > 0, there is some sε so that

�({Y :
∑
l≤sε
2−Ksε (Y� l) ∈ [X − ε,X ]}) > 3/4.

Then it is clear that X − ε ≤ Xsε + 2−sε . So, Xsε ≤ X ≤ Xsε + ε + 2−sε . Hence,
lims Xs = X .
It remains to show that X is Turing complete. By Lemma 5.6, for every set
A ∈ Ω̂−1(X ) we have that X ⊕ A is Turing complete. But as Ω̂−1(X ) has positive
measure, a set of reals of positive measure is cupped above ∅′ by X . This implies
that X is Turing complete.
That X is nonrandom follows from Proposition 5.9. �
Lemma 5.15. For every real X ,

(1) {A : Ω̂(A) ≤ X} is Π01(X );
(2) If X = min Ω̂(2�), then Ω−1(X ) is Π01(X ).
(3) If P is Π01 and X = min Ω̂(P), then Ω−1(X ) ∩ P is Π01(X ).
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Proof. The first statement follows from the fact that Ω̂(A) ≤ X if and
only if (∀s)(∑l≤s 2Ks (A� l) ≤ X ). The second and third statements are immediate
consequences. �
Corollary 5.16.

(1) If P is a nonemptyΠ01 set, then min Ω̂(P) is left-c.e.
(2) The sequence min Ω̂(2�) is Turing complete.
(3) For every nonemptyΠ01 set P ,min Ω̂(P) is Turing complete.
Proof. (1): Let T be a computable tree such that [T ] = P . Define

Xs = min
{∑
l≤s
2−Ks (�� l) : |�| = s ∧ � ∈ T

}
.

Then (Xs )s is nondecreasing and computable and X = lims Xs as required.

(2): Let X = min Ω̂(2�). By Lemma 5.15, Ω̂−1(X ) = {A : Ω̂(A) = X} is Π01(X ).
Then there areA,B ∈ Ω̂−1(X ) such that all sets that are computable in bothA⊕X
andB⊕X are computable inX ; this can be seen, for example, by theHyperimmune-
Free and Low Basis Theorems relative to X . By Lemma 5.6, A ⊕ X ≥T ∅′ and
B ⊕ X ≥T ∅′, and thus X ≥T ∅′.
(3): This is left to the reader. �
5.2. Machine-dependent results. We first study questions related to effective
Hausdorff dimension.

Theorem 5.17. For every ε > 0, there is a universal machine V such that for all
X ∈ 2� having effective Hausdorff dimension greater than ε, we have X ≤tt Ω̂V (X ).
Moreover, Ω̂V (X ) has effective Hausdorff dimension 0.

Proof. Fix ε > 0 and a constant c0 such that

(∀�)(|K(�)−K(�� (|�| − 1))| < c0).
We also fix numbers a and 
 > c0 such that ε > 2−a and 2



/
 > 2a+4.

Let U be a universal machine; define another machine V0 as follows: If

(U (p) = �) ∧ (∃k)(∃n)(∃m < 2
)(|p| = 2n + 2
k +m < 2n+1 ∧ |�| > n)
then letV0(12
+
�(n)−m−10p) = �. Thus,V0(q)↓ only if there exists some n such that
|q| ∈ [2n+2
, 2n+1 +3
) and 
 divides |q|− 2n. Then clearly KV0 (�) ≤ KU (�) + 3

for every � with K(�) ≤ 2|�|. Without loss of generality, we may assume that the
inequality holds for every �. Fix d such that for every �, KV0(�) ≤ KU (�) + d .
Define

V (p) =

⎧⎪⎨⎪⎩
V0(q), if there is a q such that p = 01q,
U (q), if there is a q such that p = 0d+11q,
↑ otherwise.

Then V is a universal machine and, for every �, we have KV (�) = KV0 (�) + 2. To
save the notations, we simply assume thatKV (�) = KV0 (�) for every �.
Fix a real X having effective Hausdorff dimension greater than ε > 2−a and
assume without loss of generality that a is large enough so that, for all l ,

min{KV (X � l)), KU (X � l)} > 2−a · l.
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Then for every n, we have that if

Bn := {l : KV (X � l) ∈ [2n, 2n+1)}, then |Bn | ≤ 2n+a+1. (†)
Claim 1. Fix n and let k be such that 2n + (2k + 3)
 < 2n+1. Then
(1) if X (n) = 0 there is some l such thatKV (X � l) = 2n + (2k + 2)
;
(2) if X (n) = 1 there is some l such thatKV (X � l) = 2n + (2k + 1)
.
Proof of the Claim. Suppose that X (n) = 0 but that there is no l such that
KV (X � l) = 2n + 2k
. Then by construction, there is no l such thatK(X � l) ∈ [2n+
2
k, 2n+(2k+2)
). Let l0 be the largest number such thatK(X � l0) < 2n+2
k; then
K(X � l0+1) ≥ 2n+(2k+2)
. In other words, c0 > |K(X � l0+1)−K(X � l0)| > 2
,
a contradiction to the choice of 
.
The proof for the case X (n) = 1 is analogous. ♦
Now let n be a number. Set

A0,n =
{
k ≥ 0: (2n + (2k + 1)
 ≤ 2n+1) ∧

(∃i ∈ (2n + 2k
, 2n + (2k + 1)
])(Ω̂V (X )(i) = 1)
}

and

A1,n =
{
k > 0:

(2n + 2k
 ≤ 2n+1) ∧
(∃i ∈ (2n + (2k − 1)
, 2n + 2k
])(Ω̂V (X )(i) = 1)

}
.

Case 1. X (n) = 1. Then for every l withKV (X � l) ∈ [2n, 2n+1), there must be some
k such that KV (X � l) = 2n + (2k + 1)
. By (†), we have that∑

l : KV (X� l)≥2n+1 2
−KV (X� l)

=
∑
m≥n+1

∑
l : KV (X� l)∈[2m,2m+1) 2

−KV (X� l)

≤ ∑
m≥n+1 2

−2m+m+a+1

< 2−2
n+1+n+a+3

< 2−2
n+1+
n.

(‡)

For every k with (2k + 1)
 < 2n, let

Bn,k = {l : KV (X � l) = 2n + (2k + 1)
}.
Then {Bn,k}(2k+1)
<2n is a collection of mutually disjoint sets such that⋃
(2k+1)
<2n Bn,k = Bn . Enumerate A1,n ∩ {k : (2k + 3)
 + n
 < 2n} as {k1 < k2 <

· · · < kd ′} for some d ′ > 0. Note that by (‡) and the assumption thatX (n) = 1, the
set {l : KV (X � l) ∈ [2n+(2kd ′+1)
, 2n+1)}must contain at least 2
 many elements;
and this lower bound can only be attained when |Bn,kd′ | ≥ 2
 andBn,k = ∅ for every
k > kd ′ . So, |

⋃
k≥kd′ Bn,k| ≥ 2
. This observation can be generalized as follows.

Claim 2. For every i ∈ [1, d ′] and every set
Ci ⊆ {� : (∃k)(ki ≤ k ∧ (2k + 1)
 < 2n ∧ |�| = 2n + (2k + 1)
)}

with the property that for every i ′ ∈ [i, d ′],∑
�∈Ci ∧

|�|≥2n+(2ki′+1)


2−|�| ≥
∑

(∃j∈[i′,d ′])(Ω̂V (X )(k)=1 ∧
k∈(2n+(2kj−1)
,2n+2kj
])

2−k,

we have that |Ci | ≥ 2
(d ′ − i + 1).
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Proof of the Claim. We proceed by reverse induction. By the assumption that
X (n) = 1, the fact that (2kd ′ + 3)
 + n
 < 2n, and by (‡), the claim is clear for
i = d ′.
Now suppose that it holds for i + 1 ≤ d ′. For each j ∈ [i + 1, d ′], there must be
a set Dj ⊆ Ci ∩ {� : |�| ≥ 2n + (2kj + 1)
} with∑

�∈Dj
2−|�| ∈ [ej , ej + 2−2n−(2kj+1)
]

where ej =
∑
(∃j′∈[j,d ′])(Ω̂V (X )(k)=1 ∧ k∈(2n+(2kj′−1)
,2n+2kj′ 
]) 2

−k .

Let C̃i+1 =
⋃
j∈[i,d ′−1]Dj+1. Then, by the induction hypothesis, we have that

|C̃i+1| ≥ 2
(d ′ − i) and that∑
�∈C̃i+1

2−� ≤
∑

j∈[i+1,d ′]
(ej + 2−2

n−(2kj+1)
) < 2−2
n−(2ki+1+1)
+1 +

∑
j∈[i+1,d ′]

ej.

So, if |Ci | < 2
(d ′ − i + 1), then
|Ci \ C̃i+1| < 2
(d ′ − i + 1)− 2
(d ′ − i) = 2
 ;

that is, |Ci \ C̃i+1| ≤ 2
 − 1. Thus,∑
�∈Ci 2

−|�|

=
∑
�∈Ci\C̃i+1 2

−|�| +
∑
�∈C̃i+1 2

−|�|

≤ ∑
�∈Ci\C̃i+1 2

−2n−(2ki+1)
 +
∑
�∈C̃i+1 2

−|�|

≤ (2
 − 1)2−2n−(2ki+1)
 + 2−2n−(2ki+1+1)
+1 +∑j∈[i+1,d ′] ej
< 2−2

n−2ki 
 +
∑
j∈[i+1,d ′] ej .

Since ki ∈ A1,n , we have that∑
�∈Ci
2−|�| < 2−2

n−2ki 
 +
∑

j∈[i+1,d ′]
ej ≤

∑
(∃i′∈[i,d ′])(Ω̂V (X )(k)=1 ∧
k∈(2n+(2ki′−1)
,2n+2ki′ 
])

2−k,

which is in contradiction with the assumptions on Ci . ♦
For each l , let �l be the shortest binary string such that V (�l ) = X � l . Now
for each i ∈ [1, d ′], let Ci = {�l : |�l | ∈ [2n + (2ki + 1)
, 2n+1)}. Then |Ci | =
|⋃k≥ki∧(2k+1)
<2n Bn,k |. By (‡), it is clear that Ci satisfies the premises of Claim 2
and therefore |Ci | ≥ 2
(d ′ − i + 1). Combining this with (†) we obtain

2n+a+1 ≥ |Bn| ≥ |
⋃

(2k+1)
<2n∧k≥k1
Bn,k| ≥ C1 ≥ 2
d ′.

Thus, 2
|A1,n ∩ {k : (2k + 3)
 + n
 < 2n}| ≤ 2n+a+1 and if n is large enough,

|A1,n | ≤ 2
n+a+1

2

+ (n + 3)
 ≤ 2

n+a+2

2

= 2n+a−
+2.

Then by the choice of 
,

|A1,n| < 2−
+n+a+2 < 2n−2/
2.
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Define

Ã1,n =
{
k :

(2n + (2k + 1)
 ≤ 2n+1) ∧
(∀i ∈ (2n + 2k
, 2n + (2k + 1)
])(Ω̂V (x)(i) = 0)

}
.

By item (2) in Claim 1, it must be that for every k with 2n + (2k + 1)
 < 2n+1,
there is some l such that KV (X � l) = 2n + (2k + 1)
. Note that if k ∈ Ã1,n,
then (∀i ∈ (2n + 2k
, 2n + (2k + 1)
])(Ω̂V (x)(i) = 0). So, if k ∈ Ã1,n with 2n +
(2k + 1)
 < 2n+1 − (n + 2)
n, then, by (‡), there must be at least 2
 many elements
in {l : KV (X � l) ∈ [2n + (2k + 1)
, 2n+1)}. Then, by the same proof as above, we
have for large enough n that

|Ã1,n| ≤ 2n−2/
2

and therefore

|A0,n| ≥ 2
n+1 − 2n
2


− |Ã1,n| ≥ 2n−1/
 − 2n−2/
2 > 2n−2/
2.
Case 2. X (n) = 0. Then, by the same proof as for Case 1, we have that for large
enough n,

|A0,n| < 2n−2/
2 and |A1,n| > 2n−2/
2.
So, for large enough n, to decide whether X (n) = 0 or X (n) = 1, we use Ω̂V (X )
to compute the cardinality of |A0,n | and |A1,n|. If |A0,n| < |A1,n|, then X (n) = 0;
and if |A1,n| < |A0,n|, then X (n) = 1. It follows that X ≤tt Ω̂V (X ).
Finally, since either A0,n or A1,n must have cardinality less than 2

n−2
/
2, ΩV (X )

has effective Hausdorff dimension 0. �
Corollary 5.18. LetV be a machine constructed as in the proof of Theorem 5.17.
Then for every X , Ω̂−1

V (X ) is null.

Proof. Assume otherwise and fix an X such that Ω̂−1
V (X ) is not null. Then

Ω̂−1
V (X ) contains a set of random reals of positive measure and, by Theorem 5.17,
for every such random realR ∈ Ω̂−1

V (X ), we have thatR ≤T X . But there can be at
most countably many reals Turing-below X , contradiction. �
Next, we apply a known result to prove that at least for someuniversalmachinesV
it is possible that for some setsAwe have that Ω̂V (A) is strictly belowA in theTuring
degrees.
Theorem 5.19 (Calude, Hay, and Stephan [11]). For every computable real ε ∈
(0, 1) there is a set A and a constant c such that for all n

εn − c ≤ K(A� n) ≤ εn + c.
Theorem 5.20. Let be A be as in Theorem 5.19 when letting ε = 1/2. Then there is
a universal machine V such that Ω̂V (A) is rational. In particular, there is a universal
machine V such that A >T Ω̂V (A).
Proof. Let c be the constant that appears in the statement of Theorem 5.19 and
let U be the standard universal machine used for defining prefix-free Kolmogorov
complexity K , as it is used there.
We define V as follows: If it holds that

U (p) = x ∧ (|p| < |x|/2− c ∨ |p| > |x|/2 + c + 1)

then let V (p) = x; else let V (q) = x for some q � p with |q| = �|x|/2 + 3/2 + c�.
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For this V we have that KV (A� 2n) = KV (A� 2n + 1) = n + 2 + c for every n.
It follows that Ω̂V (A) =

∑
m 2

−m−2−c+1 = 2−c and thus Ω̂V (A) is computable. In
particular, since A is of d.n.c. degree, Ω̂V (A) <T A.
The machine V can be made universal using the same trick as in the first part of
the proof of Theorem 5.17. �
Corollary 5.21. There is a universal machine V and a Π01 set P such that
max Ω̂V (P) is a rational number.
Proof. Let V , c, and A be as in the proof of Theorem 5.20. Define

P = {X : (∀n)(K(XV � 2n) ≥ n + 2 + c ∧ KV (X � 2n + 1) ≥ n + 2 + c)}.
Then A ∈ P and Ω̂V (A) = max Ω̂V (P). �
To conclude this section, we give an example of a set A that is always mapped to
nonrandom reals by Ω̂, independently of the optimal machine.

Proposition 5.22. There is a realA such that Ω̂V (A) is not randomfor any optimal
machine V .

Proof. Let A be a set such thatK(A� n) ∈ (pn − c, pn + c) for some constant c
and some rational number p ∈ (0, 1). Then, for every optimal machine V , there is
some d such that KV (A� n) ∈ (pn − d, pn + d ).
For every n, let sn = min{s : KV,s (A� n) = KV (A� n)} and define (nk)k as an
increasing sequence with the property that, for every k,

snk = max{sm : m ≤ nk}.
Then, for some constant d ′ and for each k,

Ω̂V (A)−
∑
m≤nk 2

−KV,snk (A�m)

= Ω̂V (A)−
∑
m≤nk 2

−KV (A�m)

=
∑
m>nk

2−KV (A�m) ≤∑m>nk 2−pm+d ≤ 2−pnk+d ′ .
Thus, there is some constant d ′′ such that, for each k,

K(Ω̂V (A)�pnk + d ′) ≤ KV (A� nk) + d ′′ ≤ pnk + d + d ′′;
thus Ω̂V (A) is not random. �

§6. Open questions.
Question 6.1. If Ω̂(X ) is X -random, must X be K-trivial?

Note that by Proposition 5.1, Ω̂(X ) isX -random if and only if there is a constant
c such that (∃∞n)(K(X � n) ≤ KX (n) + c). Thus, the answer to this question must
be machine-independent. Further note that every Turing degree containing a 2-
random real contains a weakly 1-generic real; and all such reals are weakly low for
K and infinitely often K-trivial.
The following further open questions are inspired by the machine-dependent
results obtained in Section 5.2.

Question 6.2.

1. Is Ω̂−1
V (X ) null for every optimal machine V and every real X ?
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2. Is it true that for every optimal machine V there is a real X with

X >T Ω̂V (X )?

3. Is there a universal machine V such that for every X we have that if Ω̂V (X ) ≥T
X , then X must be K-trivial?

4. How can the elements of Ω̂−1(max Ω̂(2�)) be characterized?
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