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Abstract
A celebrated theorem of Pippenger states that any almost regular hypergraph with small codegrees has an
almost perfect matching. We show that one can find such an almost perfect matching which is ‘pseudo-
random’, meaning that, for instance, the matching contains as many edges from a given set of edges as
predicted by a heuristic argument.
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1. Introduction
A hypergraphH consists of a vertex set V(H) and an edge set E(H)⊆ 2V(H). If all edges have size
r, then H is called r-uniform, or simply an r-graph. A matching in H is a collection of pairwise
disjoint edges, and a cover of H is a set of edges whose union contains all vertices. A matching
is perfect if it is also a cover. These concepts are widely applicable, as ‘almost all combinatorial
questions can be reformulated as either a matching or a covering problem of a hypergraph’ [11],
and their study is thus of great relevance in combinatorics and beyond.

Results such as Hall’s theorem and Tutte’s theorem that characterize when a graph has a per-
fect matching are central to graph theory. However, for each r� 3, it is NP-complete to decide
whether a given r-uniform hypergraph has a perfect matching [19]. It is thus of great impor-
tance to find sufficient conditions that guarantee a perfect matching in an r-uniform hypergraph.
This problem has received a lot of attention over the years. For instance, one line of research has
focused on minimum degree conditions that guarantee a perfect matching (see e.g. [1, 14, 23, 37]
and the survey [36]). Another important direction has been to study perfect matchings in random
hypergraphs. The so-called Shamir’s problem, to determine the threshold for which the (binomial)
random k-graph has a perfect matching with high probability, was open for over 25 years resist-
ing numerous efforts, until it was famously solved by Johansson, Kahn and Vu [15]. Moreover,
Cooper, Frieze, Molloy and Reed [5] determined when regular hypergraphs have a perfect match-
ing with high probability. It would be very interesting to obtain such results not only for random
hypergraphs but to find pseudorandomness conditions that (deterministically) guarantee a perfect
matching. Aside from some partial results (e.g. [10, 13, 28]), this seems wide open.
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Many of the aforementioned results are proved by first obtaining an almost perfect match-
ing and then using some clever ideas to complete it. It turns out that almost perfect matchings
often exist under weaker conditions. For example, in the minimum degree setting, the threshold
for finding an almost perfect matching is often smaller than that of finding a perfect matching.
Also, there is a well-known theorem that yields almost perfect matchings under astonishingly
mild pseudorandomness conditions. Mostly referred to as Pippenger’s theorem, any almost reg-
ular hypergraph with small codegrees has an almost perfect matching. Both the result itself and
also its proof method, the so-called ‘semi-randommethod’ or ‘Rödl nibble’, have had a tremendous
impact on combinatorics. We add to this body of research by showing the existence of ‘pseudo-
random’ matchings in this setting. We note that our result does not improve previous bounds on
the size of a matching that can be obtained. Rather, our focus is on the structure of such amatching
within the hypergraph it is contained in.

In Section 1.1 we revisit Pippenger’s theorem. In Section 1.2 we discuss a theorem of Alon and
Yuster, which can be viewed as an intermediate step. In Section 1.3 we will motivate and state our
main results.

1.1 Pippenger’s theorem
Pippenger never published his theorem, and it was really the culmination of the efforts of various
researchers in the 1980s. Most notably, in 1985, Rödl [35] proved a long-standing conjecture of
Erdős and Hanani on approximate Steiner systems. A (partial) (n, k, t)-Steiner system is a set S
of k-subsets of some n-set V such that every t-subset of V is contained in (at most) one k-set
in S . In 1853, Steiner asked for which parameters such systems exist, a question that has intrigued
mathematicians for more than 150 years and was only answered recently by Keevash [20]. In
1963, Erdős and Hanani asked whether, for fixed k, t, one can always find an ‘approximate Steiner
system’, that is, a partial (n, k, t)-Steiner system covering all but o(nt) of the t-sets, as n→ ∞. This
was proved by Rödl using the celebrated ‘nibble’ method, with some ideas descending from [2, 26].
Frankl and Rödl [8] observed that in fact a much more general theorem holds, which applies to
almost regular hypergraphs with small codegrees. Pippenger’s version stated below is a slightly
stronger and cleaner version. For a hypergraph H, we let v(H) and e(H) denote the number of
vertices and edges ofH, respectively, and for vertices u, v ∈V(H) we define the degree

degH (v) := |{e ∈ E(H) : v ∈ e}|
and codegree

degH (uv) := |{e ∈ E(H) : {u, v} ⊆ e}|.
Let

�(H) := max
v∈V(H)

degH (v), δ(H) := min
v∈V(H)

degH (v), �c(H) := max
u �=v∈V(H)

degH (uv)

denote themaximum degree,minimum degree andmaximum codegree ofH, respectively.

Theorem 1.1 (Pippenger). For r ∈N and ε > 0, there exists μ > 0 such that any r-uniform hyper-
graphH with δ(H)� (1− μ)�(H) and�c(H)�μ�(H) has a matching that covers all but at most
an ε-fraction of the vertices.

To see why this generalizes Rödl’s result, fix n, k, t and construct a hypergraphHwith vertex set([n]
t
)
where every k-set X ⊆ [n] induces the edge

(X
t
)
. Note that perfect matchings inH correspond

to (n, k, t)-Steiner systems. ClearlyH is
(k
t
)
-uniform. Moreover, every vertex has degree(

n− t
k− t

)
= �(nk−t) and �c(H)=

(
n− t − 1
k− t − 1

)
= o(nk−t).
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Thus, for sufficiently large n, Pippenger’s theorem implies the existence of a matching M in H
that covers all but o(nt) of the vertices, which corresponds to a partial (n, k, t)-Steiner system
which covers all but o(nt) of the t-sets. Frankl and Rödl [8] also applied (their version of) this
theorem to obtain similar results for other combinatorial problems, for instance the existence of
Steiner systems in vector spaces. Keevash [22] raised the meta question of whether there exists a
general theorem that provides sufficient conditions for a sparse ‘design-like’ hypergraph to admit
a perfect matching (for a notion of ‘design-like’ that captures Steiner systems, for example, but
hopefully many more structures). Since such hypergraphs will likely be (almost) regular and have
small codegree, the existence of an almost perfect matching follows from Pippenger’s theorem,
and a natural approach would be to use the absorbing method to complete such a matching to a
perfect one. This of course can be extremely challenging since the relevant auxiliary hypergraphs
are generally very sparse.

1.2 The Alon–Yuster theorem
In the case of Steiner systems, the absorbing method has been used successfully to answer Steiner’s
question [12, 20]. Very roughly speaking, the idea of an absorbing approach is to set aside a
‘magic’ absorbing structure, then to obtain an approximate Steiner system, and finally to employ
the magic absorbing structure to clean up. One (minor, but still relevant) challenge is that the
leftover of the approximate Steiner system must be ‘well-behaved’. More precisely, instead of the
global condition that the number of uncovered t-sets is o(nt), one needs the stronger local con-
dition that for every fixed (t − 1)-set, the number of uncovered t-sets containing this (t − 1)-set
is o(n). Fortunately, Alon and Yuster [3, Theorem 1.2], by building on a theorem of Pippenger
and Spencer [34], provided a tool achieving this. They showed that any almost regular hyper-
graph with small codegrees contains a matching that is ‘well-behaved’ in the sense that it not only
covers all but a tiny proportion of the entire vertex set, but also has this property with respect
to a specified collection of not too many not too small vertex subsets. The precise statement is
technical and allows for certain trade-offs between set sizes, number of sets, and degree condi-
tions. To give a concrete example, if the r-uniform almost regular hypergraph H has N vertices,
�c(H)��(H)/ log9r N and we consider a family F of at most N logN vertex subsets, each of size
at leastN2/5, then there exists a matching inH which covers all but o(|F|) vertices from F for each
F ∈F .

In the above application to Steiner systems, for every (t − 1)-set S, consider the set US ⊆V(H)
of all t-sets containing S. A matching inH which covers almost all vertices ofUS then corresponds
to a partial Steiner system which covers all but o(n) of the t-sets containing S, as desired.

1.3 Pseudorandommatchings
The purpose of this paper is to provide a tool that is (qualitatively) a generalization of the Alon–
Yuster theorem and gives much more control on the matching obtained. The need for such a tool
arose in recent work of the authors on graph embeddings. In Section 4 we will discuss further
applications of our result in more detail.

To motivate this, suppose for simplicity that we are given a D-regular hypergraph and want
to find an (almost) perfect matching M. Moreover, we wish M to be ‘pseudorandom’, that is, to
have certain properties that we expect from an idealized random matching. In a perfect match-
ing, at a fixed vertex, exactly one edge needs to be included in the matching, and assuming that
each edge is equally likely to be chosen, we may heuristically expect that every edge of H is in a
random perfect matching with probability 1/D. Thus, given a (large) set E⊆ E(H) of edges, we
expect |E|/Dmatching edges in E. More generally, given a set X, a weight function on X is a func-
tion ω : X →R�0. For a subset X′ ⊆ X, we define ω(X′) := ∑

x∈X′ ω(x). If ω is a weight function
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on E(H), the above heuristic would imply that we expect from a ‘pseudorandom’matchingM that
ω(M)≈ ω(E(H))/D. The following is a simplified version of our main theorem (Theorem 1.3),
which asserts that a hypergraph with small codegrees has a matching that is pseudorandom in the
above sense.

Theorem 1.2. Suppose δ ∈ (0, 1) and r ∈N with r� 2, and let ε := δ/50r2. Then there exists �0
such that for all ���0, the following holds. Let H be an r-uniform hypergraph with �(H)��

and�c(H)��1−δ as well as e(H)� exp (�ε2 ). Suppose thatW is a set of at most exp (�ε2 )weight
functions on E(H). Then there exists a matchingM inH such that ω(M)= (1± �−ε)ω(E(H))/�
for all ω ∈W with ω(E(H))�maxe∈E(H) ω(e)�1+δ .

We remark that a similar statement when W has bounded size and without polynomial error
bounds is implied by a theorem of Kahn [18]. It has since been observed that the proof in [18]
also gives the more general statement (see e.g. [21]). Here we prove a more general theorem which
allows weight functions not only on edges but on tuples of edges. This allows us, for instance, to
specify a set of pairs of edges, and control how many pairs will be contained in the matching (see
Section 4 for applications). In particular, this provides a proof of Theorem 1.2, which we state here
for completeness and convenient use in future research.

Let us discuss a few aspects of this theorem. First, note that we do not require H to be almost
regular. The theorem can be applied with any (sufficiently large)�, and in Section 4wewill discuss
in more detail the usefulness of this and the fact that v(H) plays no role in the parametrization of
the theorem. If H is almost regular, an almost perfect matching can be obtained by applying the
theorem with � = �(H) to the weight function ω ≡ 1. This yields that

|M|� (1− o(1))
e(H)
�(H)

� (1− o(1))v(H)/r,

where the last inequality uses that

re(H)=
∑

x∈V(H)
degH (x)= (1± o(1))v(H)�(H).

We remark that, while Pippenger’s theorem only needs�c(H)= o(�), we need a stronger con-
dition to apply concentration inequalities. For the same reason, we also need that ω(E(H)) is not
too small (relative to the maximum possible weight). As a result, our theorem also allows stronger
conclusions in that the error term �−ε decays polynomially with �.

Note that Theorem 1.2 is (qualitatively) more general than the Alon–Yuster theorem. Indeed,
suppose H is an almost regular hypergraph and we are given a collection V of subsets U ⊆V(H)
and want to ensure that M covers each U ∈ V almost completely. For each target subset U ∈ V ,
we can define a weight function ωU by setting ωU(e) := |e∩U|. Note that

ωU(E(H))=
∑
x∈U

degH (x)= (1± o(1))|U|�(H).

Thus, since ωU(M)= (1± o(1))ωU(E(H))/�(H) by Theorem 1.2, we deduce that

|U ∩V(M)| = ωU(M)= (1± o(1))ωU(E(H))/�(H)� (1− o(1))|U|,
implying that almost all vertices of U are covered by M. More generally (still assuming that H
is almost regular), if we are given weight functions p : V(H)→R�0 (e.g. pU(v) := 1v∈U), then,
setting ωp(e) := ∑

v∈e p(v), we obtain∑
v∈V(M)

p(v)= (1± o(1))
∑

v∈V(H)
p(v). (1.1)
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Note that the boundedness condition on the edge weight in Theorem 1.2 translates to the
condition that

max
v∈V(H)

p(v)= o
( ∑

v∈V(H)
p(v)

)
.

We now state our main result, for which we need to introduce a bit more notation. Given a
set X and an integer � ∈N, an �-tuple weight function on X is a function ω :

(X
�

) →R�0, that is, a
weight function on

(X
�

)
. For a subset X′ ⊆ X, we then define

ω(X′) :=
∑

S∈(X′
� )

ω(S).

Moreover, if X ⊆ (X
�

)
, we write ω(X ) for

∑
S∈X ω(S) as for usual weight functions. For k ∈ [�]0

and a tuple T ∈ (X
k
)
, define

ω(T) :=
∑
S⊇T

ω(S), and let ‖ω‖k := max
T∈(Xk)

ω(T). (1.2)

SupposeH is an r-uniform hypergraph andω is an �-tuple weight function on E(H). Clearly, ifM
is a matching, then a tuple of edges which do not form a matching will never contribute to ω(M).
We thus say that ω is clean if ω(E)= 0 whenever E ∈ (E(H)

�

)
is not a matching.

The following is our main result, which readily implies Theorem 1.2.

Theorem 1.3. Suppose δ ∈ (0, 1) and r, L ∈N with r� 2, and let ε � δ/50L2r2. Then there exists
�0 such that for all ���0 the following holds. LetH be an r-uniform hypergraph with �(H)��

and�c(H)��1−δ as well as e(H)� exp (�ε2 ). Suppose that for each � ∈ [L] we are given a setW�

of clean �-tuple weight functions on E(H) of size at most exp (�ε2 ), such that ω(E(H))� ‖ω‖k�k+δ

for all ω ∈W� and k ∈ [�].
Then there exists a matching M in H such that ω(M)= (1± �−ε)ω(E(H))/�� for all � ∈ [L]

and ω ∈W�.

We will prove Theorem 1.3 in Section 3, after stating some preliminary results in the next
section. In Section 4 we will discuss applications of our main result.

2. Preliminaries
Our main tool is the next theorem of Molloy and Reed on the chromatic index of a hypergraph
with small codegrees, improving on earlier work of Pippenger and Spencer as well as Kahn.
Pippenger and Spencer [34] strengthened Theorem 1.1 by showing that under the same assump-
tions one can even obtain an almost optimal edge-colouring of H, using (1+ o(1))� colours.
(The existence of an almost perfect matching then follows by averaging over the colour classes.)
Kahn [17] generalized this to list colourings, and Molloy and Reed improved the o(1)-term. For
simplicity, we only state their result for normal colourings.

Theorem 2.1 (Molloy and Reed [30, Theorem 2]). Let 1/� � δ, 1/r. Suppose H is an r-uniform
hypergraph satisfying �c(H)��δ and �(H)��. Then the edge set E(H) can be decomposed into
� + �1−(1−δ)/r log5 � edge-disjoint matchings.

Note here that H is not required to be almost regular. In fact, this assumption can also be
omitted from the Pippenger–Spencer theorem since any given r-uniform hypergraph H can be
embedded into a �(H)-regular hypergraph H′ with �c(H′)= �c(H), and any colouring of H′
induces a colouring ofH with the same number of colours.

https://doi.org/10.1017/S0963548320000280 Published online by Cambridge University Press

https://doi.org/10.1017/S0963548320000280


Combinatorics, Probability and Computing 873

We also make use of several probabilistic tools to establish concentration of a random vari-
able X. If X is the sum of independent Bernoulli variables, we use the following well-known
Chernoff-type bound.

Theorem 2.2 (Chernoff ’s bound). Suppose X1, . . . , Xm are independent random variables taking
values in {0, 1}. Let X := ∑m

i=1 Xi. Then, for all λ > 0,

P[|X −E[X]|� λ]� 2 exp
(

− λ2

2(E[X]+ λ/3)

)
.

Similarly, if X is a function of several independent Bernoulli variables and does not depend too
much on any of the variables, we use the following ‘bounded differences inequality’.

Theorem 2.3 (McDiarmid’s inequality: see [29]). Suppose X1, . . . , Xm are independent Bernoulli
random variables and suppose b1, . . . , bm ∈ [0, B]. Suppose X is a real-valued random variable
determined by X1, . . . , Xm such that changing the outcome of Xi changes X by at most bi for all
i ∈ [m]. Then, for all λ > 0, we have

P[|X −E[X]|� λ]� 2 exp
(

− 2λ2

B
∑m

i=1 bi

)
.

In one of our proofs we consider exposure martingales; that is, suppose we have a ran-
dom variable X that is determined by independent random variables Y1, . . . , Yn and we define
Xt :=E[X | Y1, . . . , Yt]. Then it is well known that (Xt)t�0 is a martingale, the so-called exposure
martingale for X. Note that X0 =E[X] and Xn = X. Now Freedman’s martingale concentration
inequality can be used to obtain concentration of X around its mean.

Lemma 2.1 (Freedman’s inequality [9]). Let (	,F , P) be a probability space and let (Ft)t�0 be
a filtration of F . Let (Xt)t�0 be a martingale adapted to (Ft)t�0. Suppose

∑
t�0 E[|Xt+1 − Xt| |

Ft]� σ and that |Xt+1 − Xt|� C for all t. Then, for any λ > 0,

P[|Xt − X0|� λ for some t]� 2 exp
(

− λ2

2C(λ + σ )

)
.

For a, b, c ∈R, we write a= b± c whenever a ∈ [b− c, b+ c]. For a, b, c ∈ (0, 1], we sometimes
write a� b� c in our statements, meaning that there are increasing functions f , g : (0, 1]→ (0, 1]
such that whenever a� f (b) and b� g(c), then the subsequent result holds. We assume that large
numbers are integers if that does not affect the argument.

3. Proof
We first sketch our proof. For simplicity, we first consider only the setting of Theorem 1.2. We
split H randomly into p vertex-disjoint induced subgraphs H1, . . . ,Hp and let H′ be the union
of those. With high probability, �(Hi)≈ �(H)p−(r−1) for each i, and for a given weight func-
tion ω, we have ω(E(H′))≈ ω(E(H))p−(r−1). After fixing such a partition, we utilize the theorem
of Molloy and Reed to find, for each i ∈ [p], a partition of E(Hi) into M ≈ �(H)p−(r−1) match-
ings. Finally, we select a matching from each partition uniformly at random, and let M be the
union of these matchings. Clearly every edge in H′ is contained in M with probability M−1,
so E[ω(M)]= ω(E(H′))M−1 ≈ ω(E(H))/�(H). Moreover, the individual effect of the matching
chosen in Hi is relatively small, so we could hope to use McDiarmid’s inequality to establish
concentration. So far, this approach is the same as that taken by Alon and Yuster. However,
the individual effects of the matchings chosen in Hi are in fact still too large in our setting to
apply McDiarmid’s inequality. One important new ingredient in our proof is that we partition

https://doi.org/10.1017/S0963548320000280 Published online by Cambridge University Press

https://doi.org/10.1017/S0963548320000280


874 S. Ehard, S. Glock and F. Joos

each Hi further into edge-disjoint subgraphs Hi,1, . . . ,Hi,q such that ω(E(Hi,j)) is of magnitude
ω(E(Hi))/q, and then apply Theorem 2.1 to each Hi,j. This gives, as above, a partition of Hi into
matchings, from which we still choose one uniformly at random. However, the individual effect
of each matching chosen has now been drastically reduced, which allows us to apply McDiarmid’s
inequality with the desired parameters.

In the setting of Theorem 1.2, the partition of each Hi into edge-disjoint subgraphs
Hi,1, . . . ,Hi,q could be done easily with a generalized Chernoff bound. However, in the setting
of Theorem 1.3, we are not aware of a conventional concentration inequality that suits our needs
for this step (in particular, since q is rather large). Thus we first prove a tool that will achieve this
for us. Roughly speaking, what we require is the following. Let H be a ‘directed’ �-graph on V ,
that is, a collection of ordered �-subsets of V . Let f : V → [q] be obtained by choosing f (v) ∈ [q]
uniformly at random for each vertex v independently. For each directed edge e= (v1, . . . , v�),
let f (e) := (f (v1), . . . , f (v�)). For a fixed ‘pattern’ α ∈ [q]�, let Xα denote the number of e ∈ E(H)
with f (e)= α. Clearly, for each edge e, we have P[f (e)= α]= q−�, and thusE[Xα]= q−�e(H). We
would like to know that Xα is concentrated around its mean, even when q is quite large.

For simplicity we will only consider the case whenH is an �-graph, the vertex set V is ordered,
and each edge of H obtains its direction from the ordering of V . Thus our set-up is as fol-
lows. Let (V ,< ) be an ordered set. Let f : V → [q] be obtained by choosing f (v) ∈ [q] uniformly
at random for each v ∈V independently. For each �-set e= {v1, . . . , v�} with v1 < · · · < v�, let
f (e) := (f (v1), . . . , f (v�)). For a fixed ‘pattern’ α ∈ [q]�, let Eα = Eα( f ) denote the (random) set of
all e ∈ (V

�

)
with f (e)= α. Given an �-tuple weight function ω on V , the following theorem shows

that the random variable ω(Eα) is concentrated around its mean.

Theorem 3.1. Suppose (V ,< ), f , �, α, ω are as above. Suppose that g � 24�3(� + 1+ log |V|).
Define

M := q−� max
k∈[�]

{‖ω‖kqkgk−1}.
Then, for any λ > 0, we have

P[|ω(Eα)−E[ω(Eα)]|� λ]� 2� exp
(

− λ2

12�2M(λ +E[ω(Eα)])

)
+ exp

(
− g
24�2

)
.

Proof. Let n := |V| and let v1 < · · · < vn be the ordered elements ofV and write α = (α1, . . . , α�).
For t ∈ [n]0, let

Xt :=E[ω(Eα) | f (v1), . . . , f (vt)]
(and Xt := Xn for t� n). Hence X = (Xt)t�0 is the so-called exposure martingale for ω(Eα), where
the labels f (vi) are revealed one by one. In particular, X0 =E[ω(Eα)] and Xn = ω(Eα).

For k ∈ [�] and a k-tuple weight function ω′ on V , let

Mk(ω′) := q−k max
i∈[k]

{‖ω′‖iqigi−1}.
Note that we have

Mk(ω′)qk �M�(ω′)q�. (3.1)

LetMk :=Mk(ω) and note thatM =M�.
We prove the theorem by induction on � (with (V ,< ) and g being fixed). Thus assume first

that � = 1. (This case is also contained in the inductive step below with no inductive hypothesis
being needed, but the short proof here may serve as a warm-up.) Observe that

Xt( f )− Xt−1( f )= ω({vt})(1f (vt)=α1 − 1/q) for t ∈ [n].
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Hence we can directly apply Freedman’s inequality to obtain (observe thatM1 = ‖ω‖1)

P[|ω(Eα)−E[ω(Eα)]|� λ]� 2 exp
(

− λ2

2‖ω‖1(λ + ∑
t∈[n] 2ω({vt})/q)

)
� 2 exp

(
− λ2

4M1(λ +E[ω(Eα)])

)
,

as desired.
Suppose now that �� 2. In order to apply induction, we need to introduce somemore notation.

For t ∈ [n] and k ∈ [� − 1]0, let ωt,k :
(V
k
) → [0,∞) be defined as (where j1 < . . . < jk)

ωt,k({vj1 , . . . , vjk}) :=
∑

jk+1<...<j�
jk<jk+1=t

ω({vj1 , . . . , vj�}).

Moreover, let ω�t,k :
(V
k
) → [0,∞) be defined by ω�t,k(S) := ∑

s�t ω
s,k(S) for all S ∈ (V

k
)
. Note

that
ω�n,k(V)= ω(V) and ‖ω�n,k‖i � ‖ω‖i for all i ∈ [k]. (3.2)

For k ∈ [� − 1]0, let α[k] := (α1, . . . , αk), and define Eα[k] = Eα[k]( f ) as the random set of all
k-sets {vj1 , . . . , vjk} for which f (vji)= αi for all i ∈ [k], where j1 < · · · < jk. For clarity, we briefly
discuss the case k= 0, when ωt,0 is the function that maps ∅ to

∑
t<j2<...<j� ω({vt , vj2 . . . , vj�}). In

particular, we have for all t ∈ [n] that
ωt,0(∅)�ω({vt})� ‖ω‖1 =M1, (3.3)

ω�t,0(∅)�ω(V). (3.4)
Note also that Eα[0] = {∅}.

The purpose of these definitions lies in the following formula for the one-step change of the
process X: for t ∈ [n], we have

Xt( f )− Xt−1( f )=
∑

k∈[�−1]0

ωt,k(Eα[k]( f )) · (1f (vt)=αk+1 − 1/q) · q−(�−(k+1)).

Clearly |1f (vt)=αk+1 − 1/q|� 1 and E[|1f (vt)=αk+1 − 1/q|]= 2(1− 1/q)/q� 2/q. Hence, for the
absolute change and expected absolute change of the processX in one step, we obtain the following
bounds:

|Xt − Xt−1|�
∑

k∈[�−1]0

ωt,k(Eα[k]) · qk+1−�, (3.5)

E[|Xt − Xt−1| | f (v1), . . . , f (vt−1)]�
∑

k∈[�−1]0

2ωt,k(Eα[k]) · qk−�. (3.6)

Note that ωt,k(Eα[k]) is itself a random variable when k> 0. Unfortunately, its deterministic upper
bound is not good enough to apply Freedman’s inequality directly to the martingale (Xt)t�0. We
apply a common trick by defining a stopped process Y = (Yt)t�0 which is equal to X as long as
the random variables ωt,k(Eα[k]) behave nicely, and then ‘freezes’. We can then apply Freedman’s
inequality to Y . Finally, we need to show that the process is unlikely to freeze, implying that
the concentration result for Y transfers to X. For this, we employ the statement inductively with
ωt,k,ω�n,k, α[k].

We define two types of stopping times for X. For k ∈ [� − 1], let

τ ′
k := min

t∈[n−1]

{
ω�t+1,k(Eα[k])�ω(V)q−k + λq�−k} ∧ n. (3.7)
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Moreover, for k ∈ [� − 1] and t ∈ [n− 1], define

τ tk :=
{
t if ωt+1,k(Eα[k])� 2Mk+1,
n otherwise.

(3.8)

Let τ :=mint∈[n],k∈[�−1]{τ ′
k, τ

t
k}. Note that ωt+1,k(Eα[k]) is fully determined by f (v1), . . . , f (vt),

since ωt+1,k(S)= 0 whenever S contains a vertex vj with j� t + 1. Thus τ is indeed a stopping
time for X. We define Y = (Yt)t�0 by Yt := Xt∧τ , and let �Yt := Yt − Yt−1. By the optional stop-
ping theorem Y is also a martingale (see e.g. [25]), and thus we can apply Freedman’s inequality.
To this end, we next bound the absolute and expected one step change for Y .

We claim that |�Yt|� 2�M� for all t. Indeed, if t� τ + 1, then trivially |�Yt| = 0, and
whenever t� τ , then

|�Yt|
(3.5)
�

∑
k∈[�−1]0

ωt,k(Eα[k]) · qk+1−�
(3.3),(3.8)

�
∑

k∈[�−1]0

2Mk+1 · qk+1−�
(3.1)
� 2�M�.

Similarly∑
t�1

E[|�Yt| | f (v1), . . . , f (vt−1)]
(3.6)
�

∑
t∈[τ ]

∑
k∈[�−1]0

2ωt,k(Eα[k]) · qk−�

=
∑

k∈[�−1]0

2ω�τ ,k(Eα[k]) · qk−�

(3.4),(3.7)
�

∑
k∈[�−1]0

2(ω(V)q−k + λq�−k) · qk−�

= 2�(ω(V)q−� + λ).

Thus we can apply Freedman’s inequality to obtain

P[|Yn − Y0|� λ]� 2 exp
(

− λ2

4�M�(λ + 2�(ω(V)q−� + λ))

)
� 2 exp

(
− λ2

12�2M�(λ +E[ω(Eα)])

)
.

It remains to show that Yn = Xn with high probability. We first consider the stopping times τ ′
k.

Fix k ∈ [� − 1] and note that

E[ω�n,k(Eα[k])]= ω�n,k(V)/qk = ω(V)/qk

by (3.2). We apply the induction hypothesis to ω�n,k, with λq�−k and k playing the roles of λ

and �, and obtain

P[τ ′
k < n]� P[ω�n,k(Eα[k])�E[ω�n,k(Eα[k])]+ λq�−k]

� 2k exp
(

− λ2q2(�−k)

12k2Mk(ω�n,k)(λq�−k +E[ω�n,k(Eα[k])])

)
+ exp

(
− g
24k2

)
� 2k exp

(
− λ2

12k2M�(λ +E[ω(Eα)])

)
+ exp

(
− g
24k2

)
,

where we have used the fact that E[ω�n,k(Eα[k])]= q�−k
E[ω(Eα)] and Mk(ω�n,k)�Mk(ω)�

q�−kM� by (3.2) and (3.1).
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Next we consider the stopping times τ tk . Let k ∈ [� − 1] and t ∈ [n− 1]. Observe that ‖ωt,k‖i �
‖ω‖i+1 for all i ∈ [k]. Hence

Mk+1(ω)
Mk(ωt,k)

= q−k−1 maxi∈[k+1]{‖ω‖iqigi−1}
q−k maxi∈[k]{‖ωt,k‖iqigi−1} � g maxi∈[k+1]{‖ω‖iqigi−1}

maxi∈[k+1]\{1}{‖ω‖iqigi−1} � g.

Note that

E[ωt,k(Eα[k])]= q−kωt,k(V)� q−k‖ω‖1 �Mk+1.

Thus, using induction for ωt,k withMk+1 and k playing the roles of λ and �, we deduce that

P
[
τ tk < n

]
� P

[
ωt,k(Eα[k])� 2Mk+1

]
� 2k exp

(
− Mk+1
24k2Mk(ωt,k)

)
+ exp

(
− g
24k2

)
� (2k + 1) exp

(
− g
24k2

)
.

A union bound now implies that

P[τ < n]�
�−1∑
k=1

(
2k exp

(
− λ2

12k2M�(λ +E[ω(Eα)])

)
+ (1+ n(2k + 1)) exp

(
− g
24k2

))

� (2� − 2) exp
(

− λ2

12�2M�(λ +E[ω(Eα)])

)
+ 2�+1n exp

(
− g
24(� − 1)2

)
.

Since (� − 1)−2 − �−2 � �−3 and g/24�3 � log (2�+1n) by assumption, we can finally conclude
that

P[|ω(Eα)−E[ω(Eα)]| > λ]� P[|Yn − Y0|� λ]+ P[τ < n]

� 2� exp
(

− λ2

12�2M�(λ +E[ω(Eα)])

)
+ exp

(
− g
24�2

)
.

This completes the proof.

We are now ready to prove Theorem 1.3. The proof proceeds in three steps as outlined at the
beginning of this section.

Proof of Theorem 1.3. We can assume that ε = δ/50L2r2.

Step 1: Random vertex partition.

Let p := �20Lrε . We will first partition V(H) into p subsets V1, . . . ,Vp. For each i ∈ [p], let
Hi :=H[Vi]. For an edge e ∈ E(H), let τ (e)= i if e ∈ E(Hi), and let τ (e)= 0 if no such i exists. For
a tuple E = (e1, . . . , e�) ∈

(E(H)
�

)
, define the multiset τ (E) := {τ (e1), . . . , τ (e�)}. LetJ� be the set of

all multisets of size �with elements in [p]. For J ∈J�, let supp(J) be the underlying set. We further
define π(J) as the number of functions f : [�]→ supp(J) with {f (1), . . . , f (�)} = J. For all � ∈ [L]
and J ∈J�, we define EJ as the set of all E ∈ (E(H)

�

)
with τ (E)= J.

We claim that there exists a partition V1, . . . ,Vp of V(H) such that the following hold:

(a) �(Hi)� (1+ �−2ε)�/pr−1 for all i ∈ [p],
(b) ω(EJ)= (1± �−2ε)ω(E(H))(π(J)/pr�) for all � ∈ [L], ω ∈W� and J ∈J�.
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This can be seen using a probabilistic argument. For every vertex x ∈V(H) independently, choose
an index i ∈ [p] uniformly at random and assign x to Vi. We now show that (a) and (b) hold with
high probability, implying that such a partition exists.

For (a), consider a vertex x ∈V(H) and i ∈ [p]. Let X be the number of edges e containing x
for which e \ {x} ⊆Vi. For each edge e containing x, we have P[e \ {x} ⊆Vi]= (1/p)r−1. Thus
E[X]= degH (x)/pr−1 ��/pr−1. Note that for any other vertex y �= x, the random label that we
choose for y affects X by at most degH (xy)��c(H). Note that∑

y∈V(H)\{x}
degH (xy)= degH (x)(r − 1)��r.

Thus, using McDiarmid’s inequality, we deduce that

P[X −E[X]��1−2ε/pr−1]� 2 exp
(

− 2�2−4ε

�c(H)�rp2r−2

)
� 2 exp (−�δ−45Lr2ε)� exp (−�ε).

With a union bound over all (non-isolated) vertices (there are at most re(H)� r exp (�ε2 ) non-
isolated vertices) and i ∈ [p], we can infer that with high probability (a) holds.

For (b), consider � ∈ [L], ω ∈W� and J ∈J�. For an edge e ∈ E(H) and i ∈ [p], we have P[e ∈
E(Hi)]= p−r . Thus, for E ∈ (E(H)

�

)
, we have P[τ (E)= J]= π(J)p−r� if the edges in E are pairwise

disjoint, and ω(E)= 0 otherwise since ω is clean. Hence E[ω(EJ)]= ω(E(H))(π(J)/pr�). We now
establish concentration. For any vertex x, the random label chosen for x affects ω(EJ) by at most
ω(E�

x), where E�
x is the set of all E ∈ (E(H)

�

)
for which x is contained in some edge of E . Note that

ω(E�
x)��‖ω‖1 for all x ∈V(H), and

∑
x∈V(H)

ω
(
E�
x
) = r�ω(E(H)).

Thus we can use McDiarmid’s inequality to conclude that

P[ω(EJ) �= (1± �−2ε)E[ω(EJ)]]� 2 exp
(

− 2E[ω(EJ)]2

�‖ω‖1r�ω(E(H))�4ε

)
� 2 exp

(
− ω(E(H))

‖ω‖1�1+45L2r2ε

)
� 2 exp (−�δ−45L2r2ε)� exp (−�ε),

which together with a union bound over all � ∈ [L], ω ∈W� and J ∈J� proves (b).

Step 2: Random edge partition.

LetH′ := ⋃
i∈[p] Hi. For each i ∈ [p], we now partitionHi further into q := �1−20(r−1+1/4L)Lrε

edge-disjoint subgraphsHi,1, . . . ,Hi,q. Note that

pr−1q= �1−5rε and prq��1+15Lrε . (3.9)
We do so (for all i at once) by choosing a function f : E(H′)→ [q] and then let Hi,j consist of all
edges e ∈ E(Hi) with f (e)= j, for all i ∈ [p], j ∈ [q].

For � ∈ [L], J ∈J� and a function σ : supp(J)→ [q], let EJ,σ be the set of all E ∈ EJ for which
σ (τ (e))= f (e) for all e ∈ E .

We claim that there exists a choice of f such that the following hold:

(A) �(Hi,j)� (1+ 2�−2ε)�/qpr−1 for all i ∈ [p], j ∈ [q],
(B) �c(Hi,j)��ε for all i ∈ [p], j ∈ [q],
(C) ω(EJ,σ )� 2�!ω(E(H))/q�pr� for all � ∈ [L], ω ∈W�, J ∈J� and σ : supp(J)→ [q].
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This again can be seen using a probabilistic argument. For each e ∈ E(H′) independently, choose
f (e) ∈ [q] uniformly at random.

For (A), fix i ∈ [p], j ∈ [q] and a vertex x ∈V(Hi). Note that

E[ degHi,j (x)]= degHi (x)/q� (1+ �−2ε)�/qpr−1

by (a). Thus, by Chernoff ’s bound, we have

P[ degHi,j (x)−E[ degHi,j (x)]��1−2ε/qpr−1]� 2 exp
(

− �1−4ε

3qpr−1

)
(3.9)
� exp (−�ε).

Similarly, for (B), fix i ∈ [p], j ∈ [q] and two distinct vertices x, y ∈V(Hi). Note that
E[ degHi,j (xy)]= degHi (xy)/q��c(H)/q� 1. Thus, by Chernoff ’s bound, we have

P[ degHi,j (xy)��ε]� 2 exp (−�ε).

To prove (C), consider � ∈ [L], ω ∈W�, J ∈J� and σ : supp(J)→ [q]. First note that

E[ω(EJ,σ )]= ω(EJ)/q� � 3
2
�!ω(E(H))/q�pr�

by (b). We now aim to employ Theorem 3.1 with E(H′) playing the role ofV . Let< be an ordering
of E(H′) in which the edges ofHi precede those ofHi′ whenever i< i′. Write J = {j1, . . . , j�} such
that j1 � · · ·� j� and define α := (σ (j1), . . . , σ (j�)) ∈ [q]�. Hence, for E ∈ EJ , we have E ∈ EJ,σ if
and only if f (ei)= σ (ji) for all i ∈ [�], where E = {e1, . . . , e�} with e1 < · · · < e�. Consequently,
with notation as in Theorem 3.1, we have EJ,σ = EJ ∩ Eα . Thus ω(EJ,σ )= ωJ(Eα), where ωJ(E) :=
ω(E)1E∈EJ .

We now apply Theorem 3.1 with E(H′), �, ωJ , 12�!ω(E(H))/q�pr�, �2ε playing the roles of V , �,
ω, λ, g, respectively. For k ∈ [�], we have (recall that ω(E(H))� ‖ω‖k�k+δ by assumption)

‖ωJ‖kqkgk−1 � ‖ω‖k�k �ω(E(H))�−δ .

Hence we infer that (note that E[ωJ(Eα)]+ λ� 4λ)

P[ωJ(Eα)�E[ωJ(Eα)]+ λ]� 2� exp
(

− λ

48�2q−�ω(E(H))�−δ

)
+ exp

(
− �2ε

24�2

)
� 2� exp

(
− �δ

96�pr�

)
+ exp

(
− �2ε

24�2

)
� exp (−�ε).

A union bound implies that the random choice of f satisfies (A), (B) and (C) simultaneously
with positive probability. From now on, fix such a function f .

Step 3: Random matchings.

Let �̃ := (1+ 2�−2ε)�/qpr−1 ��5rε by (3.9) andM := (1+ �−2ε)�̃. Note that

pr−1qM = (1± 4�−2ε)�. (3.10)

By (A), we have �(Hi,j)� �̃. Moreover, by (B), �c(Hi,j)��ε � �̃1/5r . Thus, for all i ∈ [p], j ∈
[q], we can apply Theorem 2.1 (with δ = 1/2, say) to obtain a partition of E(Hi,j) intoMmatchings.
This yields a partition of each E(Hi) into q ·M matchingsMi,1, . . . ,Mi,qM .

Now, for each i ∈ [p] independently, pick an index si ∈ [qM] uniformly at random, and define

M :=
⋃
i∈[p]

Mi,si .
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Clearly M is a matching in H′ ⊆H. Moreover, every edge of H′ belongs to M with probabil-
ity 1/qM.

Now consider � ∈ [L] andω ∈W�. We first determine the expected value ofω(M). By linearity,

E[ω(M)]=
∑

E∈(E(H)
� )

ω(E)P[E ⊆M].

We analyse this sum according to the different types of E . For k ∈ [�], let J�,k be the set of all
J ∈J� with |supp(J)| = k. Consider E ∈ (E(H)

�

)
and let J := τ (E). Note that if 0 ∈ J, then some edge

in E does not belong to H′ and hence P[E ⊆M]= 0. Hence we can assume that J ∈J�. If J ∈
J�,�, then the edges in E belong to M independently with probability 1/qM, and hence P[E ⊆
M]= (qM)−�. Now suppose J ∈J�,k for some k ∈ [� − 1]. By the definition ofM, if e, e′ ∈ E with
τ (e)= τ (e′), then P[E ⊆M]= 0 if e ∈ E(Hτ (e),j) and e′ ∈ E(Hτ (e),j′) for distinct j, j′. Hence we can
further assume that E ∈ EJ,σ for some σ : supp(J)→ [q]. We then have P[E ⊆M] ∈ {0, (qM)−k}.
Altogether, we deduce that

E[ω(M)]=
∑
J∈J�,�

ω(EJ)(qM)−� ±
�−1∑
k=1

∑
J∈J�,k,σ : supp(J)→[q]

ω(EJ,σ )(qM)−k.

We will show that the first sum is the dominant term. Clearly |J�,�| =
(p
�

)
. Thus, using (b), we infer

that∑
J∈J�,�

ω(EJ)(qM)−� =
(
p
�

)
· (1± �−2ε)

�!ω(E(H))
pr�

· 1
(qM)�

(3.10)= (1± �−3ε/2)ω(E(H))/��.

For k ∈ [� − 1], employing (C) and

|J�,k| =
(
p
k

)(
� − 1
k− 1

)
,

we deduce that ∑
J∈J�,k,σ : supp(J)→[q]

ω(EJ,σ )(qM)−k � pk2�qk
2�!ω(E(H))

q�pr�
· 1
(qM)k

� ω(E(H))
��+14ε ,

where in the last inequality we used

pkqk

q�pr�(qM)k
= 1

(prq)�−k(pr−1qM)k

together with (prq)�−k ���−k+15ε by (3.9) and (pr−1qM)k � 1
2�

k by (3.10). Putting everything
together, we obtain

E[ω(M)]= (1± 2�−3ε/2)ω(E(H))/��.

Finally, we need to bound the effect of each random variable si. Note that each outcome of
the variables s1, . . . , sp induces a function σ : [p]→ [q], where σ (i) is the unique j ∈ [q] for which
Mi,si was one of the matchings coming from E(Hi,j), and each tuple E ⊆M satisfies E ∈ EJ,σ |supp(J) ,
where J = τ (E) ∈J�. Since changing the value of si only affects those E with i ∈ τ (E), we have that
the effect of si on ω(M) is at most

max
σ : [p]→[q]

∑
J∈J� : i∈J

ω(EJ,σ |supp(J) )
(C)
� p�−1 2�!ω(E(H))

q�pr�
(3.9)= 2�!ω(E(H))

p�(1−5rε)� � ω(E(H))
��+14Lrε .
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Thus, using McDiarmid’s inequality, we deduce that

P[ω(M) �= (1± �−2ε)E[ω(M)]]� 2 exp
(

− 2�−4ε
E[ω(M)]2

p · (ω(E(H))/��+14Lrε)2

)
� 2 exp

(
−�28Lrε−4ε

p

)
� exp (−�ε).

A union bound over all � ∈ [L] and ω ∈W� completes the proof.

4. Applications
In this section we provide a small exposition of applications of Theorem 1.3. In Section 4.1
we deduce the existence of approximate Steiner systems that behave ‘randomly’, for example
with respect to subgraph statistics. Then we briefly explain how we apply Theorem 1.3 in two
forthcoming papers [6, 7] on rainbow embeddings and approximate decompositions.

4.1 Pseudorandom Steiner systems
Recall that an (n, k, t)-Steiner system is a set S of k-subsets of some n-setV such that every t-subset
of V is contained in exactly one k-set in S . We now view such an S as a k-graph. Note that any
subgraph of S has the following property: any two of its edges intersect in less than t vertices; we
will simply say that such graphs are t-avoiding. For t = 2, such hypergraphs are often called ‘linear’
or ‘simple’. Now, for a fixed t-avoiding k-graph F, wemay ask howmany (labelled) copies of F exist
in S . Since |S| = (n

t
)
/
(k
t
)
, the edge density of S is (for large n) approximately p := (k− t)!n−k+t .

In a random k-graph with this density, we would expect pe(F)nv(F) labelled copies of F. Of course
this only makes sense when (−k+ t)e(F)+ v(F)> 0, or equivalently, when the average degree of
F is less than k/(k− t). Moreover, in order to be able to obtain precise counts for F, one needs
this condition for all non-empty subgraphs of F. We thus define the maximum average degree of
F, denoted mad(F), as the maximum of ke(F′)/v(F′) over all non-empty subgraphs F′ of F. For
two k-graphs F,G, let inj(F,G) be the number of labelled copies of F in G, that is, the number of
injections f : V(F)→V(G) for which f (e) ∈ E(G) for all e ∈ E(F).

As one application of Theorem 1.3, we show that there exist approximate Steiner systems whose
subgraph statistics resemble the random model.

Theorem 4.1. Suppose 1/n� ε � 1/k, 1/v and t ∈ {2, . . . , k− 1}. Let F be the family of all
t-avoiding k-graphs F with v(F)� v and mad(F)< k/(k− t), and let p := (k− t)!n−k+t . There
exists a partial (n, k, t)-Steiner system S with |S|� (1− n−ε)

(n
t
)
/
(k
t
)
such that

inj(F, S)= (1± n−ε)pe(F)nv(F) for all F ∈F .

Proof. Choose a new constant δ > 0 such that 1/n� ε � δ � 1/k, 1/v.
For e ∈ ([n]

k
)
, let π(e) := (e

t
)
. DefineH as the

(k
t
)
-uniform hypergraph from Section 1.1, that is,

V(H) :=
(
[n]
t

)
and E(H) :=

{
π(e) : e ∈

(
[n]
k

)}
.

Clearly π is a bijection between E(Kk
n)=

([n]
k
)
and E(H), which also naturally induces a bijection

between the subsets of E(Kk
n) and the subsets of E(H). Crucially, observe that matchings inH cor-

respond to t-avoiding subgraphs of Kk
n, and thus to partial (n, k, t)-Steiner systems. Hence finding

an almost perfect matching in H produces an approximate (n, k, t)-Steiner system. This is the
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well-known fact discussed in Section 1.1. Our aim is now to show that a ‘pseudorandom’ almost
perfect matching, obtained by applying our Theorem 1.3 to H, produces an approximate Steiner
system S with the desired subgraph statistics.

Recall thatH is
(n−t
k−t

)
-regular. Moreover, �c(H)� nk−t−1 ��(H)1−δ .

Now fix F ∈F and let � := e(F). Define the �-tuple weight function ωF on E(H) as follows: for
an �-set E = {π(e1), . . . , π(e�)} of edges ofH, letωF(E) be the number of injections f : V(F)→ [n]
for which {f (e) : e ∈ E(F)} = {e1, . . . , e�}. Hence, for G⊆Kk

n with V(G)= [n], we have inj(F,G)=
ωF(π(E(G))). In particular,

ωF(E(H))= inj
(
F,Kk

n
) = (1± n−0.9)nv(F).

Note also that ωF is clean since F is t-avoiding.
Fix �′ ∈ [�] and a set of �′ edges π(e1), . . . , π(e�′) inH. Let v′ := |e1 ∪ · · · ∪ e�′ |. The number of

injections f : V(F)→ [n] for which {e1, . . . , e�′ } ⊆ {f (e) : e ∈ E(F)} is at most v(F)!nv(F)−v′ . Since
mad(F)< k/(k− t), we have v′ � �′(k− t)+ 1, and thus (assuming δ � 1/2k, say)

‖ωF‖�′��′+δ � v!nv(F)−v′ · n(k−t)(�′+δ) � v!nv(F)−1/2 �ωF(E(H)).

Thus we can apply Theorem 1.3 with � := 1/p= nk−t/(k− t)!��(H) and 2ε in place of ε

to obtain a matching M such that ωF(M)= (1± �−2ε)ωF(E(H))/�e(F) for all F ∈F . Let S :=
π−1(M). Note that S is a partial (n, k, t)-Steiner system, which we now view as a k-graph on [n].
Moreover, for any F ∈F , we have

inj(F, S)= ωF(M)= (1± �−2ε)(1± n−0.9)nv(F)pe(F) = (1± n−ε)pe(F)nv(F),

as desired.
Finally, note that the k-graph F0 consisting of only one edge is trivially t-avoiding and

mad(F0)= 1. Thus, by the above, inj(F0, S)� (1− n−ε)pnk. We conclude that

|S| = inj(F0, S)/k!� (1− n−ε)pnk/k!� (1− n−ε)
(
n
t

)
/

(
k
t

)
,

completing the proof.

One could also ensure that the residual t-graph of uncovered t-sets is quasirandom.1 The results
from [12, 20] can then be used to complete S to a Steiner system. The lower bound on the number
of F-copies would then still hold. However, such a completion step, even if only applied to o(nt)
t-sets, could drastically increase the number of F-copies. For simplicity, we thus omitted such a
completion entirely. Needless to say, variations of this theorem can be obtained in the same way,
for instance asking for the number of ‘rooted’ copies.

4.2 Rainbow problems
In [6] we consider subgraph embeddings in edge-coloured graphs with the additional require-
ment that the embedded subgraph is ‘rainbow’, meaning that any two edges in the subgraph
have distinct colours. Such rainbow embeddings have applications to various other problems. For
instance, Montgomery, Pokrovskiy and Sudakov [32, 33] recently used rainbow embeddings to
solve Ringel’s conjecture from 1963 (which states that any tree with n edges decomposes K2n+1).
We consider the classic setting of the blow-up lemma due to Komlós, Sárközy and Szemerédi [27].
Given amultipartite graphG, where the bipartite graphs between two parts are ‘quasirandom’, and

1It is possible to define weight functions which achieve this directly, but perhaps the most convenient way is to first take
out a sparse random set of t-sets, then apply the above proof to the remaining t-sets, and finally combine the leftover with the
random reservoir.
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a bounded degree graph H with a fitting vertex partition, H can be embedded as a spanning sub-
graph of G. We show that this is still true when G is edge-coloured and we want to find a rainbow
copy of H, assuming certain boundedness conditions on the edge-colouring which can be seen to
be almost optimal.

To achieve this, we employ Theorem 1.2 as a crucial tool. In the following, we briefly explain
how we apply Theorem 1.2 and exploit the weight functions in our proof. To this end, we consider
the following toy example. Suppose G is the complete bipartite graph with bipartition (U,V) and
|U| = |V| = n. Suppose further that c : E(G)→ C is a proper edge-colouring of G. Our aim is to
find an almost perfect rainbow matching. When the colouring is optimal, that is, it uses only n
colours, then finding such a matching of size n− 1 is equivalent to the famous Ryser–Brualdi–
Stein conjecture on almost transversals in Latin squares (see [31] and references therein).

In order to apply our theorem, we formulate the problem as a hypergraph matching problem.
Let H be the hypergraph with vertex set U ∪V ∪ C and edge set {{u, v, c(uv)} : uv ∈ E(G)}. The
key property of H is the following bijection between the set of all rainbow matchings in G and
the set of all matchings in H – we simply assign a rainbow matching M in G to the matching
M := {{u, v, c(uv)} : uv ∈M} in H. Clearly �(H)= n and �c(H)= 1. The existence of an almost
perfect rainbow matching in G now follows from known results. For instance, Theorem 2.1 yields
a decomposition of E(H) into (1+ o(1))n hypergraph matchings, and as e(H)= n2, there must be
a hypergraph matchingM of size (1− o(1))n inH and in turn a rainbow matchingM in G of this
size.

In the proof of our rainbow blow-up lemma, we also seek almost perfect matchings in bipar-
tite graphs. However, we need much more control over these matchings, which we achieve using
our new Theorem 1.2. Our proof proceeds in several rounds where, in each round, we embed
essentially all vertices that need to be embedded into a particular cluster of our multipartite graph.
Each such embedding step is modelled as finding a rainbow matchingM in an auxiliary bipartite
‘candidacy graph’. Although these candidacy graphs are more complicated and have more com-
plex colour constraints than our toy example above, they can still be handled using hypergraph
matchings in a similar way. However, in order to perform the embedding rounds repeatedly, we
need to ensure that certain quasirandomness properties are preserved throughout the procedure,
which depend on the previous embeddings. In our toy example this wouldmean, for instance, that
for some specified sets U ′ ⊆U,V ′ ⊆V , we need |E(G[U ′,V ′])∩M| ≈ |U ′||V ′|/n, and more gen-
erally that for sets E′ ⊆ E(G), we need |E′ ∩M| ≈ |E′|/n. This can be ensured by utilizing weight
functions as in Theorem 1.2 by defining ωE′(e∪ {c(e)})= 1e∈E′ for all e ∈ E(G). It is very impor-
tant here that Theorem 1.2 applies to hypergraphs which are not necessarily almost regular, since
the colouring can be arbitrary. For the same reason, it is useful that v(H) plays no role in the
parametrization of the theorem.

4.3 Decompositions
Kim, Kühn, Osthus and Tyomkyn [24] proved that in the setting of the original blow-up lemma
as described above, the quasirandom multipartite graph does not only contain any single graph
of bounded degree with the same multipartite structure, but can even be almost decomposed into
any collection of such bounded degree graphs. This result has already found fruitful applications
[4, 16]. The first and third author give an alternative and in particular much shorter proof for this
decomposition result in [7].

The overall strategy is to use Theorem 1.3 in a similar way as for the rainbow embeddings
described in Section 4.2. To this end, the decomposition problem is transformed into a rain-
bow embedding problem as follows. Suppose G is a graph and H is a collection of graphs on at
most |V(G)| vertices. Define a new graph G by taking |H| disjoint copies (GH)H∈H ofG and colour
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every copy of a particular edge of G with a unique colour. Hence a collection of edge-disjoint
copies of the graphs in H in G is equivalent to a rainbow embedding of the disjoint union of the
graphs inH into G where each H ∈H is embedded into GH .
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