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Abstract

A metric for computing the information content of function models in mechanical engineering design is proposed. Function
models are graph-based representations used to describe the functionality of engineered artifacts, where the nodes are func-
tion verbs and the edges are the objects of action. The functional basis, a controlled vocabulary of these verbs and nouns
organized in a three level hierarchy, is intended to support consistent representation of function models. The Design Re-
pository is a Web-based archive of function models of consumer products described with the functional basis. This paper pre-
sents the theoretical underpinnings of a metric for the information content of function models, the assumptions required to
support it, the definitions of key terms associated with it, and its practical interpretation. Finally, the metric is used to study
the usefulness of the functional basis through a series of experiments on function models within the Design Repository. The
results of the experiment indicate that the secondary level of the functional basis is the most beneficial to designers, both in
terms of information content and information density.
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1. INTRODUCTION

Throughout the engineering design process, multiple repre-
sentations are used by designers to describe different aspects
of the product. For example, requirements lists detail the cus-
tomer’s needs, solid models represent the spatial form of the
solution, and finite element models simulate the structural be-
havior of the product. The practical usefulness of a represen-
tation lies in its ability to facilitate the design process and help
the designer to make decisions. In this context, a quantifiable
metric to assess the usefulness of design representations could
help designers in selecting the appropriate representation for
describing the design product, the design process, or the de-
sign problem. One way of assessing the usefulness of a repre-
sentation could be to measure the amount of information it
provides to the designer about the domain it describes, be-
cause additional information can enable the designer to con-
duct more reasoning, thereby revealing more facts to support
the design decisions. Thus, information content can be used
as a first level surrogate of the practical usefulness or informa-
tiveness of the representation. A metric of information content
could help answer questions such as “How much information

is generated by creating a representation?”, “How much
information is contained in a representation?”, or “How
much information in transmitted when a representation is ex-
changed between designers?” To this end, the overarching
objective behind this research is to develop a metric of infor-
mation content of design representations. As a first step to-
ward this objective, function models are studied in this paper.
A function model is a representation that describes the in-
tended functionality of a system (Pahl et al., 2007). This
metric could help designers in the following:

1. comparing competing concepts for the same design
problem (design product),

2. comparing competing function models for the same
concept (design product),

3. comparing competing vocabularies and rule sets (mod-
eling schema), and

4. evaluating the rate of evolution of the design (design
process)

In this paper, information content of function models is
measured from the syntactic point of view. To evaluate the
quality of a function model and its usefulness in design, a
complete evaluation of the semantic content of the model
and its ability to support reasoning actions needs to be
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captured in a metric. However, the metric presented here does
not capture the semantic information.

Constructing function models using controlled vocabular-
ies and rules has been studied over the past three decades
(Collins et al., 1976; Keuneke, 1991; Kirschman & Fadel,
1998; Szykman et al., 1999; Stone & Wood, 2000; Stone
et al., 2005). The functional basis is a controlled vocabulary
of functional verbs and nouns organized in a three level
hierarchy, which was developed in a collaborative effort
between industry and academia for enabling consistent
modeling of product functionality (Szykman et al., 1999;
Stone & Wood, 2000; Hirtz et al., 2002). This vocabulary
was used to construct function models of 129 consumer pro-
ducts, which are stored in a Web-based Design Repository
(http://repository.designengineeringlab.org/, accessed Octo-
ber 13, 2008). In previous research, an information metric
for the verbs in a function model was initially proposed to
assess the usefulness of the functional basis (Caldwell
et al., 2008). This paper presents the theoretical underpin-
nings of this metric, the assumptions required to support it,
the definitions of key terms associated with it, and its practical
interpretation. The metric is used to study the usefulness of
the functional basis vocabulary through a series of experi-
ments on function models within the Design Repository.
The results indicate that the secondary level of the functional
basis hierarchy is the most beneficial one for constructing
function models, as it provides an optimal balance between
the two quantifiers presented in this paper, information con-
tent (Section 4) and information density (Section 7.2).

2. FUNCTIONS IN ENGINEERING DESIGN

The functionality of technical systems has been studied from
multiple viewpoints in engineering design research. Pahl
and Beitz (Pahl et al., 2007) describe function as “the in-
tended input/output relation of a system whose purpose is
to perform a task.” Ullman describes it as “the desired out-
put from a system” (Ullman, 1992). Otto and Wood (2001)
provide a systematic method of describing functionality
through reverse engineering. A solution-neutral description
of system functionality is generally accepted to help widen
the search for design solutions (Ullman, 1992; Otto &
Wood, 2001; Pahl et al., 2007). The function models stored
in the Design Repository are based on the definition pro-
vided by Pahl and Beitz.

Multiple models have been proposed in previous research
for the representation of system functionality. Gero modeled
functionality as an interaction between three aspects of the
system, function, behavior, and structure (Gero, 1990).
Tomiyama and colleagues (Umeda & Tomiyama, 1995)
introduced the concept of state of the system, in the
function–behavior–state model. Chandrasekaran and col-
leagues (Chandrasekaran, 2005) described function as effect.
Goel and colleagues (Bhatta et al., 1994; Goel & Bhatta,
2004) described function as the link between structure and be-
havior. More recently, Albers and colleagues (2008) modeled

functions in terms of working surface pairs between inter-
facing system elements. Pahl and Beitz discussed the use of
block diagrams for representing functions as a “solution-neu-
tral relation between the inputs and the outputs” of the system
(Fig. 1). The blocks describe a reproducible transformative
action, whereas the arrows represent the input and output
flows. The flows are broadly classified in previous research
as that of materials, energies, and signals (Rodenacker,
1971; Pahl et al., 2007). The overall function of the system
is described by linking together multiple functions via their
flows, creating a function structure (Pahl et al., 2007). The
function models stored in the Design Repository are based
upon this representation.

Significant advances have been made in previous research
in the directions of controlled vocabularies for function mod-
els (Collins et al., 1976; Keuneke, 1991; Kirschman & Fadel,
1998; Szykman et al., 1999; Stone & Wood, 2000; Hirtz
et al., 2002), the representation of functions in computers
(Szykman et al., 1999; Deng, 2002; Kitamura & Mizoguchi,
2003; Kitamura et al., 2004; Chandrasekaran, 2005; Kita-
mura et al., 2005), and the ways to reason upon those repre-
sentations (Kurtoglu et al., 2005; Sridharan & Campbell,
2005).

2.1. The functional basis

The functional basis is a controlled vocabulary containing
54 function verbs (Table 1) and 45 flows or objects of action
(Table 2) arranged in a three-level hierarchy. The left column
in each table is the primary level, with the middle column
being the secondary level, and the right column being the ter-
tiary level. Here, the primary level is considered to be a higher
level than the secondary, and the tertiary level is considered a
lower level than the secondary.

The functional basis appears to be one of the most popular
controlled vocabularies in literature (Kurfman et al., 2001;
Hirtz et al., 2002; Kurtoglu et al., 2005; Vucovich et al.,
2006). The wide use of the functional basis necessitates an
objective external examination of its features, particularly,
the usefulness of the hierarchical organization of terms to
construct function models.

2.2. The function-based Design Repository

The Design Repository is a Web-based archive of function
models of consumer products that was created through re-
verse engineering and product dissection to catalog the func-
tion of each component or subsystem using the functional

Fig. 1. A generic function block based on Pahl et al. (2007).
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basis. Approximately half of these products are available in
graph-based function models, whereas customer require-
ments, function–component matrices, and component–as-
sembly matrices are available for all. Figure 2 shows a screen-
shot of the Design Repository Web page, illustrating the data
stored for a specific component (heating coil frame) of a spe-
cific product (Supermax hair dryer). Much of the information
captured in the database is not directly related to functionality,
such as material, manufacturing process, and physical param-
eters. The functionality of the components and subsystems
are captured through the function list with input and output
flows. For the heating coil frame, the function is listed as to
couple one solid (heating coil) to another solid (motor hous-
ing). These supporting functions are used to represent the
physical attachments between components. In addition, graph-
ical function models, such as Figure 3 are included in the
Design Repository. Unfortunately, these models are static
and do not directly support computational reasoning. The
intent of the Design Repository was to record enough infor-
mation based on which the graphical function models could

be recreated. However, no computational tool has been devel-
oped to actually accomplish that task, nor has the feasibility
of accomplishing this translation been explicitly demon-
strated.

Multiple design enabling tools and methods have been de-
veloped based on the functional basis and the Design Re-
pository. The Concept Generator Tool uses existing function
models and component failure data from the Design Reposi-
tory as input to produce component arrangements for new
concepts, much like an automated morphological chart (Vu-
covich et al., 2006). The function-failure design method pre-
dicts potential failure modes of new designs in the conceptual
design phase, based on the archived failure history of compo-
nents performing certain functions (Tumer & Stone, 2001;
Arunajadai et al., 2002; Stone et al., 2005). A graph gram-
mar-based tool has been developed to use the probability of
occurrence of functional basis terms in a model to synthesize
new functions (Sridharan & Campbell, 2005). Each of these

Table 2. Functional basis nouns hierarchy

Primary Secondary Tertiary

Material Human
Gas
Liquid
Solid Object

Particulate
Composite

Plasma
Mixture Gas–gas

Liquid–liquid
Solid–solid
Solid–liquid
Liquid–gas
Solid–gas
Solid–liquid–gas
Colloidal

Signal Status Auditory
Olfactory
Tactile
Taste
Visual

Control Analog
Discrete

Energy Human
Acoustic
Biological
Chemical
Electrical
Electromagnetic Optical

Solar
Hydraulic
Magnetic
Mechanical Rotational

Translational
Pneumatic
Radioactive/nuclear
Thermal

Vocabularies based on Hirtz et al. (2002).

Table 1. Functional basis verbs hierarchy

Primary Secondary Tertiary

Branch Separate Divide
Extract
Remove

Distribute
Channel Import

Export
Transfer Transport

Transmit
Guide Translate

Rotate
Allow DOF

Connect Couple Join
Link

Mix
Control magnitude Actuate

Regulate Increase
Decrease

Change Increment
Decrement
Shape
Condition

Stop Prevent
Inhibit

Convert Convert
Provide Store Contain

Collect
Supply Supply

Signal Sense Detect
Measure

Indicate Track
Display

Process
Support Stabilize

Secure

Vocabularies based on Hirtz et al. (2002).
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tools is developed on the fundamental assumption that the un-
derlying principles of the Design Repository, and especially
the functional basis, are sound. A critical area that has not
been studied in previous research is the utility of the different

levels of the hierarchy of the functional basis. This utility is
explored here through the application of information theoretic
measures on the models using different levels of the hierar-
chy. The next section develops this metric.

Fig. 2. The artifact browser in the Design Repository showing the heating coil frame of the Supermax hair dryer (http://repository.
designengineeringlab.org/, accessed October 13, 2008). [A color version of this figure can be viewed online at journals.cambridge.org/aie]

Fig. 3. Function model of Supermax hair dryer as stored in the Design Repository (http://repository.designengineeringlab.org/, accessed
October 13, 2008).
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3. INFORMATION THEORY OF FUNCTION
MODELS

Information theory, originally developed in the context of
communication, provides a mathematical measure for infor-
mation content of a message produced by a discrete source
(Hartley, 1928; Shannon, 1948). In this context, a message
constitutes of a stream of events that carries some information.
Conversely, an event is a unit block of information in a mes-
sage. The source is discrete if the events occur as distinct units
of the message with no provision for partial occurrence. The
source is linear if the events are produced sequentially. The
events in the message are selected from a predefined, finite
list of allowed events or controlled vocabulary, where each
event has a known probability of occurrence in the message.
Under these premises, the information content of a single
event in a message is given by Shannon (1948):

Ii ¼ �K �
Xn

j¼1
pj � logbpj, (1)

where Ii is the information content of a single event in the
message, K is a constant for scaling between different sources
of information, n is the size of the finite predefined vo-
cabulary, j is the counter of the elements in the vocabulary,
pj is the probability of occurrence of the jth element of the vo-
cabulary, and b is the base of the logarithm, a positive integer.

The constant K scales the quantity inside the summation
sign and assumes different values for different sources.
Hence, K can be used to compare information content across
different design representations. This comparison is reserved
for future work. In this research, only a single representation,
the function model, is studied. Because the metric will be
used only to compare relative information content of function
models and not absolute values, K is set to unity. The prem-
ises of information theory are next mapped to the features of
function models to justify the use of the information metric.

3.1. Correspondents of information theory
in function models

Function models, such as those stored in the Design Repository,
consist of two sets of verbs and nouns, each being defined by
discrete elements. Although the model contains all the ele-
ments in a graphical representation, for the sake of computing
information content the elements are considered sequentially,
making the model linear (see assumption 1). The elements of
the model shown in Figure 3 are drawn from a specific hierar-
chical level of the functional basis (see Table 1 and Table 2),
which are finite vocabularies of predefined sizes. The probabil-
ity of occurrence of terms in the functional basis and their de-
pendencies have been studied in previous research (Kurtoglu
et al., 2005; Sridharan & Campbell, 2005); however, so far
no conclusion has been generally accepted. Therefore, a uni-
form distribution of independent probabilities of terms in the
functional basis is assumed (see assumptions 2 and 3).

3.1.1. Assumptions

1. A function model is a linear source, that is, its elements
are encountered by the observer in a sequential fashion.

2. The probability of occurrence of verbs and nouns in the
functional basis is uniformly distributed over the re-
spective vocabularies (Caldwell et al., 2008).

3. The probability of occurrence of the verbs and nouns in
the functional basis is independent of each other (Cald-
well et al., 2008).

Formally, the concepts of message, event, source, vo-
cabulary and probability distribution are mapped from infor-
mation theory to corresponding concepts in function model-
ing (Table 3).

3.2. Information metric for functional elements:
General form

Under assumptions 2 and 3, and setting K¼ 1, Eq. (2) under-
goes the following change.

Ii ¼ �K �
Xn

j¼1
pj � logbpj ¼ �(1) �

Xn

j¼1
p � logbp

¼ �n � p � logbp ¼ � logbp ¼ logb(n), (2)

where Ii is the information content of a single event, j is the
counter of the elements in the vocabulary, pj is the probability
of the jth element of the vocabulary, p is the uniform probabil-
ity of all elements in the vocabulary under assumption 2, n¼
1/p is the size of the vocabulary, and b is a positive integer.

Equation (2) represents the information content per ele-
ment in the function model. The base of logarithm b is essen-
tially a scaling factor for I. As shown in Eq. (3), changing the
base from b to c scales I by a constant, logb(c).

logb(x) ¼ logc(x)� logb(c): (3)

Therefore, the base can be arbitrarily chosen, as long as the
choice is consistently maintained for all computations. Here,
the value 2 is selected as it provides an intuitive practical in-
terpretation of the metric, as will be discussed in Section 5.

Table 3. Correspondents of information theory in function models

Concepts in Information Theory Correspondents in Function Modeling

Message Set of verbs and set of nouns in a
function model

Event Individual verbs and nouns in a function
model

Discrete, linear source The function model
Finite predefined vocabulary The list of verbs and nouns in a specific

level of the functional basis
Probability distribution of

events over the vocabulary
Assumed uniform over the functional

basis
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The choice of the base determines the unit of information,
which, for b ¼ 2, is bits (Shannon, 1948). The unit informa-
tion content per element of the function model is thus simpli-
fied to

Ii ¼ log2(x) bits/element, (4)

where Ii is the unit information, that is, information per
element of the model, and x is the number of terms in the
vocabulary from which the element is drawn.

For y distinct elements in the function model, the total in-
formation content is given by

I ¼
Xy

i¼1
Ii ¼

Xy

i¼1
log2(x) ¼ y � log2(x) bits, (5)

where I is the information content of all elements in the mes-
sage, Ii is the information content of the i th element of the
message, x is the number of terms in the vocabulary from
which the elements are drawn, and y is the number of ele-
ments in the functional model.

Ultimately, Eqs. (4) and (5) are defined as the general
metrics of information content of function models in this re-
search. This measure of information content has previously
been used to measure size complexity of engineering models
(Summers & Shah, 2003; Summers & Ameri, 2008).

4. INFORMATION CONTENT OF FUNCTION
MODELS

Each element of the function model contributes to the infor-
mativeness of the model, because by the removal of any ele-
ment, or a set, the model becomes less informative to the de-
signer than the initial model. Thus, the information content of
the whole function model is expected to be of the form IFM ¼

f (V, N ), where V and N are the respective sets of verbs and
nouns in the model. The function f describes how the infor-
mation from the elements contributes to the total information
content. In this research, two possible definitions of f are
identified, namely, element-wise and combined information
content. Both of these definitions are discussed in this section.

It is noteworthy that the topology of a function model,
the connectedness of the verbs with the nouns, also contrib-
utes significantly to its informativeness, as the model is
more informative to the designer when the verbs and nouns
are arranged in the topological arrangement rather than in a
flat list. However, the aim of this research is to evaluate the
functional basis, rather than to compute the total information
content of function models. As the functional basis itself pro-
vides only verbs and nouns, but no guideline to construct the
topology of the model, topological information content can-
not be utilized to evaluate this vocabulary, even if it was com-
puted. For this reason, this component of information is not
included in this research, but saved for future work, where
the complete information content of function models are
computed.

4.1. Element-wise information content of function
models

The element-wise information content of a function model is
the algebraic sum of information contributed by the individ-
ual elements. If the number of verbs and nouns in the respec-
tive vocabularies are given by xV and xN , and the number of
verb instances and noun instances in a specific function
model is given by yV and yN, the following metrics are ob-
tained from Eq. (5).

4.1.1. Definitions

Information content of verbs in a function model:

IV ¼ yV � log2(xV ) bits (6)

Information content of nouns in a function model:

IN ¼ yN � log2(xN) bits (7)

Information content of the whole model:

IFM ¼ IV þ IN ¼ yV � log2(xV )þ yN � log2(xN ) bits (8)

The unit information per verb, IiV , and per noun, IiN , can be
obtained by putting yV ¼ 1 and yN ¼ 1 in Eqs. (4) and (5),
respectively.

4.2. Combined information content of function models

The combined information content of a function model is
based on a combined vocabulary obtained by concatenating
the individual vocabularies of verbs and nouns. If the number
of verbs and nouns in the respective vocabularies are given by
xV and xN , and the number of verb instances and noun instances
in the function model is given by yV and yN, respectively, the
following metrics are obtained from Eqs. (9) and (10).

4.2.1. Definitions

Combined information content per element:

Ii(NþV ) ¼ log2(xV þ xN) bits/element (9)

Combined information content of the whole model:

INþV ¼ ( yV þ yN) � log2(xV þ xN ) bits (10)

The element-wise and combined information metrics are
used in Section 8.1.4 to measure the information content of
function models.

5. PRACTICAL INTERPRETATION
OF INFORMATION CONTENT

To illustrate the practical meaning of the information metric as it
relates to function modeling, a hypothetical scenario is shown in
Figure 4. A discrete linear source S is producing a message by
drawing events from a finite, predefined vocabularyS, contain-
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ing elements A through H, with equal probability. An observer
is witnessing the events as they occur, and transmitting that in-
formation to a nonobserver who is separated from the source.
The vocabulary is known to both the observer and the nonob-
server. According to the correspondents explained in Section
3.1, this setup simulates the transmission of a function model
from one designer (observer) to another (nonobserver), element
by element. With each element transmitted, the nonobserver
comes to know more of the function model (source S). Thus,
an important question arises, “What is the value of the informa-
tion transmitted by the observer per element?”

To answer this question, let the setup change so that the non-
observer is required to determine the events by asking binary
questions to the observer, similar to the game “Twenty Ques-
tions.” Binary questions are answered either yes or no. Given
the vocabulary and its probability distribution, the nonobserver
can determine an event with minimum number of questions by
adopting a binary search through the vocabulary. This search is
executed by recursively dividing the vocabulary in halves and
asking if the occurred event is in the left half. Starting with a
vocabulary of size x, the size of the search space reduces
with each question according to the geometric series fx, x/2,
x/4, . . . , 4, 2, 1g, until the correct event is found. The number
of questions required to determine the event is one less than the
number of terms in the series, given by:

Nmin ¼ log2(x), (11)

where Nmin is the minimum number of binary questions re-
quired to determine the event and x is the number of terms
in the vocabulary S.

Thus, it can be argued that in the initial communication
setup, the nonobserver was receiving a value of log2(x)
with each event because the information received from the
observer was equivalent to receiving answers to log2(x) ques-
tions. The form of the expression in Eq. (11) is identical with
the general form of the information metric in Eq. (4). There-
fore, the information content of each element practically rep-
resents the minimum number of binary questions that must be
asked in order to identify an element from the vocabulary.

The nonobserver can rebuild the entire function model,
element by element, by asking log2(x) questions for each
element. At this point, because of the equality between the
original and the rebuilt model, it can be argued that any rea-
soning supported by the original model is equally supported

by the rebuilt model. Thus, the entire information stored in the
original model has been transmitted, though indirectly, from
the observer to the nonobserver, in the form of answers to a
finite number of questions, log2(x).

6. VALIDATION OF THE METRIC AGAINST
REQUIRED CRITERIA

Four requirements for information metrics have been discussed
in literature (Shannon, 1948; Cover & Thomas, 2006). The
metric presented in Section 4 is validated against these require-
ments to ensure that by adopting assumptions 1, 2, and 3, the
fundamental properties of the metric are not violated.

6.1. Requirement 1

Information is always a nonnegative quantity (Cover & Tho-
mas, 2006). In a function model there is always at least one
verb and at least one noun ( yV � 1, yN � 1), and the vocabu-
laries contain at least one verb and one noun each (xV � 1, xN �
1). Hence, the minimum value of the expressions in Eq. (5) is
Imin � (1)�log2(1), that is, Imin � 0. Thus, the metric satisfies
this requirement.

6.2. Requirement 2

If an event has probability of 1, no information is obtained
from its occurrence (Cover & Thomas, 2006). In function
models, the condition implies that there is only one verb or
noun repeatedly used in the function model. In that case,
the term becomes fully predictable where no additional infor-
mation is gained by knowing about its occurrence. Mathema-
tically, by setting xV ¼ 1 and xN ¼ 1 in Eqs. (6) and (7), IV and
IN vanish. Thus, the metric satisfies this requirement.

6.3. Requirement 3

If two independent events occur, whose joint probability is the
product of their independent probabilities, the total information
obtained is the sum of their individual information (Cover &
Thomas, 2006). If i and j are two elements of a vocabulary,
with independent probabilities pi 0 and pj, the probability of their
joint occurrence is given by pi�pj. Under assumptions 2 and 3,
pi ¼ pj ¼ 1/x, where x is the size of the vocabulary. Hence, the
probability of the joint occurrence of i and j is (1/x)�(1/x)¼ 1/
x2, which is equivalent to the independent uniform probability
of a single element in a vocabulary of size x2. Thus, if the indi-
vidual information content of events i and j are Ii and Ij, the in-
formation produced by their joint occurrence is obtained from
Eq. (4) as

Iiþj ¼ log2(x2) ¼ 2 � log2(x) ¼ log2(x)þ log2(x) ¼ Ii þ Ij, (12)

where i, j are two distinct elements of the vocabulary of size x,
Ii is the individual information content of element i in the vo-
cabulary of size x, Ij is the individual information content of
element j in the vocabulary of size x, and Iiþj is the individual

Fig. 4. Hypothetical scenario for the interpretation of information.
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information content of an element in the vocabulary of size x2.
The metric, therefore, satisfies this requirement.

6.4. Requirement 4

Information is a monotonic continuous function of the prob-
abilities, that is, a slight increase in the probabilities should
always result into a slight increase in information (Shannon,
1948; Cover & Thomas, 2006). Figure 5 shows the plot of
unit information against the size of the vocabulary, which
satisfies the criterion because of the monotonic behavior of
logarithms. As discussed in requirement 1, the practically
usable portion of the curve is in the range x � 1, because a
null vocabulary is unusable for creating messages.

7. DISCUSSION ON THE INFORMATION
METRIC

In this section, important properties of the metric are reviewed
and their implications to function models are discussed.

7.1. Response to variables

As seen in Eq. (5), the information content I of a function
model increases linearly with the size of the model y and loga-
rithmically with the size of the vocabulary x. Thus, the metric
is more sensitive to the change of model size than to the
change of the vocabulary size. This implies that a means to
arrive at larger models, such as decomposition, can help
increase the informativeness of a model more than using a
larger vocabulary to construct the model. Intuitively, in a
large vocabulary, the distinction between the terms becomes
gradually obscured. Hence, the model’s informativeness to
the designer does not increase significantly.

7.2. Information density of a vocabulary

Because information is a monotonically increasing function
of the vocabulary size, the information obtained from a larger

vocabulary is always larger, but the increase in information
gradually diminishes with increasing size of the vocabulary.
As observed in Figure 5, the increase of information because
of unit increase of the vocabulary size from 2 to 3, indicated
by DI2,3, is larger than the increase in information because of
the same increase in the vocabulary size from 5 to 6, indicated
as DI5,6. This observation enables the formulation of a new
quantity to assess the usefulness of the vocabulary itself.
This quantity, termed information density, is defined below:

Information density of a vocabulary is the amount of infor-
mation produced by a single event, measured per unit size
of the vocabulary.

The information density of a vocabulary of size x implies
the usefulness of the vocabulary in terms of the benefit
(information produced) over cost (size of the vocabulary),
and is obtained by dividing both sides of Eq. by the size of
the vocabulary, x.

I 0 ¼ Ii

x
¼ log2(x)

x
, (13)

where I 0 is the information density of the vocabulary, Ii is the
unit information per element of the vocabulary, and x is the
size of the vocabulary.

7.3. Quantity versus quality

The metric provides a measure for only the quantity, not the
quality, of information stored in a function model. The nu-
meric value of information can be increased merely by in-
creasing the number of terms in the function model or the vo-
cabulary, even if the model does not describe the system
correctly or consistently. The issue of measuring quality of
a function model is saved for future work.

8. APPLICATION OF THE INFORMATION
METRIC

The information content of function models is measured in a ser-
ies of experiments on three products within the Design Reposi-
tory. The products are the Supermax hair dryer, the Delta jigsaw,
and the Brother sewing machine. These products are chosen for
the experiments as they are representative of the many products
in the Design Repository, they demonstrate the use of many of
the functional basis’ commonly used functions, and one of
them, the hair dryer, has been used as example in previous re-
search related to function modeling (Mocko et al., 2007; Cald-
well et al., 2008). In addition, these products demonstrate a vari-
ety of size and verbs/nouns ratio. Although the function model
for Supermax hair dryer has 18 verbs and 24 nouns (a ratio of
0.75), the Brother sewing machine has 44 verbs and 64 nouns
(a ratio of 0.69), and the Delta jigsaw has 17 verbs and 42 nouns
(a ratio of 0.40). The results of these experiments are used to
evaluate the usefulness of the functional basis vocabulary.

Fig. 5. Unit information versus the size of vocabulary: logarithmic plot with
base 2.
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8.1. Experimental protocol

Four experimental steps are defined in this protocol and illus-
trated through the Supermax hair dryer example. These steps
are model cleanup, translating the models across functional
basis levels, defining the vocabularies, and computing the in-
formation content.

8.1.1. Model cleanup

The three function models are selected from the Design Re-
pository, and corrected for inconsistencies. For example, the
hair dryer function model shown in Figure 3 contains some
non-functional basis terms, such as “hot air” and “intensity.”
These terms are replaced with terms from the same level of the
functional basis as used throughout the model, such as “gas” and
“control signal.” The adjective “hot” is dropped, because the
functional basis does not provide any vocabulary of adjectives.

Next, the model is cleaned up from redundancies. For ex-
ample, in the block containing the text “convert EE to
ThE,” all words other than the verb “convert” are deleted, be-
cause the arrows associated with the block are sufficient to in-
dicate the nouns. Figure 6 shows the cleaned up model of the
Supermax hair dryer, with the six corrections for inconsisten-
cies highlighted with circles. The function models of Delta
jigsaw and Brother sewing machine, as obtained from the De-
sign Repository, are shown in Figure A.1. in Appendix A and
Figure B.1. in Appendix B.

8.1.2. Translating function models across functional
basis levels

After a function model is cleaned, it is translated, that is, it
is redefined with verbs and nouns from other levels of the
functional basis, without any change to its topology. Because
there are three hierarchical levels for both verbs and nouns, a
model can be translated to 16 different designations, as
shown in Table 4.

A model described with the mth level of verbs hierarchy
and the nth level of nouns hierarchy of the functional basis
is designated as M(m, n). For example, M(2, 3) designates

a model with secondary level verbs and tertiary level nouns.
The bottom row M(m, 0), and the left column M(0, n) des-
ignate models with only one type of terms. For example,
M(3, 0) designates a model with tertiary level verbs in the
blocks, but no nouns on the arrows. These models allow
the measurement of element-wise information content. The
diagonal designates models with the same levels of verbs
and nouns. These models show trends of the combined infor-
mation content. Here, M(0, 0) represents the empty topology
of the model and contains zero information. The empty cells
designate models described with mixed levels of verbs and
nouns; these models are not used in the experiments, because
conventionally, the function models within the Design Re-
pository are defined with the same hierarchical level of verbs
and nouns.

When a function model is translated from a lower to a
higher level (upward translation), the taxonomical parent of
each lower level element is chosen as the new element.
When a model is translated from a higher to a lower level
(downward translation), each new element is chosen from
the taxonomical children of the higher level element using
some knowledge about the product. For example, in Figure 3,
the secondary function “guide” is translated to “channel” in
upward translation, whereas in downward translation “allow
DoF” is selected because the definition of “allow DoF” in
the functional basis best describes the actual function in the
product. Thus, upward translations are more objective than
downward translations; however, owing to the uniform

Fig. 6. Hair dryer function model with secondary verbs and secondary nouns, after cleanup.

Table 4. Designation protocol of function models

Verb Levels

Noun Levels 0 1 2 3

3 M(0, 3) M(3, 3)
2 M(0, 2) M(2, 2)
1 M(0, 1) M(1, 1)
0 M(0, 0) M(1, 0) M(2, 0) M(3, 0)
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probability distribution over the levels in the functional basis,
the specific selection does not impact the numeric score of in-
formation content. To ensure that each higher level term is
represented in the lower levels, secondary terms that have
not been categorized in the tertiary level are propagated, as
is, to the tertiary level. For example, in Figure 6, the second-
ary verbs “distribute,” “import,” and “export” are all propa-
gated to the tertiary level at the time of translation. Figure 7 and
Figure 8 shows the hair dryer function models of designations
M(1, 1) and M(2, 2), respectively. These models are obtained
by translation from Figure 6, which is of designation M(2, 2).

8.1.3. Defining three types of vocabularies for computing
information content

Because of the hierarchical arrangement of terms in the
functional basis, a downward translation enables at least three
definitions of the lower level vocabulary to be used for com-
putations, as defined below:

Definitions.

1. The fixed vocabulary of a given level is the collection of
all terms in the level.

2. The used vocabulary of a given level and a given func-
tion model described on that level is the set of terms that
appear in the model.

3. The reduced vocabulary for a given function model that
is obtained by translation from a higher to a lower level
is the set of all lower level terms that can be obtained as
taxonomical children of the higher level terms used by
the higher level function model.

In the hair dryer function model, the fixed vocabulary of verbs
for all models of designations M(1, n), M(2, n), and M(3, n)
are given by all the verbs in the corresponding columns of
Table 1, that is, 8, 21, and 35, respectively. The used
vocabulary of verbs for the models of designation M(1, n),
M(2, n), and M(3, n) are the number of verbs appearing in
Figures 7, 6, and 8, respectively, that is, four, eight, and eight,
respectively. The reduced vocabulary of verbs for all models of
designation M(1, n) is accepted to be identical with the fixed
verb vocabulary of the same models, because primary models
cannot be obtained in downward translation. Because the
used vocabulary of verbs for M(1, n) consists of “branch,”
“channel,” “control,” and “convert,” the reduced vocabulary
for M(2, n) is taxonomically obtained as the following list:

Fig. 7. Hair dryer function model with primary verbs and primary nouns, M(1, 1).

Fig. 8. Hair dryer function model with tertiary verbs and tertiary nouns, M(3, 3).
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“separate” and “distribute” (obtained from “branch”), “import,”
“export,” “transfer,” and “guide” (obtained from “channel”),
“actuate” and “regulate” (obtained from “control magnitude”),
and “convert” (obtained from “convert”), a list of 11 verbs.
Similarly, for all models of designation M(3, n), the reduced
verbs vocabulary is of size 12.

In a similar way, the noun vocabularies of these three types
are determined for each row in Table 4. The combined vocabu-
laries are obtained by adding up the sizes of the corresponding
verb and noun vocabularies. Table 5 shows a summary of the
verb [M(m, 0)], noun [M(0, n)], and combined [M(n, n)] vocab-
ularies of the fixed (F), used (U), and reduced (R) types, for all
10 designations. In each cell under columns U and R, the values
separated by commas represent used and reduced vocabulary
sizes for the Supermax hair dryer, the Delta jigsaw, and the
Brother sewing machine, respectively. The fixed vocabulary
size is essentially a property of the vocabularies, not the models,
and hence remains equal for all products in each level.

8.1.4. Computing information content

To compute information content, first the sizes of the respec-
tive models are determined. Because there are 18 verb in-
stances and 24 noun instances in the hair dryer function model
(Fig. 6), the size of all function models in the bottom row of
Table 5, yV , is 18, and the size of all models in the left column
of Table 5, yN, is 24. The size of all models on the diagonal,
yV þ yN, is 18 þ 24 ¼ 42. The empty model, M(0, 0) is an
exception, with size zero. The information content of the whole
model is then computed by applying the appropriate equation,
Eq. (8) or Eq. (10). In each case, the result of the logarithm is
rounded up to the next higher integer so that, in accordance

with the practical interpretation of the metric, a whole binary
question is counted for the fractional part of the logarithm.
Notably, the rounding up is done before multiplying by y, as
opposed to rounding the total information content obtained
after multiplying by y, because according to the practical inter-
pretation, each element of the model needs a finite number of
questions to be fully known by the nonobserver (see Section
5). For example, information for M(2, 0) and M(0, 2) about
the fixed vocabulary are computed using Eq. (8) as 18 �
log2(8) þ 0 ¼ 18�3 ¼ 54 bits, and 0 þ 24� log2(20) ¼ 24
� 4.3 ¼ 24� 5 ¼ 120 bits, respectively. Similarly, the com-
bined information for M(2, 2) about the fixed vocabulary is
computed using Eq. (10) as 42� log2(41) ¼ 42�5.4 ¼ 42�
6¼ 252 bits. The results of the computations for the Supermax
hair dryer are shown in Table 6. The results for the Delta jigsaw
and the Brother sewing machine are provided in Table A.1 in
Appendix A and Table B.1 in Appendix B.

8.2. Results

The results tabulated in Table 6 for the Supermax hair dryer are
organized in bar charts for comparison in this section. Figure 9
shows the nine data points from the bottom row of Table 6,
which are the element-wise information contents of the verbs.
The three clusters of bars represent the primary, secondary, and
tertiary levels of the verbs hierarchy, corresponding to models
of designation M(1, 0), M(2, 0), and M(3, 0). Within each
cluster, the individual bars represent information content
using the fixed, used, and reduced vocabularies.

Similarly, Figure 10 shows the nine data points from the left
column of Table 6, which are the element-wise information

Table 5. Summary of vocabulary sizes for the Supermax hair dryer, Delta jigsaw, and Brother sewing machine function models

Verb Levels

0 1 2 3

Noun Levels F U R F U R F U R F U R

3 36 7, 10, 9 9, 12, 16 71 15, 23, 24 21, 36, 34
2 20 7, 3, 7 20, 20, 20 41 15, 21, 17 31, 38, 33
1 3 3, 3, 3 3, 3, 3 11 7, 10, 8 11, 11, 11
0 0 0 0 8 4, 7, 5 8, 8, 8 21 8, 13, 10 11, 18, 13 35 8, 13, 15 12, 24, 18

Table 6. Results of information content of Supermax hair dryer

Verb Levels

0 1 2 3

Noun Levels F U R F U R F U R F U R

3 144 72 96 294 168 210
2 120 72 120 252 168 210
1 48 48 48 168 126 168
0 54 36 54 90 54 72 108 54 72
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contents of nouns in function models of designation M(0, 1),
M(0, 2), and M(0, 3), and Figure 11 shows the nine data points
from the diagonal of Table 6, which are the combined informa-
tion contents of verbs and nouns in function models of designa-
tions M(1, 1), M(2, 2), and M(3, 3). The results for the Delta jig-
saw and Brother sewing machine function models are shown in
Figures A.2 to A.4 in Appendix A and Figures B.2 to B.4 in Ap-
pendix B. These figures are also organized as explained above.

9. OBSERVATIONS AND ANALYSIS

Table 7 summarizes the trends of information content based on
the experimental results. There are 27 trends recorded, resulting
from the combination of three products, three vocabulary types
(fixed, used, reduced), and three metrics (verb, noun, com-
bined). Here,DII,II represents the change in information content
from the primary to the secondary level andDIII,III indicates the
change in information content from the secondary to the tertiary
level. The symbolsþ, 0, and – in a cell underDII,II, for example,
indicate that the information content based on the secondary
level is greater than, equal to, or lower than the information con-
tent based on the primary level.

Eight interpretationsof the results arepresentedhere.Theyad-
dress the variation in information content across the hierarchical
levels of the functional basis, the comparative increase of infor-
mation across those levels, and the trends in information density.

1. Information content of function models based on the fixed
vocabulary monotonically increases from the primary to
the secondary to the tertiary level of the functional basis
(top three rows of data in Table 7). This trend is consistent
for the verb, noun, and combined metrics, for all three
products examined. This trend is expected, as the vocab-
ularies increase in size with the levels (see Table 5).

2. Information content of function models based on the
used vocabulary increases from the primary to the sec-
ondary level, but usually remains the same between the
secondary and tertiary levels (middle three rows of data
in Table 7). This trend is consistent in all but two out of
nine cases. The two exceptions occurred in the noun
metrics in the Delta jigsaw and Brother sewing machine
models, where the information content increased from
the secondary to the tertiary level. However, this in-
crease is marginal: 168 – 126 ¼ 42 bits in the Delta
jigsaw, and 256 – 192 ¼ 64 bits in the Brother sewing
machine. As a result, the overall information, shown by
the combined information content, remains the same
between the secondary and the tertiary levels for both
products. This observation indicates that even though
the vocabulary size increases between the levels, the
usage of terms in function models does not increase pro-
portionately, which means that the tertiary level contains
redundant functional terms, both verbs and nouns.

3. Information content of function models based on the
reduced vocabulary increases from the primary to the
secondary level, but usually remains the same from
the secondary to the tertiary level, in case of the verbs
and the combined metrics (first and third row of the last
three rows of data in Table 7). This observation is con-
sistent through all but one out of six cases: the verb
metric of the sewing machine. This trend is identical

Fig. 11. Supermax hair dryer information content, combined: M(1, 1), M(2, 2),
M(3, 3). [A color version of this figure can be viewed online at journals.
cambridge.org/aie]

Fig. 9. Supermax hair dryer information content, verbs only: M(1, 0), M(2, 0),
M(3, 0). [A color version of this figure can be viewed online at journals.
cambridge.org/aie]

Fig. 10. Supermax hair dryer information content, nouns only: M(0, 1), M(0, 2),
M(0, 3). [A color version of this figure can be viewed online at journals.
cambridge.org/aie]
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with observation 2, and it reinforces the analysis that the
tertiary level contains many redundant terms, which
add little information content.

4. Information content of function models based on the re-
duced vocabulary using the noun metric increases from
the primary to the secondary level, but decreases from
the secondary to the tertiary level (middle row of the
last three rows of data in Table 7). As discussed in Sec-
tion 8.1.3, the reduced vocabulary is obtained in two
steps. First, the used vocabulary of the higher level is de-
termined. Next, upon downward translation, this used vo-
cabulary expands into its taxonomical children of the
lower level. The vocabulary first reduces then expands in
this process. Although the reduction depends entirely on
the function model, the expansion is entirely dependent
on the hierarchical structure of the vocabulary. This obser-
vation, then, is aconsequence of the fact that the hierarchi-
cal expansion of nouns from the primary to the secondary
level is much higher than the expansion from the second-
ary to the tertiary level, which means that the functional
basis noun hierarchy is an unbalanced taxonomy.

5. All 27 trends consistently show a significant increase of
information content from the primary to the secondary
level (three columns under heading DII,II in Table 7).
This observation indicates that the secondary level is
more informative to the designer than the primary level.
However, because of the mixed trends recorded under
heading DIII,III, particularly in case of the used and re-
duced vocabularies, the tertiary level is not necessarily
more informative to the designer than the secondary level.

Table 8 shows some more trends in information content
in form of a truth table. Each instance of Im,n represents the
information content of a function model of designation
M(m, n), and I 0m,n indicates the information gradient of the vo-
cabulary measured on model M(m, n). Each row in the state-
ment column contains a statement that predicts a relation be-
tween two quantities related to information content or
information density. Each statement is being evaluated from
the experimental results. The status of the evaluation is indi-

cated using 1 for true and 0 for false in the three columns on
the right. The fixed, used, and reduced columns indicate the
types of vocabulary used for computing information content.
The three symbols inside each cell, separated by commas, in-
dicate the status of the evaluation for the Supermax hair dryer,
Delta jigsaw, and Brother sewing machine function models.
The trends that did not match the prediction are shaded.

6. The proportional increase in information content from
the primary to the secondary level is greater than the
proportional increase from the secondary to the ter-
tiary level (trends 1–3 in Table 8). This observation is
consistent for all three products, for all three vocabulary
types, and for all three metrics. Thus, even though infor-
mation contents based on the fixed vocabularies in-
crease from the primary to the secondary to the tertiary
level in all three products (observation 1), the propor-
tional increase gradually diminishes for all types of vo-
cabularies in all products, the largest jump being in the
downward translation from the primary to the second-
ary level of both verbs and nouns. This observation sup-
ports from a different viewpoint the analysis of observa-
tion 5 that the secondary level is the most useful level in
the functional basis.

Table 7. Trend of information content across functional basis levels

Supermax Hair Dryer Delta Jigsaw
Brother Sewing

Machine

Voc. Type Metric Type DII,II DIII,III DII,II DIII,III DII,II DIII,III

Fixed Verb þ þ þ þ þ þ

Noun þ þ þ þ þ þ

Combined þ þ þ þ þ þ

Used Verb þ 0 þ 0 þ 0
Noun þ 0 þ þ þ þ

Combined þ 0 þ 0 þ 0
Reduced Verb þ 0 þ 0 þ þ

Noun þ 2 þ 2 þ 2

Combined þ 0 þ 0 þ 0

Table 8. Truth table of trends in information content

Trend No. Statement Fixed Used Reduced

1
I2,0

I1,0
.

I3,0

I2,0
1, 1, 1 1, 1, 1 1, 1, 1

2
I0,2

I0,1
.

I0,3

I0,2
1, 1, 1 1, 1, 1 1, 1, 1

3
I2,2

I1,1
.

I3,3

I2,2
1, 1, 1 1, 1, 1 1, 1, 1

4 I 01,0 . I 02,0 . I 03,0 1, 1, 1 1, 1, 1 1, 1, 1
5 I 00,1 . I 00,2 . I 00,3 1, 1, 1
6 I 01,1 . I 02,2 . I 03,3 1, 1, 1 1, 1, 1
7 I1,1 . I0,1 þ I1,0 1, 1, 1 1, 1, 1 1, 1, 1
8 I2,2 . I0,2 þ I2,0 1, 1, 1 1, 1, 1 1, 1, 1
9 I3,3 . I0,3 þ I3,0 1, 1, 1 1, 1, 1 1, 1, 1

Functional basis information metric and evaluation 99

https://doi.org/10.1017/S0890060409990187 Published online by Cambridge University Press

https://doi.org/10.1017/S0890060409990187


7. The information density based on the fixed vocabular-
ies reduces from the primary to the secondary to the ter-
tiary level (trends 4–6 in Table 8). For example, in the
case of the Supermax hair dryer, the density of the fixed
verbs vocabulary for the primary, secondary, and ter-
tiary levels is 0.364, 0.146, and 0.099 bits per verb.
This trend indicates that the usefulness of a given level,
in terms of benefit (information produced) over cost
(size of the level), reduces with lower levels of the hier-
archy. The tertiary level has the worst density.

8. The combined information content of function models is
greater than the sum of the element-wise information
contents (trends 7–9 in Table 8). This means that a com-
bined model, described with verbs and nouns of the
same hierarchical level, is more informative than the
collection of two partial models, described with only
verbs and only nouns of the same level. This observa-
tion is intuitively explainable, because, given the two
partial models, some interpretation or value-added ac-
tivity is required to join them into the combined model.

10. CONCLUSIONS

The secondary level of the functional basis vocabulary is
clearly the most useful and informative level of the three,
for both verbs and nouns, as collectively indicated by obser-
vations 2 through 6. The primary level is lower in information
content, and therefore concluded to be less useful than the
secondary, owing to too few terms to provide the necessary
resolution for adequate function description. The tertiary
level is problematic as it has too many redundant terms,
which provide only a marginal proportional benefit over the
secondary level, but at the cost of a poor information density.
Thus, the tertiary level seems to provide little information
benefit. In fact, in some cases, the information content actu-
ally reduces upon a downward translation from the secondary
to the tertiary level, making the tertiary level more discourag-
ing to the designer. Overall, the secondary level appears to
be the most preferred of the three levels, providing a good bal-
ance between information content and information density. In
previous research, an empirical study revealed that about 92%
of the functional basis terms in function models within the
Design Repository belong to the secondary level (Caldwell
et al., 2008). This empirical observation reinforces the above
conclusions, provided that the function models used in that
study was constructed correctly using the functional basis.

The information metric acts as a measure of the usefulness
of function models and the vocabulary, and behaves in agree-
ment with practical expectations. It produces larger values for
larger vocabularies, has a reasonable practical interpretation,
satisfies the required criteria set by Information Theory re-
search, and predicts a trend in information content that is prac-
tically reasonable (observation 8). This metric needs to be ex-
ternally validated in order to test the metric’s ability to reflect
the judgment of designers about the practical value of func-

tion models and vocabularies. Further, it is hypothesized
that the informativeness of function models is largely contrib-
uted by the topological information, discussed in Section
4. Hence, an extended metric that includes the topological
information may be required. Another shortcoming of
the metric is that it represents the quantity, not the quality,
of information in a function model. To measure the quality
of information, first a general representation schema and
modeling rules for constructing function models is required.
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APPENDIX A: INFORMATION CONTENT OF DELTA JIGSAW FUNCTION MODEL

Fig. A.1. Function model of Delta jigsaw (http://repository.designengineeringlab.org/, accessed October 13, 2008).

Table A.1. Results of information content of Delta jigsaw function model

Verb Levels

0 1 2 3

Noun Levels F U R F U R F U R F U R

3 252 168 168 413 295 354
2 210 126 210 354 295 354
1 84 84 84 236 236 236
0 51 51 51 85 68 85 102 68 85
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Fig. A.3. Delta jigsaw information content, nouns only: M(0, 1), M(0, 2),
M(0, 3). [A color version of this figure can be viewed online at journals.
cambridge.org/aie]

Fig. A.2. Delta jigsaw information content, verbs only: M(1, 0), M(2, 0),
M(3, 0). [A color version of this figure can be viewed online at journals.
cambridge.org/aie]

Fig. A.4. Delta jigsaw information content, combined: M(1, 1), M(2, 2),
M(3, 3). [A color version of this figure can be viewed online at journals.
cambridge.org/aie]
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APPENDIX B: INFORMATION CONTENT OF BROTHER SEWING MACHINE FUNCTION MODEL

Fig. B.1. Function model of Brother sewing machine (http://repository.designengineeringlab.org/, accessed October 13, 2008).

Table B.1. Result of information content of Brother sewing machine function model

Verb Levels

0 1 2 3

Noun Levels F U R F U R F U R F U R

3 384 256 256 756 540 648
2 320 192 320 648 540 648
1 128 128 128 432 324 432
0 132 132 132 220 176 176 264 176 220
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Fig. B.3. Brother sewing machine information content, nouns only: M(0, 1),
M(0, 2), M(0, 3). [A color version of this figure can be viewed online at
journals.cambridge.org/aie]

Fig. B.2. Brother sewing machine information content, verbs only: M(1, 0),
M(2, 0), M(3, 0). [A color version of this figure can be viewed online at
journals.cambridge.org/aie]

Fig. B.4. Brother sewing machine information content, combined: M(1, 1),
M(2, 2), M(3, 3). [A color version of this figure can be viewed online at
journals.cambridge.org/aie]
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