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Abstract

K-a emission is an intense short-pulse line source well suited for X-ray diagnostic techniques with subpicosecond and
micrometer resolution. Numerical simulations are performed here in a search for laser–target interaction regimes where
both high efficiency of laser energy transformation to X-ray emission and ultrashort X-ray pulses are achieved. We use
the one-dimensional PIC code for the description of the laser interaction with the plasma layer at the target surface. Fast
electron transport into the target is treated by our newly developed Monte Carlo code with temporal resolution that is
described here in detail. Our simulations reveal extremely short;200 fs FWHM brightK-a X-ray pulses emitted from
targets heated by 120-fs pulses of a table-top laser. Laser energy conversion efficiency toK-a line emission as high as
631025 is noticed. Integration of the emitted energy over the focal spot is carried out to improve the simulation accord
with published experimental data. Negligible impact of self-induced electric fields onK-a emission is found for
conducting target materials at moderate laser intensities&1017 W0cm2.

Keywords: Electron acceleration;K-a emission; PIC simulation; Time-resolved Monte Carlo code; Ultrashort-pulse
laser–target interaction; Ultrashort X-ray pulse

1. INTRODUCTION

The rapid progress in the generation of intense femtosecond
laser pulses has opened new opportunities for producing
short pulse short wavelength radiation~Gibbon & Förster,
1996; Von der Lindeet al., 2001!. Laser-driven radiation
sources with picosecond pulse duration and photon energies
ranging from 100 eV up to several megaelectron volts are
now becoming available. It opens the way to experimental
studies of the structure of matter with a unique combination
of micrometer spatial and subpicosecond temporal resolu-
tion. Femtosecond X-ray pulses are required to resolve
changes of the structure of a crystal lattice on its natural time
scale 10214–10213 s. Such X-ray pulses, synchronized with
the incident laser pulse, are extremely important as diagnos-
tic probes in the pump-probe experiments for observing the
dynamic response of optically excited materials. This scheme
has already been applied to observe the propagation of
acoustic phonons in a crystal~Rose-Petrucket al., 1999!

and to detect ultrafast solid–liquid transition in semiconduc-
tors ~Siderset al., 1999; Von der Lindeet al., 2001! via
X-ray diffraction with picosecond temporal resolution.

K-a emission is a particularly interesting X-ray line source,
as the emitted energy may be comparable with the most
intense resonance lines~often He-a line! or even higher
~Nakanoet al., 2001!, and the pulse length may be consid-
erably shorter. While the intense resonance lines are emitted
from femtosecond laser-produced plasmas for 10 ps or more
~Andreev et al., 2002!, intenseK-a pulses shorter than
250 fs have already been detected~Feureret al., 2001a!.
Moreover, the optimum laser intensities for efficient emis-
sion of shortK-a pulses from low and middleZelements are
much below the relativistic threshold~Reichet al., 2000!,
and thus, relatively small and cheap table-top femtosecond
lasers with high repetition rates are suitable for laser-driven
ultrafast X-ray sources.

K-a emission is eagerly studied, both experimentally and
theoretically. The main laser pulse is often preceded by a
prepulse. Sometimes, amplified spontaneous emission~ASE!
forms a long nanosecond prepulse~Ederet al., 2000; Zhidkov
et al., 2000!. In other experiments, a short femtosecond
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laser prepulse is used in a controllable manner to improve
the efficiency of laser energy transformation intoK-a emis-
sion~Schlegelet al., 1999; Uschmannet al., 1999; Nakano
et al., 2001!. An enhancement inK-a emission is found for
the optimum pulse separation that is near to the time needed
for the formation of the density scale lengthLopt optimum
for resonance absorption.

These experiments are typically modeled via a combina-
tion of hydrodynamic, one-dimensional~1D! PIC, and Monte
Carlo codes. Hydrodynamic code is usually applied exclu-
sively for determination of the plasma density profile at the
main pulse arrival. The interaction of the main pulse with
the target is treated via PIC code and the resulting fast
electron distribution is the input for Monte Carlo calcula-
tions solving electron transport through the solid material
and K-a emission. Monte Carlo codes without temporal
resolution are commonly used, and then the emitted energy
is derived only. Nevertheless, a Monte Carlo code with
temporal resolution has been previously used~Feureret al.,
2001b!, and K-a pulses as short as 175 fs FWHM were
found in simulations.

The duration, shape, and energy ofK-a pulses emitted
normally from the target front~laser! side are studied here in
more detail for various laser and target parameters. The
output of 1D3V PIC code, using a boosted frame to treat an
oblique incidence of laser radiation, includes the time points
when fast electrons cross the rear boundary of the PIC
simulation box, as well as their velocity vectors. This is used
as the input for our newly developed time-resolved three-
dimensional~3D! Monte Carlo code “HEIKE”~Hot Elec-
tron InducedK-a Emission!. The code follows fast electron
trajectories through the target and records all events of
K-shell ionization. Then the probability ofK-a emission is
taken into account and the photon transfer to the target
boundary is tracked. Self-induced electric fields driving the
return current may be included in our Monte Carlo code. An
integration over the focal spot is also performed to resolve
the discrepancy inK-a emission between experiments and
simulations for small density scale lengthsL ~Schlegel
et al., 1999!.

The simulation model is presented in Section 2. The
newly developed time-resolved Monte Carlo code is described
here in detail to demonstrate its unique features and versa-
tility. The results of our simulations are presented and dis-
cussed in Section 3. In the last section the conclusions are
summarized and our plans for future research are briefly
discussed.

2. SIMULATION TECHNIQUE

Interactions of short laser pulses with thick solid targets are
studied here. The simulation is split into two regions: the
corona, treated by 1D3V PIC code, and the cold solid target
where the transport of fast electrons is modeled by our
Monte Carlo code and whereK-a photons originate. This
split is presented schematically in Figure 1.

Fast electrons escaping from the corona region into the
target are substituted by a flux of Maxwellian electrons with
initial electron temperatureTe0. Fast electrons crossing the
rear boundary of the PIC simulation box are the input for
the Monte Carlo simulations. Fast electron reflection from
the target rear side is negligible in thick targets. Moreover,
we do not take into account a possibility that a fast electron
could reenter the interaction region, though a portion of fast
electrons are scattered backwards in Monte Carlo simula-
tions. First, most of the backscattered electrons could reenter
the corona only after the termination of a femtosecond laser
pulse. Second, most of the backscattered electrons are rela-
tively low-energy electrons and thus their substitution by
electrons from the thermal distribution does not lead to a
substantial error. Consequently, Monte Carlo code is used
here as a postprocessor to the PIC simulations.

We assume here a steplike boundary between hot corona
region and cold solid matter. A jump in electrostatic poten-
tial on the boundary may be added. This is certainly an
approximation because a transitional region of dense plasma
exists and it was previously modeled by hydrodynamic
simulations~Daviset al., 1995!. However, the thickness of
the transitional region will be typically considerably less
than 1 mm for the experimental parameters studied here
whereas the typical depth of theK-a emission region is
10 mm. Moreover, a typical ion charge in the transition
region will be higher than 41 andK-a emission of these
ions can be spectrally resolved from the cold solid-matter
emission. The cross sections for the fast electron transport
are less known in heated dense plasmas than in the solid
matter. Also, it would be very time consuming to use both
temporally and spatially varying target parameters in our
time-resolved Monte Carlo simulations, though it is possi-
ble in principle.

Fig. 1. The scheme of our simulation split into two regions. Absorption of
p-polarized femtosecond laser pulse obliquely incident on the target and
hot electron production is treated by PIC simulation; hot electron transport
andK-a production and transport are treated by Monte Carlo code. Zero
width transitional region is assumed.
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Thus, we take into account here onlyK-a emission from
cold solid matter that can be, in principle, spectrally resolved
from corona emission. If the emission from the heated
plasma is not spectrally separated, it may also influence the
measured temporal profile of X-ray pulse. The typical time
scale of the corona cooling will be up to 10 ps and thus a
short peak of fast-electron-inducedK-a emission will appear
on a much longer background emission. This may lead to
measured emission pulse durations much longer than expected
~Nakanoet al., 2001!. If thin surface layer~typically 1–2mm!
of low-Z material is used, the experiment may be substan-
tially clearer and our model will be more realistic.

A detailed description of our PIC and Monte Carlo codes
follows in specialized subsections.

2.1. PIC code

Our PIC code evolved from LPIC11 code~Lichterset al.,
1997!, which was developed at Max–Planck–Institute für
Quantenoptik in Garching, Germany. The code is based on a
one-dimensional,electromagnetic, relativisticalgorithm,where
all three velocity components are included, and thus inter-
actions of circularly polarized laser waves with plasmas can
be modeled. The code enables us to study the oblique
incidence of laser radiation by using a boosted frame via
relativistic Lorentz transformation.

The code was originally intended for studies of laser
interaction with thin foil targets. Thus, electron specular
reflection on both boundaries was assumed. Here, the elec-
trons crossing the corona–target boundary are substituted by
a return current of thermal electrons. When an electron hits
the rear simulation box, it is substituted by an electron with
a random velocity with the probability proportional to
2vzexp~2«0Teb!, where only negative normal components
vz of velocity are allowed,« is electron relativistic kinetic
energy, and electron temperatureTebin energetic units behind
the rear boundary is set here equal to the initial electron
temperatureTe0.

The original code was collisionless. We have included
elastic electron–electron, electron–ion, and ion–ion colli-
sions ~Limpouch et al., 2002! using the Takizuka–Abbe
method. Our fully relativistic treatment of elastic colli-
sions may be used in the boosted frame. Tests carried out
for laser incidence angles up to 308 proved that no influ-
ence of elastic collisions on fast electron spectra may be
detected within the simulation accuracy for the conditions
assumed here. Consequently, all presented simulations are
collisionless.

The original code was parallelized by using the PVM
~Parallel Virtual Machine! library. PVM is now considered
outmoded and often it is not implemented at new parallel
machines, so the code was modified to use modern Message
Passing Interface~MPI! library. Excellent parallel perfor-
mance of our code enables the use of a large number~.106!
of macroparticles to suppress noise.

2.2. Monte Carlo code

Monte Carlo simulations are often applied for detailed stud-
ies of fast electron transport in solid materials and of the
induced events~e.g., inner-shell ionization, bremsstrahlung
emission!. Many Monte Carlo codes are specialized on
the transport of high-energy electrons with energies above
100 keV. Some codes are universal, both for high- and
low-energy electrons. Widely spread Monte Carlo code
PENELOPE~Salvatet al., 2001! is perhaps the best known
example of this category. However, the model ofK-shell
ionization is not very sophisticated in PENELOPE and the
code also does not allow for temporal resolution. To our
knowledge, no available code can meet our requirements in
both of these key issues, and thus we have developed our
own code “HEIKE.” Increasing computer performance
allowed us to use the so called “single scattering” model,
with both elastic and inelastic collisions simulated directly.

In our code, elastic collisions are described by screened
Rutherford cross section or, at lower electron energies, by
the semiempirical formula for Mott cross section derived by
Browning ~Browning et al., 1995!. This technique is not
computationally fast, but for the case of our study, when not
so many high-energy electrons are present, the performance
of the code was sufficient. Inelastic collisions are described
by cross sections similar to those used in PENELOPE code
~Salvatet al., 2001!. These cross sections are based on the
generalized oscillator strength model and the incident elec-
tron is assumed to interact with a single electronic shell of
the target atom. The cross sections are doubly differential,
both in the scattering angle and in the energy loss, and they
are also suitable for a simulation of fast secondary electron
generation, which is also included in our code. Bremsstrah-
lung emission does not play an important role for our
conditions—rather low-Z target materials and rather low
fast electron energies. Thus, the impact of bremsstrahlung
on fast electron transport was approximated by continuous
slowing down with the stopping power taken from the
National Institute of Standards and Technology~NIST!
database ESTAR~Bergeret al., 2000!.

The cross sections for inelastic collisions already include
K-shell ionization as one of the interactions; however, its
probability is systematically underestimated in this model.
Consequently, another more accurate semiempirical cross
section~Casnatiet al., 1982! for K-shell ionization is used.
K-shell ionization using this cross section was simply added
into already correct fast electron transport code. After each
trajectory step, the code samples the probability thatK-shell
ionization occurred, but it leaves the electron parameters
unaltered. The position and time ofK-shell ionization is
sampled uniformly along the trajectory step. The same
method was also used by Acostaet al. ~1998!.

WhenK-shell ionization occurs, an ionized atom relaxes
very quickly on the femtosecond time scale to a lower
energetic state. The probability thatK-a photon is emitted
during this relaxation, the fluorescent yield, is assumed to
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be 0.042 for Al according to Daviset al. ~1995!. K-a
transport in the target is then simply approximated by Beer’s
law of exponential attenuation. The mass attenuation coef-
ficient is taken from the NIST database~Hubbel & Seltzer,
2001!.

As we also need information about the duration and tem-
poral profile of theK-a pulse, the time resolution is included
in the code. The time is simply recalculated after each tra-
jectory step from the fast electron velocity and the step length.
Other interesting options of the code include a possibility to
model multilayer targets with up to five layers from different
materials, and a partial or total electron reflection at the bor-
der of each layer. The database presently comprises the fol-
lowing materials: Al, Cu, Si, Ti, and polyethylene.

The electron trajectories in Monte Carlo simulations are
mutually independent; hence, the code may be parallelized
simply and its performance may be significantly enhanced.
Typically, the trajectories of;107 fast electrons are tracked
in our Monte Carlo simulations. The correctness of the code
was tested for monoenergetic electron beams via simula-
tions of electron backscattering yields and via simulations
of K-a emission from the target front side. A good agree-
ment with both experimental and computed data was found.
The comparison of the resultingK-a emission yields from
aluminum targets with experimental results of Dicket al.
~1973! and with the Monte Carlo electron transport code
EGS4~Namito & Hirayama, 1999! is demonstrated in Fig-
ure 2. One can notice that the energy ofK-a emission is
maximum for the electrons with an energy of approximately
60 keV. Unfortunately, the data for comparison are available
only for 40 keV and 100 keV in the region of maximumK-a
yield, and thus one cannot exclude the possibility of a
certain inaccuracy in the code.

Self-generated electromagnetic fields may influence fast
electron transfer to solid targets~Davieset al., 1997!. Two

possible sources of these fields are included in our Monte
Carlo code. First, the electric field in the transitional region
between the corona and the dense solid matter may be
approximated by a potential jump at the entrance of the
Monte Carlo simulation region. The potential jump does
not allow low energy electrons to enter the solid matter and
it decreases the longitudinal velocity of high-energy elec-
trons. Second, an electric field can be applied in the Monte
Carlo region, and electron trajectories are then calculated in
the assumed electric field. Our time-resolved Monte Carlo
code makes calculation of spatial–temporal behavior of fast
electron current possible. If the electric conductivity of the
target material is known, one can compute the electric field
that is needed to drive the return current. In principle, an
iteration procedure may be applied to evaluate the induced
electric field self-consistently. However, we have included
this option with the goal of qualitative assessment of the
field impact.

3. RESULTS AND DISCUSSION

The simulations presented here take the basic laser param-
eters from Schlegelet al. ~1999!. As the prepulse focal spot
is significantly broader than that of the main laser pulse in
experiment, one can assume that the main pulse interacts
with a planar expanding plasma. The experimental pulse
separation was varied between 0 and 20 ps. Both, analytical
model and hydrodynamic simulations~Schlegelet al., 1999!
show that exponential profiles with density scale lengths
L & l approximate well the plasma density profile at the
main pulse rise. P-polarized Ti:Sapphire~l 5 800 nm!
120-fs FWHM main laser pulse of maximum intensityIm5
4 3 1016 W0cm2 was incident at the angleu 5 458 to the
target normal. Thick solid SiO2 targets were used in the
experiment, and measured SiK-a emission energies were
absolutely calibrated. Comparison with numerical simula-
tion was also presented.

Basically, we assume here solid aluminum targets, and
K-a emission from solid copper is calculated for compari-
son. Aluminum is the next element to Si, so the dependence
of K-a emission on fast electron energy is very similar.
Aluminum is treated more simply than SiO2 compound in
Monte Carlo calculations. Moreover, aluminum is a good
conductor and, consequently, the impact of self-induced
electromagnetic fields on the fast electron transport is min-
imized.K-a emission yields fromAl targets were studied for
similar, but slightly different laser conditions by Nakano
et al. ~2001!, where the measured emitted energies were
only relatively calibrated.

3.1. Fast electron spectra from PIC simulations

Our 1D3V PIC simulations describe the interaction of the
main laser pulse with an expanding plasma created by the
prepulse. The initial plasma density profile in PIC simula-
tions is assumed exponential up to a certain maximum

Fig. 2. Number ofK-a photons emitted normally from Al target front side
per steradian per one electron in a monoenergetic electron beam incident
normally on the target.
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electron densitynmaxand then a density plateau of lengthLp

is added up to the rear boundary of the simulation box. The
plateau length is set atLp5l for the longest scale lengthL5
l whereas slightly larger lengthsLp are chosen for steeper
density profiles in order to keep the total electron number
inside the PIC simulation box constant. Usually, the maxi-
mum electron density is setnmax 5 10 nc, wherenc is the
critical density. In a few simulations, higher electron density
nmax 5 30 nc has been assumed; however, the impact of
higher maximum density on the fast electron spectrum was
negligible. Mean ion chargeZ of aluminum plasma was
frequently set toZ 510. This ion charge is highly overesti-
mated at the rise of the main pulse, and a few runs have been
conducted withZ 5 7 andZ 5 3. The decrease in mean
chargeZ generally leads to a slight reduction in the energy
of fast electrons. While the differences in theK-a yield
between the casesZ5 7 andZ510 were negligible,;20%
reduction in theK-a yield was observed when the mean ion
charge was decreased toZ 5 3 for very short density scale
lengthsL. The impact of the transient ionization processes
may be correctly modeled only via PIC codes that take into
account collisional ionization~Zhidkov et al., 2000!.

The time of the event when an electron crosses the rear
PIC simulation box boundary is recorded together with the
electron velocity vector for the postprocessing by our Monte
Carlo code. Only electrons capable of inducingK-shell
ionization ~electrons with energy« . 1.5 keV for Al! are
recorded. The spectra of these electrons are plotted in Fig-
ure 3. Figure 3a shows the dependence of the fast electron
spectrum on the plasma parameters and on laser intensity for
very small density scale lengthL 5 0.001l. The decrease in
the initial electron temperatureTe0 from 600 eV to 100 eV
lowers the number of electrons with energies less than 5 keV
considerably, as practically no thermal electrons with energy
« . 1.5 keV exist for the lower electron temperature. A

slight decrease in the maximum electron energy from 95 keV
to 85 keV is also observed. The main part of the fast electron
spectrum between 5 keV and 60 keV is practically unchanged;
a small enhancement of electron number between 15 and 20
keV is compensated by a decrease above 50 keV. As the
probability that an electron with an energy below 5 keV
inducesK-a photon emission is extremely low and as the
number of electrons above 60 keV is very small,K-a emis-
sion is virtually independent of the initial temperatureTe0 in
PIC simulations. Smaller plasma mean ion chargeZ in PIC
simulations leads to a certain decrease in number and energy
of fast electrons. However, even at the lowest limit,Z 5 3,
this decrease is much less than in the case when three times
smaller laser intensity is assumed.

Fast electron spectra are plotted for various density scale
lengthsL in Figure 3b. Maximum fast electron energies, as
well as maximum total energy in fast electrons, are observed
for the density scale lengthL 5 0.2l near to the classical
optimum for resonance absorption~k0Lopt!

203 sin2 u . 0.6.
However, an excessive number of electrons with energies in
the range 20–60 keV is observed for the sharp density
profilesL & 0.05l. The observed fast drop in the number of
these electrons for largerL might possibly support a hypoth-
esis about their production by the vacuum heating mecha-
nism ~Brunel, 1987!. As the efficiency of the energy
transformation toK-a emission escaping from the target
front side is particularly high in aluminum for the above
electron energies~see Fig. 2!, K-a yield may be even higher
for very sharp density profiles than for the optimum density
scale lengthLopt.

Fast and thermal electrons also differ in their angular
characteristics. Whereas thermal electron velocities are iso-
tropic, fast electrons are well collimated nearly normally to
the target surface. The angular spectrum of electrons leav-
ing PIC simulation box with energies« . 1.5 keV is shown

Fig. 3. Energy spectra of hot electrons crossing the rear boundary of the PIC simulation box into the target. The spectra are plotted for
the density scale length L5 0.001l ~a! for the indicated values of the initial electron temperatureT, of mean ion chargeZ, and of the
maximum intensityI ~in units of 1016 W0cm2! of the 120-fs FWHM p-polarized laser pulse incident at angle 458. The dependence of
hot electron spectrum on the density scale lengthL is demonstrated~b! for the parametersT5 600 eV,Z510, andI 5 431016 W0cm2.
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in Figure 4 for two different initial electron temperatures
Te0. Energetic thermal electrons are present forTe05600 eV
and they form the broad less intense angular region in
Figure 4a. Such thermal electrons are practically absent for
Te0 5100 eV~Fig. 4b!, and the fast electron flux is concen-
trated to a cone of angle;158 with its center shifted for
approximately 108 from the target normal to the direction of
the incident laser beam propagation.

3.2. Temporal and energetic characteristics
of K-a emission

Our Monte Carlo code follows all trajectories of the fast
electrons inside a solid target from the instant when they

leave the PIC simulation box. The code records the times
and places ofK-shell ionization events. The resulting highly
unstable ions relax either via Auger electron or photon
emission. The fluorescent yield forK-a photon emission is
taken into account. On the other hand, the interval between
ionization and photon emission is neglected here, because
of very small relaxation timetr & 10 fs. The times and
depths of theK-a photon emission events are plotted in
Figure 5 for the sharp plasma density profile and for the
profile with the density scale lengthLopt ~optimum for
resonance absorption!. Very energetic electrons, typical for
the density scale lengthLopt, penetrate deep into the target
and induceK-a photon emission there. However, these
photons have a small chance to penetrate to the target front

Fig. 4. Energy in hot electrons crossing the PIC simulation box rear boundary in the specified direction in units of keV0sr0cm2. Angles
a andb are angles with axes in the plane parallel with the target surface; the incident laser beam propagates in the directiona 5 458
andb5908. The directiona5b5908 is the normal into the target. The assumed PIC simulation parameters are the density scale length
L 5 0.001l, mean ion chargeZ510, and the maximum laser intensity of I5 431016 W0cm2. The initial electron temperature isT5
600 eV~a! andT 5 100 eV~b!.

Fig. 5. Number ofK-a photons0cm20fs0mm originating at timet in the specified target depthz. The simulation parameters areI 5
431016 W0cm2, Z510,T5 600 eV. The laser pulse maximum at the target is att . 200 fs. Plasma density scale lengthL 5 0.2l ~a!
andL 5 0.001l ~b!.
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side as the absorption length ofK-a photons is.20mm for
aluminum. This figure illustrates the spatial–temporal pro-
file of K-a emission that could, in principle, be recorded
experimentally in the side view by using a target of a small
width ~e.g., wire or foil embedded in low-Z material nor-
mally to the laser target surface!.

When the absorption and time delay during photon prop-
agation to the target front side is taken into account, the
temporal profile of the emitted pulse is obtained. Temporal
profiles of the pulses emitted normally from the target laser
side are plotted in Figure 6 for various density scale lengthsL.
The emission from aluminum is plotted in Figure 6a, and
Figure 6b demonstratesK-a emission from copper. We
should note that the same incident fast electron spectra are
used both for aluminum and copper, strictly speaking Fig-
ure 6b represents copper emission from a target with a thin
submicron aluminum layer on its surface. However, the
result for pure copper targets should have only very minor
differences for the same density scale length, as electron
temperature, mean ion charge, and ion mass number have
only a very small impact on the fast electron spectrum. It is
worth noting that a different pulse separation may be needed
for a copper target in order to produce the same density scale
lengthL as in aluminum.

The calculated pulses ofK-a emission are very short. The
typical pulse duration is.180 fs FWHM for aluminum and
.250 fs FWHM for copper. The pulse duration is practi-
cally independent of the density scale lengthL, and thus
application of a prepulse does not lead to a prolongation of
K-a emission. This is different from the case of resonance
line emission, where the pulse prolongation was observed in
simulations~Andreevet al., 2002!. The emitted pulses are
asymmetric with a longer trailing edge. It is specially appar-
ent for the density scale lengthLopt where the trailing edge
up to 500 fs is observed.K-a emission starts later for long
density profiles due to the delay caused by the electron
transit through the plasma corona.The temporal shifts between

pulses emitted for different density scale lengths are smaller
than their width. Even smaller pulse shifts are observed
when laser intensity is varied for the same density scale
length L. This is important because it means that laser
intensity variations over the focal spot do not automatically
lead to a significant prolongation of theK-a pulse. Of
course, it might not be true for other two-dimensional effects.
For instance, lateral fast electron transport in the corona
may delay the time significantly when a certain portion of
fast electrons enters the solid target. Two-dimensional PIC
simulations have to be applied to assess such effects and we
plan to address this question in the near future. The emitted
intensity decreases with the density scale lengthL for alu-
minum, whereas for copper it maximizes at the optimum
density scale lengthLopt. It is the consequence of the assumed
laser intensity that is too high for aluminum whereas it is
near to the optimum for copper.

From the application point of view, it is very important to
achieve the highest possible efficiency of the laser energy
transformation intoK-a emission. Often, laser intensity
may be varied by positioning the target out of the best laser
focus ~Eder et al., 2000!. The number ofK-a photons
emitted normally from the target per unit solid angle is
normalized on the laser energy in joules and it is plotted
versus laser intensity in Figure 7a. Fast electron energies are
rather low for sharp density profiles~L & 0.05!, and rela-
tively high intensity is required to accelerate electrons to
energies around 50 keV that are optimum forK-a emission.
So the energy transformation efficiency is maximum at laser
intensity Im 5 4 3 1016 W0cm2 or higher. For the density
scale lengthL 5 0.6l, the transformation efficiency is
maximum at laser intensityIm . 1.631016 W0cm2, as fast
electron energies are here only slightly higher than forL 5
0.001l. The absolute maximum of the energy transforma-
tion efficiency is achieved for the optimum density scale
lengthLopt at relatively low laser intensitiesIm . 4 3 1015

W0cm2. Fast electrons are too energetic for higher laser

Fig. 6. TheK-a pulses emitted normally from the target front surface for various plasma density scale lengthsL. The laser and target
parameters in PIC simulations are the same as in the previous figure. The materials are aluminum~a! and copper~b!.
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intensities, andK-a photons are produced too deep inside
the target, so the probability of their escape from the target is
very low.

The number ofK-a photons emitted normally from the
target is drawn in Figure 7b versus the density scale lengthL
and it is compared with experimental and simulation data,
taken from Schlegelet al. ~1999!. The separation of the
prepulse and main pulse was varied in the experiment and
the respective plasma density scale lengths were taken from
one-dimensional hydrodynamic simulations. The experimen-
tal curve grows significantly with the density scale lengthL
for sharp density profiles. It reaches its maximum at a
density scale lengthL approximately 50% larger than the
density scaleLopt optimum for resonance absorption and it
sinks rather slowly. On the other hand, the calculated emis-
sion is maximum at rather lowL 5 0.02l, and then it
continually decreases. Our simulations, conducted for alu-
minum targets, result in qualitatively similar results with
maximum emission atL 5 0.05l. The observed small emis-
sion decrease betweenL 5 0.001l andL 5 0.01l may be
attributed to a decrease in vacuum heating, but this is purely
an academic question because special precautions eliminat-
ing low-energy prepulse are required to achieveL & 0.01l
in experiment. On the other hand, the simulations predict
maximumK-a emission from copper for the density scale
lengthLopt optimal for resonance absorption. In copper, due
its higherZ, the number ofK-a photons emitted per one
electron is maximum at relatively high electron energy« .
200 keV. For the assumed laser intensity, such electrons are
produced mainly at the density scale lengthLopt. Due to
higher energy of theK-a photon, the energy transformation
efficiency h is higher in copper than in aluminum. For an
estimate, we set the effectiveK-a emission angle equal top.
Then the maximum efficiency of laser energy transforma-

tion into K-a emission ish . 2 3 1025 for Al, and h .
6 3 1025 for Cu.

The above results have been obtained for constant laser
intensities. However, laser intensity is inhomogeneous in
any focal spot. If the laser intensity in the focus center is
higher than optimum forK-a emission, then an area with
optimum laser intensities exists at the edge of the focal spot.
For the supposed laser parameters andK-a emission from
an aluminum target, the effective surface of the focal spot is
maximum for the density scale lengthLopt. To estimate the
impact of the laser intensity profile over the focal spot, a
Gaussian laser beam is assumed, and the fast electron spec-
trum is supposed to depend purely on the local laser inten-
sity as in Ederet al. ~2000!. The curve obtained by the
integration ofK-a emission yield over the focal spot is also
included in Figure 7b. The resulting emission yield increases
with the density scale lengthL for sharp density profiles,
and a profound maximum is observed atLopt. The curve is
qualitatively more similar to the measurements; however,
the enhancement ofK-a yield by the laser prepulse in
simulations is less than in experiment and the decrease of
the emission yield at large pulse separations~large L! is
faster in simulations.

The above results do not take into account electromag-
netic fields induced by the energy transport into the target.A
significant impact of these fields has already been con-
firmed for high laser intensitiesIm * 1018 W0cm2 ~Davies
et al., 1997!. We want to find out whether these fields are
important for much smaller laser intensities assumed here.

First, we would like to estimate the electrostatic potential
Ub slowing down electrons in the transitional layer between
the corona and cold target material. Simple estimates show
that the current densityjT of inward moving thermal elec-
trons associated with heat flux may be up to 303 greater

Fig. 7. a: TheK-a emission normalized on the laser energy versus laser intensity for various density scale lengthsL. b: The dependence
of K-a emission on the density scale lengthsL for the maximum laser intensityI 5 431016 W0cm2. The results of our simulations for
Al and Cu and constant laser intensity are compared with our results for Gaussian laser beam~Al target! and with the experimental and
simulation data for SiO2 targets taken from Schlegelet al. ~1999!.
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than the maximum current density of hot electronsjh . 33
1012 A 0cm2 in our simulations. Consequently, the return
current has to compensate the flux of thermal electrons.
Nevertheless, electric potentialUb5Teln~ jT0jh! will decrease
the currentjT of Maxwellian thermal electrons with temper-
atureTe to the level of the hot electron currentjh. The electric
potential of about 2.5 kV was observed in the transition
layer in Fokker–Planck simulations~Limpouchet al., 1994!
of the interaction of normally incident laser beam of inten-
sity 1017 W0cm2 with solid density aluminum plasma. As an
upper estimate, a potential jump of 5 kV was introduced at
the front boundary of the Monte Carlo simulation region.
The decrease ofK-a yield was rather small, less than 10% in
the worst case of sharp density profile.

Second, one would like to estimate the impact of the
electric field inside the solid target. Electric fieldEs is
required to drive the return current compensating the hot
electron currentjh. Electric conductivity of solid aluminum
has a minimums . 2 3 106 V21m21 at a temperature of
about 50 eV. Thus,Es 5 jh0s . 1.5 kV0mm is the electric
field upper estimate. The impact of such an electric field on
K-a emission is negligible. Thus, self-generated fields may
be disregarded in the assumed conditions, at least for good
conductors.

4. CONCLUSIONS

We have conducted a systematic numerical study of the
dependence ofK-a emission characteristics on laser and
target parameters. The simulations have been performed via
1D3V PIC code supplemented by our newly developed
three-dimensional Monte Carlo code “HEIKE” with tempo-
ral resolution. It uses hot electron data from the PIC simu-
lations as an input. The transport of hot electrons is treated
via an accurate, but computationally demanding single scat-
tering model.K-shell ionization is modeled in detail via a
specialized sophisticated cross section. Self-induced elec-
tromagnetic fields may be taken into account in a crude
approximation. Temporally and spatially resolvedK-a pho-
ton generation data are obtained and radiation transport to
the target surface is included.

Hot electron spectrum was found to be nearly indepen-
dent of the maximum electron density and of the initial
electron temperature used in PIC simulations. Both maxi-
mum kinetic energy of hot electrons and the total laser
energy transferred into hot electrons are increased at plasma
density scale lengthLopt optimum for resonance absorption,
that is, when laser prepulse is applied with a proper pulse
separation. Hot electrons are collimated to a cone nearly
normal to the target surface.

Very shortK-a emission pulses were observed in simula-
tions. Laser pulse duration of 120 fs FWHM was assumed,
andK-a pulses were less than twice longer~;180 fs for Al
and;250 fs for Cu!. Emission pulse duration does not vary
significantly with the density scale lengthL.

Hot electron energy optimum forK-a emission exists for
each target material and it grows with material atomic
number. If hot electron energies are greater, many photons
are generated too deep to be capable of escaping from the
target. For any density scale lengthL optimum laser inten-
sity exists where the laser energy transformation toK-a
emission is maximum. The optimum laser intensity is min-
imal for L 5 Lopt, and this point is the absolute maximum of
the energy transformation efficiency.

We have used the integration over the focal spot in an
attempt to reproduce experimental dependence of theK-a
emission energy on the density scale lengthL. For low laser
intensities, the energy transformation efficiency is maxi-
mum at the density scale lengthLopt. For this scale length
the relative contribution of lower intensities at the focal spot
edge is maximum. Consequently, the effective focal spot
area forK-a emission is enlarged for the density scale length
Lopt.

We have found that at least for targets made of good
conductors, the impact of the self-induced electromagnetic
fields onK-a emission is negligible at moderate laser inten-
sities below 1017 W0cm2.

In the future we plan to use more elaborate PIC codes
together with our Monte Carlo codes. First, the impact of the
transient ionization on hot electron spectra may be studied
using PIC code including ionization processes. Second, a
two-dimensional PIC code may address the impact of the
focal intensity profile on theK-a emission energy, emission
area, and pulse duration.
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