
TUTORIAL ARTICLE

Physically based sound modelling

GIOVANNI DE POLI and DAVIDE ROCCHESSO
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In multimedia art and communication, sound models are Schafer (1977), who also introduced a catalogue of
needed which are versatile, responsive to users’ sounds organised according to referential attributes.
expectations, and have high audio quality. Moreover, model Nowadays, a common terminology is available for
flexibility for human–machine interaction is a major issue. describing sound objects both from a phenomeno-
Models based on the physics of actual or virtual objects can logical or a referential viewpoint, and for describing
meet all of these requirements, thus allowing the user to collections of such objects (i.e. soundscapes) (Risset
rely on high-level descriptions of the sounding entities. As

1969, Truax 1978, McAdams 1987).
long as the sound description is based on the physics of

For effective generation and manipulation of thesounding objects and not only on the characteristics of
sound objects it is necessary to define models forhuman hearing, an integration with physics-based graphic
sound synthesis, processing and composition. Identi-models becomes possible.
fying models, either visual or acoustic, is equivalent
to making high-level constructive interpretations,

1. INTRODUCTION built up from the zero level (i.e. pixels or sound
samples). It is important for the model to be associ-In the last few years, non-speech sounds have been
ated with a semantic interpretation, in such a waygaining importance in multimedia systems and com-
that an intuitive action on model parameters becomesputer-based communication, for various reasons. On
possible. While the activity of music composition per-the one hand, audio cards are now a standard compo-
tains to the musician, who has developed the skillsnent in popular personal computers, and people are
for organising sounds with respect to time, the designgetting used to sophisticated sound effects added to
and use of models for sound generation and pro-games, multimedia presentations, and human–
cessing pertain to sound researchers and engineers.machine interfaces. On the other hand, research in
Real-world applications are also exhibiting the needvirtual reality and multimedia has demonstrated how
of an intermediate, multidisciplinary professionalauditory information can be much more effective
role, which is that of the ‘New Technologies Orches-than visual information for specific tasks (Begault
trator’ (Kendall 1991). The penetration of sound1994, Madhyastha and Reed 1995). The importance
models into multimedia technology is likely to be

of audio communication is expected to be increased boosted as soon as MPEG-4, a new standard in
as soon as ubiquitous computing becomes part of audiovisual communication, is approved. This stan-
everyday life (MacIntyre and Feiner 1996). In the dard includes a description format for structuring
short-term future we will be surrounded by numer- audio, in such a way that sound models can be rep-
ous-yet-unremarkable computers, so that acoustic resented, integrated and exchanged (Vercoe, Gardner
signals will be used to draw the user’s attention and and Scheirer 1998).
give her quick access to important information. In This paper surveys a family of sound models which
this respect, the fundamental advantage of hearing are based on the physical description of sound
over sight is that our ears are two open channels, pro- objects. One of the motivations comes from the
viding a whole-around ‘view’ of acoustic events. observation that physically based modelling is being

In order to generate, manipulate and think about successfully introduced into the domain of visual
sounds, it is useful to organise our intuitive sound communication (Barzel 1992, Rich, Waters,
abstractions into objects, in the same way as abstract Strohecker, Schabes, Freeman, Torrence, Goldin and
categories are needed for defining visual objects. To Roth 1994a, b), especially where interactivity is a
this end, we believe that great advantage can be taken major issue. On the other hand, the application of
from the experience of sound and music researchers physically based techniques to sound modelling for
and artists, thus avoiding the need to rediscover early multimedia is still largely unexplored, even though it
results. Sound objects have been extensively analysed is likely to provide significant improvements to multi-
by Schaeffer from a perceptual viewpoint (Schaeffer modal communication and human–computer interac-

tion. Our expectation is strengthened by the mass of1966), and his classification has been extended by
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music professionals who are becoming aware of we are planning that the user will act on the slider,
physical modelling, and by the growing number of then we have to make an abstraction of the slider
physics-based sound synthesis engines which are object, and associate it to a model in order to get a
being commercialised (Yamaha Corp. 1994, Metlay context-dependent view. By analogy, the acoustic
1996). Since knowledge and technology for physically event which is produced by friction between two
based modelling are available, we don’t see why we objects can be represented by a prerecorded sound.
should remain stuck with inexpressive sound samples. But if we want the user to be able to influence the
Moreover, we believe that synchronisation and inte- contact pressure between the two surfaces, then we
gration of aural and visual information are better have to conceive a ‘friction’ object and a model
achieved starting from a referential object description accounting for possible friction configurations.
and developing physics-based models (Takala and In the sound domain, we define generative models
Hahn 1992, Takala, Hahn, Gritz, Geigel and Lee as those models which give computational form to
1993). On the contrary, we might start from phenom- abstract objects, thus representing a sound generation
enological descriptions of sounds and images and mechanism. Sound fruition requires a further pro-
develop perception-based models. However, this lat- cessing step, which accounts for sound propagation
ter approach does not seem to be as effective for in enclosures and for the listener’s position relative to
synchronisation and integration due to the large dif- the sound source. Modifications such as these, which
ferences found in the two kinds of human perception. intervene on the attributes of sound objects, are con-

Section 2 is intended to be introductory and dis- trollable by means of processing models.
cusses the issue of sound modelling. We propose an Generative models can represent the dynamics of
organisation of sound manipulations into generative real or virtual generating objects ( physics-based mod-
and processing models. We will see how different els), or they can represent the physical quantities as
modelling paradigms can be used for both categories, they arrive at human senses (signal models) (Smith
and we will divide these paradigms into signal models 1991) (see figure 1). In our terminology, signal models
and physics-based models. Section 3 is the kernel of are models of signals as they arrive at the ears, rather
our paper and illustrates physically based modelling than models of the human perception mechanisms.
in some detail. Several techniques are presented for The connection with human perception is better
modelling sound sources and general acoustic sys- understood when considering the evaluation criteria
tems. Section 4 is a physics-based view of sound pro- of the generative models. The evaluation of a signal
cessing models, such as reverberation and

model should be done according to certain perceptual
spatialisation techniques. Finally, section 5 points to

cues. On the other hand, physics-based models are
examples of integration of physically based modelling

better evaluated according to the physical behaviour
into multimedia presentations.

involved in the sound production process.
Processing models can also be classified with

2. SOUND MODELLING respect to their commmitment to model the causes or
the effects of sound propagation from the source toMuch of the communicative power of a picture or a
the ears. For example, a reverberation system can besound is in the possibility of associating it to ‘objects’.
built from an abstract signal processing algorithmSuch objects can be described either with a phenom-
where its parameters are mapped to perceptual cuesenological or a referential vocabulary, and the seman-
(e.g. warmth or brilliance) or to physical attributestic interpretation can be different according to the
(e.g. wall absorption or diffusion).description that is adopted (Schafer 1977). Models

In classic sound synthesis, signal models dominateare constructive descriptions of objects which can be
the scene, due to the availability of very efficient andused for generating new sound samples or for modi-
widely applicable algorithms (e.g. frequency modu-fying existing ones. For example, in the case of visual
lation). Moreover, signal models allow us to designcommunication, models allow image transformations
sounds as objects per se without having to rely onin order to get many different views. In the same way,
actual pieces of material which act as a sound source.for sounds we feel the necessity to build models

However, many people are becoming convinced ofallowing interaction with the sound object and over-
the fact that physics-based models are closer to thecoming the slavery to ‘frozen’ sounds. It is also
usersydesigners’ needs of interacting with soundreasonable to expect that if the models for visual and
objects. The semantic power of these models seemsacoustic ‘views’ are alike, the communicative poten-
to make them preferable for this purpose. The com-tial of multimedia systems is increased. This state-
putational complexity of physically based algorithmsment holds for communication ‘to’ a spectator, but is
is becoming affordable with modern-day technology,even more important when we are dealing with com-
even for realtime applications. We keep in mind thatmunication ‘with’ an agent. For instance, a slider on

a screen can be thought of as a static image, but if the advantage we gain in model expressivity comes at
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Figure 1. Physics-based models and signal models.

the expense of the flexibility of several general-pur- searches an icon by means of his gestural controller,
finds it by feeling the opposite force exerted by thepose signal models. For this reason, signal models

keep being the model of choice in many applications, edge, and then overcomes this force and gets into the
icon. If interface objects are associated with soundespecially for music composition.

In the perspective of a multisensorial unification events that naturally follows the physical constraints
of the environment being explored, then interactionunder common models, physics-based models offer

an evident advantage over signal models. In fact, the is expected to become more intuitive. This expec-
tation is reinforced by recent experiments which havemechanisms of perception for sight and hearing are

very different, and a unification at this level looks showed that the sense of presence is increased even
by the insertion of sounds uncorrelated with thedifficult. Even though analogies based on perception

are possible, an authentic sensorial coherence seems objects of a virtual environment, provided that these
sounds are properly spatialised (Hendrix and Barfieldto be ensured only by physics-based models. The

interaction among various perceptions seems to be an 1996).
Since the main focus of this paper is on physics-essential feature if we want to maximise the amount

of information conveyed to the spectatoryactor. The based models, we will not explain signal models any
further, pointing to this end to several good tutorialunification of visual and aural cues is more properly

done at the level of abstractions, where the cultural articles and books on sound synthesis techniques
(Moorer 1972, Moorer 1977, De Poli 1991, Mooreand experiential aspects become fundamental. Thus,

building models closer to the abstract object, as it is 1990, De Poli, Piccialli and Roads 1991, Haus 1993,
Roads 1996, Roads, Pope, Piccialli and De Policonceived by the designer, is a fundamental step in

the direction of this unification. 1997). Instead, section 3 will cover the most relevant
paradigms in sound physically based modelling.The importance of physics-based models in multi-

media communication is also emphasised by use of
new devices for human–machine interaction. Several

3. MODELLING SOUND SOURCES
gestural controllers with force feedback have already
been developed (MacIntyre and Feiner 1996), and the The family of physics-based models consists of all the

algorithms generating sounds as a side effect of aassociation of these devices with icons, menus and
other user-interface objects is being explored. As an more general process of simulation of a physical

phenomenon. Physics-based models can be classifiedexample of application, imagine a blind user who
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according to the way of representing, simulating and
discretising the physical reality. Hence, we can talk
about cellular, finite-difference and waveguide mod-
els, thus intending that these categories are not dis-
joint but, in some cases, they represent different
viewpoints on the same computational mechanism.
Moreover, physics-based models do not necessarily
have to be based on the physics of the real world, but
they can, more generally, gain inspiration from it; in

Figure 2. Exciter–resonator interaction scheme.this case we will talk about pseudo-physical models.
In this paper, the approach to physically based

musical instrument. When translating the conceptualsynthesis is carried on with particular reference to
decomposition into a model, two dynamic system arerealtime applications, and therefore the complexity of
found (Borin, De Poli and Sarti 1992b): the excitationalgorithms plays a key role. We can summarise the
block, which is strongly nonlinear, and the resonator,general objective of the presentation by saying that
supposed to be linear to a great extent. The playerwe want to obtain models for large families of sound-
controls the performance by means of inputs to theing objects, and these models have to provide a satis-
two blocks. The interaction can be ‘feedfoward’,factory representation of the acoustic behaviour with
when the exciter does not receive any informationthe minimum computational effort.
from the resonator, or ‘feedback’, when the two
blocks exert a mutual information exchange. In this

3.1. Functional blocks conceptual scheme, the radiating element (bell, reson-
ating body, etc.) is implicitly enclosed within the res-In real objects we can often outline functionally dis-
onator. In a clarinet, for instance, we have a feedbacktinct parts, and express the overall behaviour of the
structure where the reed is the exciter and the bore withsystem as the interaction of these parts. Outlining
its bell acts as a resonator. The player exerts excitingfunctional blocks helps the task of modelling, because
actions such as controlling the mouth pressure and the

for each block a different representation strategy can
embouchure, as well as modulating actions such as

be chosen. In addition, the range of parameters can
changing the bore effective length by opening and clos-

be better specified in isolated blocks, and the gain in ing the holes. In a plucked string instrument, such as a
semantic clearness is evident. Our analysis stems from guitar, the excitation is provided by plucking the
musical instruments, and this is justified by the fact string, the resonator is given by the strings and the
that the same generative mechanisms can be found in body, and modulating actions take the form of finger-
many other physical objects. In fact, we find it diffi- ing. The interaction is slightly feedback, so that a feedf-
cult to think about a physical process producing orward scheme can be adopted with a good
sound and having no analogy in some musical instru- approximation: the excitation adjusts the initial con-
ment; for instance, friction can be found in bowed ditions and the resonator is then left free to vibrate.
string instruments, striking in percussion instruments, In practical physical modelling, the block
air turbulences in jet-driven instruments, etc. Gener- decomposition can be extended to finer levels of
ally speaking, we can think of musical instruments as detail, as both the exciter and the resonator can be
a specialisation of natural dynamics for artistic pur- further decomposed into simpler functional compo-
poses. Musical instruments are important for the nents, e.g. the holes and the bell of a clarinet as a
whole area of sonification in multimedia environ- refinement of the resonator. At each stage of model
ments because they constitute a testbed where the decomposition, we are faced with the choice of
various simulation techniques can easily show their expanding the blocks further (white-box modelling),
merits and pitfalls. or just considering the input–output behaviour of the

The first level of conceptual decomposition that we basic components (black-box modelling). In particu-
can devise for musical instruments is represented by lar, it is very tempting to model just the input–output
the interaction scheme of figure 2, where two func- behaviour of linear blocks, because in this case the
tional blocks are outlined: a resonator and an exciter. problem reduces to a filter design. However, such an
The resonator sustains and controls the oscillation, approach provides structures whose parameters are
and is related with sound attributes like pitch and difficult to interpret and, therefore, to control. In any
spectral envelope. The exciter is the place where case, the decomposition of an instrument into blocks
energy is injected into the instrument, and it strongly corresponds to a similar decomposition in digital
affects the attack transient of sound, which is funda- structures which can lead to efficient algorithms. In
mental for timbre identification. The interaction of fact, we can focus on functionally distinct parts and
exciter and resonator is the main source of richness try to obtain the best results from each before coup-

ling them together (Borin, De Poli and Sarti 1992a).and variety of nuances which can be obtained from a
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In digital implementations, a third block is often to be representative of a physical system, the state of
cells must be characterised by values of selectedfound in between the two blocks of exciter and res-

onator. This is an interaction block and it can convert physical parameters, e.g. displacement, velocity,
force.the variables used in the exciter to the variables used

in the resonator, or avoid possible anomalies intro- Several approaches to physically based sound
modelling can be recast in terms of cellular automata,duced by the discretisation process. The idea is to

have a sort of adaptor for connecting different blocks the most notable being the CORDIS-ANIMA system
introduced by Cadoz and his coworkers (Florens andin a modular way. This adaptor might also serve to

compensate for the simplifications introduced by the Cadoz 1991, Cadoz, Luciani and Florens 1993,
Incerti and Cadoz 1995), who came up with cells asmodelling process. To this end, a residual signal

might be introduced in this block in order to improve discrete-time models of small mass–spring–damper
systems, with the possible introduction of nonlinearit-the sound realism. Simplifications in the model of the

exciter often lead to residues which take the form of ies. The main goal of the CORDIS-ANIMA project
was to achieve high degrees of modularity and paral-pulsed noises, and are due to complex physical

dynamics such as turbulence (Chafe 1990, Drioli and lelism, and to provide a unified formalism for rigid
and flexible bodies. The technique is very expensiveRocchesso 1997). For example, the interaction block

for a reed instrument should introduce a fluid- for an accurate sequential simulation of wide vibrat-
ing objects, but is probably the only effective way indynamic noise whose amplitude is modulated by the

air flow (Rocchesso and Turra 1993). The limits of a the case of a multiplicity of micro-objects (e.g. sand
grains) or for very irregular media, since it allows andetailed physical simulation are also found when we

try to model the behaviour of a complex linear vibrat- embedding of the material characteristics (viscosity,
etc.). An example of CORDIS-ANIMA networking structure, such as a soundboard; in such cases it

can be useful to record its impulse response and discretising a membrane is shown in figure 3, where
we have surrounded by triangles the equal cells whichinclude it in the excitation signal as it is provided to

a feedforward interaction scheme. Such a method is provide output variables depending on the internal
state and on input variables from neighbouring cells.called commuted synthesis, since it makes use of com-

mutativity of linear, time-invariant blocks (Smith Even though the CORDIS-ANIMA system uses het-
erogeneous elements such as matter points or visco-1993, Välimäki, Huopaniemi, Karjalainen and

Jánosy 1996). elastic links, figure 3 shows how a network can be
restated in terms of a cellular automaton showingIt is interesting to notice that the integration of

sampled noises or impulse responses into physical functional homogeneity and isotropy.
models is analogous to texture mapping in computer
graphics (Blinn and Newell 1976). In both cases the
realism of a synthetic scene is increased by insertion
of snapshots of textures (either visual or aural) taken
from actual objects and projected onto the model.

3.2. Cellular models

A possible approach to simulation of complex
dynamical systems is their decomposition into a
multitude of interacting particles. The dynamics of
each of these particles are discretised and quantised
in some way to produce a finite-state automaton (a
cell), suitable for implementation on a processing
element of a parallel computer. The discrete dynami-
cal system consisting of a regular lattice of elementary
cells is called a cellular automaton (von Neumann
1966, Wolfram 1984). The state of any cell is updated
by a transition rule which is applied to the previous-
step state of its neighbourhood. When the cellular
automaton comes from the discretisation of a homo-
geneous and isotropic medium it is natural to assume Figure 3. A CORDIS-ANIMA network (a piece of a rec-
functional homogeneity and isotropy, i.e. all the cells tangular mesh) restated as a cellular automaton. Black dots
behave according to the same rules and are connected indicate mass points and white ovals indicate link elements,
to all their immediate neighbours in the same way such as a visco-elastic connection. x represents a position

variable and f represents a force variable.(von Neumann 1966). If the cellular automaton has
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A cellular automaton is inherently parallel, and its scheme in contrasting these problems: the von Neu-
mann analysis. It can be quickly explained for theimplementation on a parallel computer shows excel-

lent scalability (Spezzano, Talia, Gregorio, Rongo simple case of the ideal string (or the ideal acoustic
tube), whose wave equation is (Morse 1991)and Spataro 1996). Moreover, in the case of the

multiplicity of micro-objects, it has shown good effec-
(1)

∂2p(x, t)

∂t2
Gc2 ∂2p(x, t)

∂x2
,tiveness for joint production of audio and video simu-

lations (Cadoz, Luciani and Florens 1994).
In Chareyon (1990) it is shown how a one-dimen- where c is the wave velocity of propagation, t and x

sional cellular automaton can implement the model are the time and space variables, and p is the string
of a plucked string, which is equivalently obtained displacement (or acoustic pressure). By replacing the
with the waveguide technique (Jaffe and Smith 1983, second derivatives by central second-order differ-
Karplus and Strong 1983) presented in section 3.4. ences, the explicit updating scheme for the i th spatial
Similarly, it might be possible to show that a two- sample of displacement (or pressure) is
dimensional cellular automaton can implement the

p(i, nC1)G211Ac2∆t2

∆x2 2p(i, n)Ap(i, nA1)model of a membrane as it is expressed by a wave-
guide mesh. However, as we will see in sections 3.3
and 3.4, when the system to be modelled is the

(2) C
c2∆t2

∆x2
[p(iC1, n)Cp(iA1, n)],medium where waves propagate, the natural

approach is to start from the wave equation and to
discretise it or its solutions. In the fields of finite-dif- where ∆t and ∆x are the time and space grid steps.

The von Neumann analysis assumes that the equationference methods or waveguide modelling, theoretical
tools do exist for assessing the correctness of these parameters are locally constant and checks the time

evolution of a spatial Fourier transform of equationdiscretisations. On the other hand, only qualitative
criteria seem to be applicable to cellular automata in (2). In this way a spectral amplification factor is

found whose deviations from unit magnitude andtheir general formulation.
linear phase give respectively the numerical loss (or
amplification) and dispersion errors. For the scheme

3.3. Finite-difference models
(2) it can be shown that a unit-modulus amplification
factor is ensured as long as the Courant–Friedrichs–When modelling vibrations of real-world objects, it

can be useful to consider them as rigid bodies connec- Lewy condition (Press et al. 1988)
ted by lumped, idealised elements (e.g. dashpots,

(3)
c∆t

∆x
e1springs, geometric constraints, etc.) or, alternatively,

to treat them as flexible bodies where forces and mat-
ter are distributed over a continuous space (e.g. a is satisfied, and that no numerical dispersion is found

if equality applies in expression (3). A first conse-string, a membrane, etc.). In the two cases the physi-
cal behaviour can be represented by ordinary or par- quence of expression (3) is that only strings having a

length which is an integer number of c∆t are exactlytial differential equations, whose form can be learned
from physics textbooks and whose coefficient values simulated. Moreover, when the string deviates from

ideality and higher spatial derivatives appear (physi-can be obtained from physicists’ investigations or
from direct measurements. These differential equa- cal dispersion), the simulation becomes always

approximate. In these cases, the resort to implicittions often give only a crude approximation of
reality, as the objects being modelled are just too schemes can allow the tuning of the discrete algo-

rithm to the amount of physical dispersion, in such acomplicated. Moreover, as we try to solve the equa-
tions by numerical means, a further amount of way that as many partials as possible are reproduced

in the band of interest (Chaigne 1992).approximation is added to the simulated behaviour,
so that the final result can be quite far from the real It is worth noting that if c in equation (1) is a

function of time and space, the finite-differencebehaviour.
One of the most popular ways of solving differen- method retains its validity because it is based on a

local (in time and space) discretisation of the wavetial equations is finite differencing, where a grid is
constructed in the spatial and time variables, and equation. Another advantage of finite differencing

over other modelling techniques is that the mediumderivatives are replaced by linear combinations of the
values on this grid. The two main problems to be is accessible at all the points of the time–space grid,

thus maximising the possibilities of interaction withfaced when designing a finite-difference scheme for a
partial differential equation are: numerical losses and other objects.

When the objects being simulated are rigid bodies,numerical dispersion. There is a standard technique
(Press, Flannery, Teukolsky and Vetterling 1988) for they can be described by ordinary differential equa-

tions, and a plethora of techniques are available forevaluating the performance of a finite-difference
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their integration (Press et al. 1988). However, atten- approach is called wave digital filtering (Fettweis
1986) and proceeds roughly as follows:tion must be paid to stability issues and to the correct

reproduction of important physical attributes. These
• Given the dual physical variables p and u (letissues are strongly dependent on the numerical inte-

us call them pressure and velocity), define thegration technique and on the sampling rate which are
pressure wavesto be used. In most of the cases there is no better

method than trying several techniques and comparing
(4) 5p+G( pCZ0u)y2

p−G( pAZ0u)y2,
the results, but the task is often facilitated by the fact
that the strong nonlinearities are lumped. For
example, in Gazengel, Gilbert and Amir (1995), the where Z0 is an arbitrary reference impedance.
dynamics of a clarinet reed is discretised by using a • It is possible to show that a lumped component
fourth-order Runge–Kutta method, Euler differenc- having impedance Z(s) in the complex variable
ing, and bilinear transformation (Oppenheim and

s can be represented in pressure waves by
Schafer 1989). The Runge–Kutta method turns out
to be unstable for low sampling rates, while Euler

(5) p−G
Z(s)AZ0

Z(s)CZ0

p+.differencing shows a poor reproduction of the charac-
teristic resonance of the reed, due to numerical losses.
For that specific case, the best choice seems to be the • Apply the bilinear transform zG(1Cs)y(1As) to
bilinear transform, which corresponds to a trap- equation (5) and choose Z0 in such a way that
ezoidal integration of the differential equations, poss- there is at least one delay element in any signal
ibly with some warping of the frequency axis (Moorer path connecting p+ with p− in the digital version
1983) for adjusting the resonance central frequency. of equation (5).
The discretisation by impulse invariance (Oppenheim • Apply the Kirchhoff principles (Belevitch 1968)
and Schafer 1989) is also a reliable tool when aliasing to junctions of components derived by the pre-
can be neglected, and its performance is often prefer- vious steps (wave-scattering formulation of the
able to bilinear transforming in acoustic modelling network).
(van Walstijn and Dubbelboer 1997) because it is free

On the other hand, when the components to beof frequency warping and artificial damping.
modelled are distributed wave-propagating media,Further studies are needed for establishing the
digital waveguide networks (Smith 1992) can be usedmost suitable discretisation techniques for the many
for simulating them. In these models the physicalkinds of lumped dynamics, with special attention to
variables are decomposed into their respective wavebe paid to the looped connection of lumped nonlinear
variables and their propagation is simulated byelements with memoryless nonlinearities and distrib-
means of delay lines. Low-pass and all-pass filters areuted resonators. Several techniques from signal pro-
added to simulate dissipative and dispersive effects incessing and numerical analysis are yet to be
the medium.evaluated, while some general methodologies are just

As opposed to finite differencing, which discretisesbeing proposed. In this respect, section 3.4 will show
the wave equation (see equations (1) and (2)), wave-how, switching to a wave-variable representation of
guide models come from discretisation of the solutionthe physical quantities, it is possible to apply the
of the wave equation. The solution to the one-dimen-paradigms of wave digital filters and waveguide net-
sional wave equation (1) was found by D’Alembertworks to the lumped and distributed elements,
in 1747 in terms of travelling waves:respectively.

(6) p(x, t)Gp+(tAxyc)Cp−(tCxyc).
3.4. Wave models

Equation (6) shows that the physical quantity p (e.g.
string displacement or acoustic pressure) can beWhen discretising physical systems a key role is

played by the efficiency and accuracy of the discretis- expressed as the sum of two wave quantities travel-
ling in opposite directions. In waveguide models,ation technique. Namely, we would like to be able to

simulate simple vibrating structures and exciters with waves are sampled in space and time in such a way
that equality holds in expression (3). If propagationno artefacts (e.g. aliasing or noncomputable depen-

dencies) and with low computational complexity. is ideal, i.e. linear, nondissipative and nondispersive,
wave propagation is represented in the discrete-timeDue to its good properties with respect to these two

criteria, the most popular way of approaching physi- domain by a couple of digital delay lines.
As an example, let us consider a rough model of acal modelling of acoustic systems makes use of wave

variables instead of absolute physical quantities. clarinet. The nonlinear block representing the reed
can simply be an instantaneous nonlinear map relat-When wave variables are adopted in the digital

domain for representing lumped components, this ing the particle velocity u to the pressure difference,
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as than dictated by the sample rate. More generally,
fractional delay lengths are needed whenever time-

(7) 5∆pGP0Ap

uGF(∆p),
varying acoustic objects (such as a string which is
varying its length or tension) are being modelled by
digital waveguide networks. For this purpose, all-where P0 is the player’s mouth pressure and p is the
pass filters or Lagrange interpolators of variouspressure inside the bore at the excitation point
orders can be used (Laakso, Välimäki, Karjalainen(McIntyre, Schumacher and Woodhouse 1983). Let
and Laine 1996), the former suffering from phase dis-us assume that there is, right after the exciter, a tract
tortion at high frequency, the latter suffering fromof constant-section tube having the characteristic
both phase and amplitude distortion. However, low-impedance Z0 , and terminated by the radiation
order filters of both families can be used satisfactorilyimpedance of the bell. In order to simplify the analy-
in most practical cases (Laakso et al. 1996). In othersis, we can see the tube as a lossless transmission line
cases, the problem of designing a tuning filter isfor the dual quantities flow and pressure, so that the
superseded by the more general problem of modellingD’Alembert decomposition (6) does hold. Introduc-
wave dispersion (Rocchesso and Scalcon 1996).ing the analogy between electrical and mechanical

So far, we have talked about one-dimensional res-variables, we can depict the system as an electric cir-
onators, but many musical instruments (e.g. per-cuit, and recognise the three sections of generator,
cussion) and most of the real-world objects areline and load. This permits us to introduce qualitative
subject to deformation along several dimensions. Thereasoning about the conditions for establishing oscil-
algorithms presented so far can be adapted to thelations and the periodic, multiperiodic or chaotic
case of multidimensional propagation of waves, evennature of the oscillations themselves (Rodet 1993,
though new problems of efficiency and accuracy1994).
arise. All the models grow in computational com-In order to achieve a satisfactory audio quality for
plexity with the increase of dimensionality, and forphysics-based models, it is often necessary to use
any of them, the choice of the right discretisation gridstructures which are far more complex than that of
is critical. For example, a rectangular waveguidethe simplified clarinet. While more sophisticated
mesh can be effective for simulating vibrating sur-exciters are considered in section 3.5, let us consider
faces, but in this case the wave propagation is exactdeviations from ideal propagation due to losses and
only along the diagonals of the mesh, while elsewheredispersion in the resonator. Usually, these linear
it is affected by a dispersive phenomenon due to theeffects are lumped and simulated with a few filters
fact that we are simulating circular waves by portionswhich are cascaded with the delay lines. Losses due
of plane waves. Waveguide meshes are shown to beto terminations, internal frictions, etc., give rise to
equivalent to special kinds of finite-differencegentle low-pass filters, whose parameters can be
schemes (Van Duyne and Smith 1993b), so that theidentified from measurements (Välimäki et al. 1996).
von Neumann analysis can be used for evaluating theWave dispersion, which is often due to medium stiff-
numerical properties of the algorithms. Special atten-ness, is simulated by means of all-pass filters whose
tion has to be paid to the dependence of the disper-effect is to produce a frequency-dependent propa-
sion factor on frequency, direction and meshgation velocity (Rocchesso and Scalcon 1996).
topology, because this influences the distribution ofIn order to increase the computational efficiency,
resonances, and therefore affects the tone colour anddelay lines and filters should be lumped into as few
intonation. For membrane simulation, one of theprocessing blocks as possible. However, when con-
most accurate yet efficient meshes is the triangularsidering the interaction with an exciter or signal pick-
mesh (Fontana and Rocchesso 1998). Interpolatedup from certain points of the resonator, the process
waveguide meshes have recently been introduced forof commuting and lumping linear blocks must be
improving the accuracy while using simple topologiesdone with care. If the excitation is a velocity signal
(Savioja and Välimäki 1997). For three-dimensionalinjected into a string, it will produce two velocity
wave propagation, the tetrahedral mesh is verywaves outgoing from the excitation point, and there-
attractive because its junctions can be implementedfore at least two delay lines will be needed to rep-
without any multiplication (Van Duyne and Smithresent propagation. The process of commuting and
1995).lumping must maintain the semantics at the obser-

vation points, while at the other points of the struc-
ture it is not necessary to have a strict correspondence 3.5. Models of nonlinearities
with the physical reality.

Nonlinearities assume a great importance in acousticAnother aspect that we like to mention is that of
systems, especially where a wave-propagationsimulating fractional delays. This is necessary when
medium is excited. A good model for these nonlinearmodelling musical instruments, since the proper tun-

ing usually requires a space discretisation much finer mechanisms is essential for timbral quality, and is the
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real kernel of a physical model, which could other- resulting signal flowgraph (Chaigne and Askenfelt
1994, Van Duyne, Pierce and Smith 1994). This pro-wise be reduced to linear postprocessing of an exci-

tation signal. Since the area where the excitation cedure must be tackled carefully because it is easy to
come up with delay-free (noncomputable) loops: intakes place is usually small, it makes sense to use

lumped models for the excitation nonlinearity. In some cases these inconsistencies can be overcome by
introducing fictitious delay elements, but at the sam-some cases, physical measurements provide a rep-

resentation of the relation among some physical vari- pling rates that we can afford it is likely that these
delays are not acceptable, so that other techniquesables involved in excitation, and this relation can be

directly implemented in the simulation. For example, are needed. A notable example is found in the piano
hammer-string interaction (Borin and De Poli 1996),for a simplified bowed string the transversal velocity

as a function of force can be found in the literature whose model can be applied to several percussive
sound sources. The computable discretisation scheme(McIntyre et al. 1983) for different values of bow

pressure and velocity (which are control parameters). of the nonlinear hammer is obtained from the
straightforward finite difference approximation of theThe instantaneous nonlinear function can be approxi-

mated analytically or sampled and stored in a lookup dynamics, from which a term dependent on previous
and known terms is separated from an instantaneoustable, which is in general multidimensional

(Rocchesso and Turra 1993). and unknown term; finally, the instantaneous non-
linearity is recast into new variables in such a wayA first improvement over instantaneous nonlinear

excitation is considering the dynamics of the exciter: that the delay-free loop is cancelled (Borin, De Poli
and Rocchesso 1997).this implies the introduction of a state (i.e. memory)

inside the nonlinear block. When physicists study the Another approach to the representation of the
exciter dynamics is to resort to a model based onbehaviour of musical instruments, they often use

dynamic models of the exciter. A nontrivial task is lumped linear or nonlinear circuit components. The
circuit components can be translated into the dis-the translation of these models into efficient compu-

tational schemes for realtime sound synthesis. A gen- crete-time domain using wave digital filter modelling
(Fettweis 1986), which has recently been extended toeral structure has been found for good simulations of

wide instrumental families (Borin et al. 1992b, cover nonlinear elements without (Meerkotter and
Scholtz 1989) or with (Sarti and De Poli 1996) mem-Rocchesso 1993). In figure 4, this structure is sche-

matically depicted. The block NL is a nonlinear ory, i.e. resistances or reactances.
When the need is not for a special-case model, butinstantaneous function of several variables, while the

block L is a linear dynamic system enclosing the for a model which is adaptable to several sound
sources, or when it is desirable to tune the modelexciter memory. Studies and simulations have shown

that reeds, air jets, bows and percussions, can all be from sampled sounds, other representations have to
be chosen for the nonlinear exciter. It has been pro-represented by this scheme to a certain extent.

If a lumped modelling of dynamics is used, it has posed to express one-dimensional memoryless non-
linearities as a polynomial function whose coefficientsto be represented by discretisation of some differen-

tial equations. To this end, one approach is to apply can be identified by Kalman filtering (Cook 1991), or
adaptively by the LMS algorithm (Scavone 1994).a finite-difference scheme to these equations and

introduce the instantaneous nonlinearity in the Alternatively, some general-purpose approxi-
mation network might be used as a generalised non-
linearity. For example, a radial-basis-function
network (Poggio and Girosi 1990) built with a small
number of Gaussian kernels has shown its effective-
ness in representing the severe nonlinearities found in
wind and string instruments (Drioli and Rocchesso
1997). The parameters of these networks have to be
identified by some global optimisation technique,
such as the genetic algorithm, applied to solve a spec-
tral or waveform matching problem.

Nonlinearities might occur in the resonator as
well, especially when it is driven into large vibrations.
These nonlinearities are usually mild, so that simple
saturation characteristics introduced somewhere in
the resonator work just fine. However, for some
sound sources the resonator nonlinearity is more
critical, and special techniques must be devised in
order to ensure that energy is not introduced or lostFigure 4. Scheme for a dynamic exciter.
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improperly. For instance, a time-variant one-pole all- localisation (Wightman and Kistler 1989a, b, Burgess
1992, Kistler and Wightman 1992, Wenzel 1992,pass filter has been proposed for reproducing the kind

of nonlinearity found in the bridge of the sitar (Van Begault 1994, Begault and Erbe 1994, Gardner and
Martin 1994, Jot and Warusfel 1995). The introduc-Duyne et al. 1994). Similar nonlinearities are found

distributed in two-dimensional resonators, such as tion of physical attributes of the enclosure can add
other cues for having a correct spatial impression ofplates, and it is not yet clear how to simulate them

by means of a small number of filters, properly placed the source. For example, the ratio between the inten-
sities of the direct and reverberated sound is oftenin the computational structure.
sufficient to control the perceived distance from the
source (Chowning 1971). We will see in section 4.2

4. MODELS FOR SOUND PROCESSING
how a physically based model of room acoustics can
give convincing reverberation.The mechanical or fluid-dynamical behaviour of

actual objects can transfer some energy to the air, While spatial audio display has clearly shown its
effectiveness in reducing the user’s reaction time towhich propagates it by means of pressure and par-

ticle-velocity waves. If generative models account for an alert signal (Begault 1994), its influence on the per-
ceived sence of presence or realism is somewhat con-the production of these pressure waves in the proxim-

ity of the sounding object, processing models account troversial and seems to depend on the kind of
auditory interface. Hendrix and Barfield have shownfor the effects introduced on pressure waves by

propagation in air, interaction with surrounding that the addition of spatialised auditory events, even
though uncorrelated with visual events, significantlyobjects, and enclosure surfaces. In multimedia sys-

tems there is also the need of special sound modifi- increases the sense of presence while leaving
unchanged the sense of realism of a virtual environ-cations, such as flanging or phasing, which are not

necessarily related with actual physical phenomena, ment (Hendrix and Barfield 1996). Further studies
are needed to assess the effects of a more refined spa-and which are out of the scope of this paper. The

reader interested in these ‘special effects’ is referred tialisation (e.g. with head tracking) of object-depen-
dent sounds. We expect that these studies will showto Bloom (1985) and Orfanidis (1996).
an increase in realism as well as in presence for navi-
gation in virtual environments.

4.1. Sound spatialisation
The techniques for sound spatialisation that we

have described so far are based on psychological andAny human being is capable of detecting the direction
a certain sound is coming from with a precision of a physiological attributes of the listener, and on the

position of the source with respect to the ears. Sincefew degrees (Blauert 1983). The three necessary
(although not always sufficient) parameters needed these techniques do not rely on the physics of wave

propagation in an enclosure, and rely heavily on thefor detecting the direction in which a sound source
is located are: the interaural time difference (ITD), use of headphones, they have some drawbacks that

we are going to list briefly:interaural intensity difference (IID) and head-related
transfer functions (HRTF) (Kendall 1995a). The ITD • HRTF should be individualised (earprints). Any
is a time shift between the two signals arriving at the

use of standard HRFTs introduces perceptual
ears, and is due to the different lengths of the direct

distortions such as front–back confusion or
paths going from the source to the left and right ears.

poor source externalisation (Wenzel 1992,
The IID is due to the different attenuation the waves

Begault 1994).
are subject to along these paths. These two quantities • Head tracking is needed when the user is not
alone do not solve the localisation problem in an

constrained by the visual display to keep the
unambiguous manner; they can only discriminate

head in a steady position.
among source positions in a hemiplane. For a three- • Listening through headphones is an obstacle to
dimensional localisation we have to deal with

a true sensory equivalence, since the listener
HRTFs, which are different filtering patterns offered

receives cutaneous information that an acoustic
by the head to signals coming from different direc-

display is present (Hendrix and Barfield 1996).
tions (Begault 1994). These three parameters have to • Listening through headphones is not practical
be simulated with good accuracy if a realistic three-

when the audience is somewhat wide.
dimensional acoustic field has to be provided through
headphones. For simulations of immersive environ- The adoption of loudspeakers for acoustic display

forces us to change the model of sound spatialisation.ments, the ITD, IID and HRTF should be updated
in realtime in order to follow the movements of the In fact, a couple of loudspeakers can reproduce the

same spatial image as a headphone only in ansource and of the user’s head. A great deal of effort
has been devoted to the efficient yet accurate anechoic chamber (Schroeder 1973), which is a quite

rare listening room. A model which seems to beimplementation of time-varying filters for sound
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suited to a set of loudspeakers is the two-room model reverberation was obtained by recursive filters having
little resemblance of the physical reality of the targetby Moore (1990). In this model the actual listening

space is embedded inside the larger virtual room that room. On the contrary, they only reproduced some
statistical qualities of the reverberated soundwe intend to simulate. We assume that sound is com-

ing into the inner room from the outer room by holes (Schroeder 1962, 1973, Moorer 1979). This implied a
difficult parametrisation of reverberators and, almostin the walls, and these holes correspond to the actual

positions of the loudspeakers. The model consists of always, the user relied on some sets of magic num-
bers, with an evident sacrifice in versatility.a prescribed number of delay lines, each of them cor-

responding to a path connecting the source with a One of the authors has recently introduced a
sound-processing model called ‘the Ball within theloudspeaker. The number of paths depends on the

number of wall reflections we are considering. For a Box’ (BaBo) which is based on three different per-
spectives on wave propagation in an enclosureconvincing perception of space it is often sufficient to

consider only the direct paths and the first reflections, (Rocchesso 1995). In the proximity of the sound
source a time-domain perspective best describes waveleaving to a diffuse reverberation model the simu-

lation of the sound tail produced by further reflec- propagation, and ray tracing or the image method
(Borish 1984) can be used to come up with a tappedtions. Such a simplification allows realtime

implementation on existing digital signal processors delay which accounts for the direct signals and the
early reflections. Whenever a sufficiently long dis-(Ballan, Mozzoni and Rocchesso 1994).

Spatialisation models should take into account a tance has been travelled by waves from the sound
source, we can adopt the simpler plane-wave descrip-couple of important physical attributes of a sounding

object, namely its size and its radiation properties. tion, which is easily interpreted in the frequency
domain in terms of normal modes. This level is wellThe perceived size of an object can be controlled by

the cross-correlation of signals fed to different chan- described by a bunch of recirculating delay lines
which can be exactly parametrised from the geometri-nels in a multiple-loudspeaker display. Special filters

are devised which allow a gradual adjustment of cal description of a rectangular box. Each of the
delay lines corresponds to a plane-wave closed path.object size (Kendall 1995b). For simulating the radi-

ation properties of actual sounding objects, all we The third level of description takes into account fine-
grain phenomena, such as diffusion, which are missedhave to do is specify an intensity function dependent

on direction. This radiation pattern is inserted in the by the other perspectives. These effects are averaged
out and lumped in a single scattering object (i.e thelocalisation model, and rays departing from the

source are weighted by this direction-dependent pat- Ball) inserted in a perfectly reflecting enclosure (i.e.
the Box). From a computational viewpoint the scat-tern. A more complex problem is constructing loud-

speaker systems which can reproduce a specific tering object is represented by a feedback matrix
which redistributes energy among the delay lines. Fig-radiation pattern as found in a given sounding object

(Warusfel, Kahle and Jullien 1993, Caussé, Dérogis ure 5 shows the computational structure of the BaBo
model, where additional filters T, G and A have beenand Warusfel 1995).
inserted for simulating losses and, possibly, disper-
sion. The coefficients b and c are used to control the

4.2. Room modelling and reverberation
location of zeros of the structure: while the poles are
independent of source and listener positions, theThe environment participates in sound propagation

by direct modification of sound waves when they hit zeros are not. The feedback matrix is chosen to be
circulant because of the good properties of theobjects and enclosure surfaces. A real surface typi-

cally shows a behaviour between a perfect mirror and resulting recursive structure. Such a structure is called
a perfect (Lambertian) diffusor, and its reflecting
properties are frequency dependent (Kuttruff 1991).

The simulation of the diffusive properties of all the
objects involved in sound propagation in a given
environment is a hard task. The problem is similar to
that encountered in illumination of scenes (Cohen
and Wallace 1993), with the additional problem that
propagation time of sound in air cannot be neglected.
Even recasting the problem in terms of interaction of
objects by force fields, the computational time is far
beyond a possible implementation in real time. Some-
how luckily, for a satisfactory perception of ambi-
ence, the human ear requires only a rough simulation
of the room reverberation properties. Classically, Figure 5. Computational structure of the BaBo model.
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a feedback delay network (Rocchesso 1997, (Hanninen, Savioja and Takala 1996, Takala, Hän-
ninen, Välimäki, Savioja, Huopaniemi, HuotilainenRocchesso and Smith 1997).

The physical representation offered by the BaBo and Karjalainen 1996), where a virtual musical
instrument is rendered in both the visual and auralmodel, even though simple, allows the determination

of the delay lengths based on physical distances and domains. In particular, the second of these examples
shows a full integration of physics-based animation,not on number-theoretic considerations, as was done

with classical structures. Moreover, the object sound generation and sound processing: an animated
musician plays a physically modelled flute in a fullyproperties have a close correspondence with the coef-

ficients of the feedback matrix, thus allowing a tuning synthetic acoustically modelled concert hall. Instru-
ment fingerings are controllable in real time among aof the computational structure based on the diffusive

properties we intend to obtain. set of finger positions precomputed by inverse kin-
ematics, so that gestures are synchronised with sound
generation.

5. PHYSICALLY BASED MODELLING FOR
In the field of artistic animation, we would like to

JOINT PRESENTATION OF SOUND AND
point out the work by Cadoz, Luciani and Florens

ANIMATED IMAGES
(1994), who used the CORDIS-ANIMA system for
joint production of sound and animated images. ForAfter an extensive presentation of physically based

sound models, it is worth pointing to some peculiar example, a complex clockwork mechanism was simu-
lated, and the visual motion was synchronised with aapplications which have already been developed, and

which show the strength of the physics-based set of sounds obtained by the same computational
structures.approach for integrating sounds into multimedia

applications. One of the most natural applications of Only a few experiences are reported in the physi-
cally based integration of environmental sounds intothe techniques illustrated in section 3 is in the field

of joint scientific visualisation and auralisation. Since virtual environments or animation. In Munteanu,
Guggiana, Darvishi, Schauer, Rauterberg and Mota-sounds are produced as a side effect of system simu-

lations, it is just as easy to produce images which can valli (1995) the spectral properties of simple interac-
tions, such as collisions between spheres and plates,be of help for understanding complex body dynamics

or wave propagation phenomena. For example, two- are analysed by exploitation of physical properties of
the objects, and the parameters extracted from analy-dimensional wave propagation and the interaction

with an exciter have been clearly visualised by means sis are used to drive signal-based sound synthesis
techniques, such as additive or subtractive synthesis.of waveguide meshes (Van Duyne and Smith

1993a, b, 1996, Fontana and Rocchesso 1997). It has A similar approach is also followed in van den Doel
and Pai (1996), where a vibrating object, such as abeen commonly acknowledged that the effect of

numerical artefacts is better appreciated when both plate, is divided into small areas, each of them with
characteristic weights of the vibrational modes. Invisual and aural demonstrations are given. Three-

dimensional waveguide or finite-difference meshes other words, while the same resonances are main-
tained all over the object, the system zeros vary withhave been used for visualising wave propagation in

rooms (Savioja, Rinne and Takala 1995), where the excitation point. These approaches, which use
physics in the analysis phase and nonphysicaleffects such as diffraction introduced by walls or pil-

lars are not always obvious to the architect. Other methods in the synthesis phase, are attractive for their
efficiency but are not capable of rendering the soundnotable examples of three-dimensional wave visualis-

ation are the simulation of wave propagation in a of sustained excitations (e.g. friction) or multiple
strokes in rapid sequence (like in a musical ribattuto).bent tube (see Van Duyne and Smith (1996) for snap-

shots of an animation by Stilson) or in arbitrary A promising direction for the integration of sound
and motion was indicated by Takala and Hahn inthree-dimensional shapes (Rossiter, Horner and

Baciu 1996). Researchers at the University of Illinois their seminal paper (Takala and Hahn 1992), where
they defined sound rendering as ‘the process of form-have experimented with the simulation of a chaotic

nonlinear system (Bargar, Choi, Das and Goude- ing the composite soundtrack from component sound
objects’. They outlined two parallel pipelines forseune 1994) in their CAVE virtual environment (De

Fanti, Cruz-Neira, Sandin, Kenyon and Hart 1992). image and sound rendering, and proposed to syn-
thesise sound objects from physical principles in aThey applied control and navigation techniques to

chaos for generating meaningful auditory and visual way similar to motion synthesis. The Hahn’s research
group further investigated the relationship betweencues, thus providing a multi-sensorial and immersive

exploration of complexity. sound and motion by introducing timbre trees, an
acoustic analogy of shade trees, which are wellOther examples of the integration of physically

based techniques in an audiovisual context are found known to the computer graphics community (Takala
et al. 1993, Hahn, Geigel, Lee, Gritz, Takala andin the works of Cook (1995) and Hänninen et al.
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Caussé, R., Dérogis, P., and Warusfel, O. 1995. Radiation

REFERENCES of musical instruments and improvement of the sound
diffusion techniques for synthesized, recorded or ampli-Ballan, O., Mozzoni, L., and Rocchesso, D. 1994. Sound
fied sounds (revisited). Proc. Int. Computer Music Conf.,spatialization in real time by first-reflection simulation.
pp. 359–60. ICMA, Banff, Canada.Proc. Int. Computer Music Conf., pp. 475, 6. ICMA,

Chafe, C. D. 1990. Pulsed noise in self-sustained oscil-Aarhus, Denmark.
lations of musical instruments. Proc. Int. Conf. onBargar, R., Choi, I., Das, S., and Goudeseune, C. 1994.
Acoustics, Speech, and Signal Processing. IEEE, Albu-Model-based interactive sound for an immersive virtual
querque, NM.environment. Proc. Int. Computer Music Conf., pp. 471–

Chaigne, A. 1992. On the use of finite differences for musi-4. ICMA, Aarhus, Denmark.
cal synthesis. Application to plucked stringed instru-Barzel, R. 1992. Physically-based Modeling for Computer
ments. J. Acoustique 5(2): 181–211.Graphics: a Structured Approach. San Diego, CA: Aca-

Chaigne, A., and Askenfelt, A. 1994. Numerical simu-demic Press.
lations of piano strings. I. A physical model for a struckBegault, D. R. 1994. 3-D Sound for Virtual Reality and
string using finite difference methods. Journal of theMultimedia. Boston, MA: Academic Press.
Acoustical Society of America 95(2): 1,112–18.Begault, D. R., and Erbe, T. 1994. Multichannel spatial

Chareyon, J., 1990. Digital synthesis of self-modifyingauditory display for speech communications. Journal of
waveforms by means of linear automata. Computerthe Audio Engineering Society 42(10): 819–26.
Music Journal 14(4): 25–41.Belevitch, V. 1968. Classical Network Theory. San Franci-

Chowning, J. M. 1971. The simulation of moving soundsco: Holden-Day.
sources. Journal of the Audio Engineering Society 19(1):Blauert, J. 1983. Spatial Hearing: the Psychophysics of
2–6. Reprinted in Computer Music Journal, June 1977.Human Sound Localization. Cambridge, MA: MIT

Cohen, M. F., and Wallace, J. R. 1993. Radiosity andPress.
Realistic Image Synthesis. Cambridge, MA: AcademicBlinn, J. F., and Newell, M. E. 1976. Texture and reflection
Press.in computer generated images. Communications of the

Cook, P. R. 1991. Non-linear periodic prediction for on-ACM 19(10): 542–7.
line identification of oscillator characteristics in wood-Bloom, P. J. 1985. High-quality digital audio in the enter-
wind instruments. Proc. Int. Computer Music Conf.,tainment industry: an overview of achievements and
pp. 157–60. ICMA, Montreal, Canada.challenges. IEEE Acoustics, Speech and Signal Pro-

Cook, P. R. 1995. Integration of physical modeling for syn-cessing Magazine 2: 2–25.
thesis and animation. Proc. Int. Computer Music Conf.,Borin, G., and De Poli, G., 1996. A hysteretic hammer–
pp. 525–8. ICMA, Banff, Canada.string interaction model for physical model synthesis. In

De Fanti, T., Cruz-Neira, C., Sandin, D., Kenyon, R., andProc. Nordic Acoustical Meeting (NAM–96), pp. 399–
Hart, J. 1992. The CAVE. Communications of the ACM406. Helsinki, Finland.
35(6): 65–72.Borin, G., De Poli, G., and Rocchesso, D. 1997. Elimin-

De Poli, G. 1991. A tutorial on digital sound synthesis tech-ation of delay-free loops in discrete-time models of non-
niques. Computer Music Journal 7(4): 8–26. Reprintedlinear acoustic systems. Proc. IEEE Workshop on
in C. Roads (ed.) The Music Machine, pp. 429–47. Cam-Applications of Signal Processing to Audio and Acoustics,

pp. 12.1.1–4. IEEE, Mohonk, NY. bridge, MA: MIT Press.

https://doi.org/10.1017/S1355771898009182 Published online by Cambridge University Press

https://doi.org/10.1017/S1355771898009182


74 Giovanni De Poli and Davide Rocchesso

De Poli, G., Piccialli, A., and Roads, C. (eds.) 1991. Rep- Kuttruff, H. 1991. Room Acoustics, 3rd edn (1st edn 1973).
resentations of Musical Signals. Cambridge, MA: MIT Essex, England: Elsevier Science.
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