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ABSTRACT. When people speak, they gesture. However, is the audience watching a speaker who is sensitive to this
link? We translated the body movements of politicians into stick-figure animations and separated the visual from
the audio channel. We then asked participants to match a selection of five audio tracks (including the correct
one) with the stick-figure animations. The participants made correct decisions in 65% of all cases (chance level
of 20%). Matching voices with animations was less difficult when politicians showed expansive movements and
spoke with a loud voice. Thus, people are sensitive to the link between motion cues and vocal cues, and this link
appears to become even more apparent when a speaker shows expressive behaviors. Future work will have to
refine and validate the methods applied and investigate how mismatches between communication channels affect
the impressions that people form of politicians.
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W hen people speak, they gesticulate. Apart
from themovements produced by themouth,
the movements of the eyes, eyebrows, head,

hands, and arms accompany speech and illustrate and
emphasize what is being said.1,2,3,4,5 Research inves-
tigating the role of body motion in human communi-
cation suggests that gestures and body movements can
convey meaning independently of auditory information
(e.g., a head nod as a gesture of approval). However,
usually the two communication channels are strongly
intertwined, making it difficult to interpret a specific
gesture when no verbal information is present (e.g.,
illustrating with the hands how an object looks). Mi-
croscopic analyses of movement-speech coordination
have revealed that gesturing is linked to verbal content
as well as rhythmically aligned with speech on the
level of syllables and phonemes and other nonverbal
information.6,7 However, sometimes gesturing is not
strictly in sync with speech but rather precedes it,
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thereby helping an interaction partner or an audience
watching someone giving a speech anticipate what
comes next.8

The observation that gestures and speech are inter-
twined gave rise to the idea that they share a common
psychological structure.8,9 Some researchers suggest
that cognition— and language production is considered
as cognition — is ‘‘grounded’’ in bodily action.10 Such
claims are supported by neurocognitive studies. These
studies provide evidence that speech and gesturing are
linked together by common brain activity.11,12 More-
over, the synchrony between gesturing and speech ap-
pears to enrich communication and facilitate cognitive
processes.13 For instance, language comprehension is
enhanced when gesturing is synchronized with informa-
tion from the auditory channel. Also, gesturing appears
to help people retrieve words from their mental lexicon.
Telling people not to move their hands during an
explanation task impairs information recall.14,15,16,17

Apart from facilitating language-related cognition
and complementing each other when people commu-
nicate, auditory and visual cues also have an affec-
tive or relational component that guides interpersonal
communication.1,18,19,20 Acoustic features of speech,
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body postures, and body motion can be powerful
communicators of emotional states and affect impres-
sion formation.21,22,23,24,25,26 This also transfers to the
domain of politics. For instance, simple stick-figure ani-
mations representing the body movements of politicians
preserve enough interpersonal information to enable
attributions of personality traits or judgments of a
speaker’s health.27,28 Experiments using manipulated
voices, on the other hand, provide evidence that vocal
cues affect attributions of leadership qualities as well as
voting behavior.29,30 Studies focusing on more than one
nonverbal channel have shown that people are able to
recognize statements of agreement or disagreement in
political debates on the basis of low-level auditory and
motion cues.31 Moreover, apart from other nonverbal
cues, the tonal elements and gestures that politicians
produce during debates can serve as predictors of
people’s reactions on social media.32,33

In general, people appear to be capable of mak-
ing use of information from a variety of communi-
cation channels, such as appearance features, facial
expressions, gestures, and verbal content, when they
interact with and form impressions of their social
environment.21,27,31 Thus, political candidates and
officeholders entering the public stage are judged by
their verbal and nonverbal communication skills.34

Questions arise regarding how information from dif-
ferent modalities is weighted by perceivers, what kind
of information grabs their attention, and what kind
of information combines to make a ‘‘message’’ more
salient. Research on multisensory processing shows that
people’s capacity to pay attention to multiple messages
is limited.35,36 However, it depends on the type of
information that is presented simultaneously. For in-
stance, when there is information redundancy between
different modalities (e.g., audio and video channel) a
message is better remembered.36 Also, many events in
our environment generate stimuli of several modalities
(e.g., a moving car produces noise), and this makes it
more likely that they create one perceptual unit.37,38

People form expectations of what kind of stimuli
go together, and it sometimes only becomes apparent
that they are a composite when these expectations are
violated (see Discussion). The audio-visual link between
mouth movements and speech is particularly strong,
and seeing the movements of the mouth facilitates the
comprehension of spoken words.39 Given that speech
and body gestures are also very often in sync, they
appear to form a perceptual unit. Such an idea is
supported by empirical findings. In the aforementioned

experiment on disagreement or agreement displays
during a debate, people were better at decoding non-
verbal messages when they had access to both body
motion and corresponding auditory information.31

Researchers in the field of animal communication
have observed that social signals are often communi-
cated through different sensory modalities.40,41 It is as-
sumed that this serves twomain purposes. First, sending
redundant signals on multiple channels enhances the
probability that the message will be transferred success-
fully. In this case, redundancy is considered as a kind
of backup that makes communication more reliable.
Second, multiple signals can convey different messages
simultaneously. Regardless of which hypothesis applies
(this might vary depending on the situation), multi-
component signals seem to improve the recognition of
stimuli and important social information.41

As biologists consider communication not only as
information transfer but also as a means to gain so-
cial influence,42 multimodal signals might have emerged
over evolutionary history as a result of signaler and
perceiver roles.43 On the signal sender’s part (e.g., the
political candidate), multiple signals might help to make
a message clearer, while on the perceiver’s part (e.g., the
potential voter), paying attention to multiple indicators
might help avoid being manipulated. In summary, de-
spite creating a cognitive load, multimodal signals ap-
pear to have a clear function in human communication.

Interrelated (or redundant) signals or cues that are
communicated through different modalities might be
the result of an evolutionary arms race between sig-
nal sender and signal receiver. Moreover, some human
communication channels appear to be strongly inter-
connected and therefore form a kind of perceptual unit.
Given that vocal utterances are often accompanied by
gestures, this might be particularly true for body motion
and vocal cues. Consequently, it is a plausible conclu-
sion that people can associate the voices of politicians
with the body movements of the same politicians.

To support this hypothesis, we performed an experi-
ment for which we used short excerpts of speeches held
in the German parliament. The body motion of the
speakers was converted into stick figures. The audio
tracks of the speakers’ voices were used in an un-
modified way. Overall, behaviors and utterances were
from an ecologically valid source. The experimental
procedure applied was different from a ‘‘classical’’
rating experiment, during which stimuli are judged on a
set of verbal items. Instead, people were asked to assign
speech segments to the movements of the speakers.
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This study can be considered a first step in using
the stick-figure method to investigate the relationship
between vocal utterances and body movements.

The aims of the current work can be summarized as
follows: First, we tested whether people are capable of
correctly identifying those speech segments (among a
selection of speech segments) that correspond with the
speakers’ body movements (represented as stick-figure
animations). Thus, we intended to demonstrate that
the observers of political speeches are sensitive to the
language-gesture link. Second, we aimed to determine
whether the level of difficulty for identifying the correct
speech segment varies from stimulus to stimulus. We as-
sumed that speakers with expressive styles of presenting
themselves render it less difficult to make the correct
choices. For this reason, we tested whether more ex-
pansive movements and louder voices — cues that have
been shown to affect perceptions of dominance44,45 —
make it easier to make the correct associations. Third,
as an addition to point two, we also examined whether
people associate expressive behaviors with expressive
vocal utterances (i.e., louder voices) when they make
incorrect choices (i.e., when they did not assign the
correct speech segment to a stick-figure animation).

Method

Participants
A total of 64 students (Caucasian; 33 females and

31 males; M age = 23.08 years, SD age = 4.28) were
recruited to take part in an experiment. Recruitment
took place at the Faculty of Life Sciences of the Univer-
sity of Vienna. Participants were students from different
subfields of biology (zoology, ecology, etc.) and received
a financial compensation of e5 for taking part in the
experiment.

Stimulus preparation
Stimuli presented during the experiment have already

been used in previous work.27 Source material included
60 speeches given in the German parliament (30 male
and 30 female speakers). These speeches were taken
from three parliamentary sessions (November 29–30
and December 14, 2012) using a random number gener-
ator. Deviations from random selection were necessary
to reach equal numbers of male and female speakers
and nearly equal numbers of different party members
(i.e., members of Bündnis 90/Die Grünen, Christian
Democratic Union/Christian Social Union, Die Linke,

Free Democratic Party, and Social Democratic Party).
Starting at randomly selected positions, short video ex-
cerpts (15 seconds) were extracted from each of the
speeches. Sometimes the first excerpt was not usable
because a member of the parliament passed the camera
(i.e., members sometimes walked around and obscured
the speaker for a short moment). In addition, we also
dismissed sequences during which the speakers were
holding an object in their hands (e.g., a sheet of paper)
or reading aloud from a piece of text. In these cases, the
random search was restarted to select another sequence.
The length of the sequences was a compromise between
workload for encoding (i.e., the encoding procedure to
create stick figures is very time-consuming) and enough
variation in body motion. Also, it is within the length
of sequences that are commonly used in impression
formation research.18

In the next step, the body movements of the speak-
ers were converted into animated stick figures. To cre-
ate these stick-figure animations, the custom-made pro-
gram SpeechAnalyzer was used. With this software, it
was possible to run through a video frame by frame
and capture motion by positioning landmarks (i.e., dots
placed on the computer screen with the mouse) on dif-
ferent body parts. Starting at the first frame of each
video, the landmarks were positioned on the speaker’s
forehead, hollow of the throat, chin, ears, shoulders,
elbows, and hands; the corners of the desk; and the
center of gravity (see Figure 1). By moving through
the video step by step and rearranging the landmarks
with the mouse and the support of automatic tracking
software routines (i.e., optical flow), position shifts of
the body parts were recorded. More precisely, the body
movements of the politicians were stored as a time series
of two-dimensional coordinates (all landmarks from
frame t to t + length of video). Drawing lines between
coordinates of each encoded frame gave a succession
of stick figures,46 which were turned into videos rep-
resenting the body movements of the speakers in an
abstract manner (see Figure 1). Because capturing body
movements was a time-consuming procedure, we only
used every third frame. To arrive at the same frame
rate as the original video, missing frames were filled
in by linear interpolation (i.e., interpolation between
corresponding coordinates of successive frames).

Audio tracks were extracted from the 15-second-long
sequences and used for the experiment in an unmodified
way. As the contributions of the speakers were ran-
domly selected, the speeches touched on different topics.
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Figure 1. Transformation of a politician’s body movements into stick figures (top-left image gives the names of the
landmarks used during encoding process).

The speakers discussed — just to give a few examples
— the national budget, health care, fight against cor-
ruption, agriculture, etc. However, in the brief excerpts
we extracted, the topics of the full length speeches were
hardly recognizable (see the online supplement for a list
of the contents of the audio tracks used).

To sum up, speeches were decomposed into their
auditory information and into the motion information
contained in the stick-figure videos.

Procedure

For the experiment, participants were brought to the
laboratory, where they received instructions on how to
operate the software we used for the experiments. The
software was easy to handle and guided the partici-
pants through the whole procedure. The participants
performed the tasks on their own without the help of
an experimenter.
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On the left-hand side of the software interface, the
stick-figure videos were presented (i.e., video window).
On the right-hand side, there were five radio buttons
that were named ‘‘Tonspur’’ (i.e., audio track). The
radio buttons were numbered consecutively, 1 to 5.
When the experiment was started by clicking on the
‘‘start’’ button, a stick-figure video was randomly se-
lected from the 60 videos available and played in the
video window. The program also randomly selected
four audio tracks from the 60 audio tracks avail-
able, as well as the ‘‘correct’’ audio track (i.e., the
audio track belonging to the stick-figure video that
was played). The five audio tracks were randomly
assigned to the five radio buttons. Clicking on one of the
radio buttons started an audio track and a stick-figure
video. Clicking on another radio button started another
audio track and restarted the stick-figure video. After
choosing the best-fitting audio track, the participants
pressed the ‘‘next’’ button to start the next round of
the experiment. One experimental session consisted of
15 rounds. During the experiment, participants were
wearing headphones (AKG K 272 HD). The volume of
the sounds during the experiment was kept constant.

Estimates of bodily and vocal expressiveness
To obtain a simple measure of stimulus bodily ac-

tivity, which was intended to represent overall ‘‘bodily
expressiveness,’’ we made use of the coordinate data
recorded during the encoding of the speeches. It has al-
ready been shown in previous work that simple yet still
informative measures (i.e., measures of overall expan-
siveness, velocity etc.) can be created on the basis of only
four landmark coordinates (i.e., left and right hand,
shoulder, forehead).47 In this study, we did the same
and summed the coordinates of these four landmarks
for each encoded frame and extracted the distances
between successive maximum ‘‘stretches.’’ More pre-
cisely, we defined a reference point (the first frame) and
measured the distances from this reference point until
they reached a maximum. The point at this maximum
then served as a new reference point, and the procedure
started again.

For instance, if speakers raised their arms (see the
succession of images in Figure 1), the maximal distance
was reached just before the arms came down again. The
coordinates at this maximal distance then served as new
reference point (i.e., the second reference point because
the starting frame was first reference point) until an-
other a maximum was reached (i.e., the third reference
point). Thus, one cycle of raising and lowering the arms

provided two distances: the distance between the first
frame and the second reference point and the distance
between the second reference point and the third refer-
ence point. Doing this for a whole sequence of move-
ments resulted in a time series of amplitudes capturing
the overall expansiveness of motion.47 Calculating the
average amplitude (in pixels) for each speaker served
as a rough estimate of the speakers’ overall ‘‘bodily
expressiveness.’’ The higher the value of this estimate,
the more expansive a speaker’s movements were.

Using custom MATLAB routines, we created an esti-
mate of ‘‘vocal expressiveness’’ by extracting the volume
of the voices (i.e., standard deviation of the sound sig-
nal). Volume was determined for chunks of one second
and then an average across all units (i.e., across the 15
seconds of the sequences) was calculated. Thus, vocal
expressiveness was simply a measure of how loud the
voice of a speaker was. In addition, we calculated and
examined five other vocal parameters, including speech
rate, energy, pitch, formant, and the mel-frequency cep-
strum coefficients, using MATLAB routines given in
Ma.48 We conducted exploratory analyses using these
parameters (i.e., correlations between the parameters
and the recognition rate). This did not yield any note-
worthy results. Data processing and statistical analyses
were carried out in the program R.49

Results
Participants went through subsets of 15 stick-figure

stimuli drawn from the 60 stick-figure animations that
were available. During each of the 15 rounds of the
experiment, they had five audio tracks to choose from.
Thus, the probability of choosing the ‘‘correct voice’’
(i.e., the audio track belonging to the stick figure)
by chance is 1 in 5 per round. This means one can
expect three correct answers (i.e., 1/5 ∗ 15) for one
experimental session if choices are made randomly. The
number of correct answers per rater ranged from 2
to 15, with a median of 10. Overall, there were 960
rounds. The participants selected the correct audio track
in 625 cases and the wrong audio track in 335 cases.
This equals an average probability of success of 0.65
(95% CI [0.62, 0.68]).

In a second step, the number of correct matches for
each stick figure was determined. On average, each stick
figure was used as a stimulus 16 times (with a range
from 15 to 17) throughout all experimental sessions.
On the basis of how often a stick figure was used as
a stimulus and the number of correct classifications,
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a ‘‘recognition rate’’ was calculated (i.e., the relative
frequency of how often each stick figure was correctly
matched with its corresponding voice). The recognition
rate ranged from 0 to 1. As it turned out, there were
stick figures (three of them) that were never matched
with the correct voice as well as stick figures (four of
them) that were matched with the correct voice each
time.

In a next step, we determined to what extent ‘‘bodily
expressiveness’’ (i.e., overall amplitude of body move-
ments) and ‘‘vocal expressiveness’’ (i.e., loudness of
voice) were related to the number of correct identifi-
cations per stimulus (i.e., recognition rate). Results are
shown in Table 1. Regression estimates (β-weights), the
coefficients of bivariate correlations, as well as the rel-
ative weights, which give the independent contribution
of the regression estimates to the regression model, are
presented.50 These estimates reveal that participants ex-
perienced less difficulty in assigning the correct speech
segment to a stick-figure animation with expansive
movements than to a stick-figure displaying less expan-
sive movements. A similar effect was found for sound
volume. The louder the voice, the more likely it was
that the participants made a correct decision. The cor-
relation between the predictors of the regression model
was r(58) = 0.51, 95% CI [0.29, 0.68]. In other words,
the more expansive the body movements of the speaker,
the louder the voice. To sum up, there was a link be-
tween our estimates of bodily and vocal expressiveness.
Also, participants appeared to experience less difficulty
making correct choices when they encountered speakers
(i.e., their stick-figure versions) who showed expansive
body movements accompanied by a loud voice.

We also tested whether people tended to relate ex-
pressive bodymovements with high sound volumewhen
failing to find the corresponding voices. To accomplish
this, we filtered all the cases in which incorrect choices
were made. Then we calculated a mixed model with the
volume of the selected audio track as the independent
variable, the expansiveness of motion as the dependent
variable, and the raters as random factor. Because we
used z-transformed data and one predictor only for
our model, the β-weight of the regression can be inter-
preted in a similar manner as a correlation coefficient.
The procedure yielded a coefficient of β = 0.17,
t = 3.079 on the basis of 335 observations and 62
raters (the sample size is lower in this case because two
raters gave 15 correct answers). Although this shows
that there was a tendency to assign louder voices to
‘‘louder’’ movements, the effect size (β-weight) was not
very pronounced.

Table 1. Results for amplitude of body motion and
volume of voices with recognition rate.

Reg. Rate Amplitude Volume
M (SD) 0.65 (0.25) 19.9 (9.2) 0.05 (0.01)
β-weight (SE) — 0.40 (0.13)* 0.19 (0.13)
RW 0.18 0.09
r [95% CI] — 0.51* [0.29, 0.68] 0.40* [0.16, 0.59]

Notes: Reg. Rate = recognition rate (relative frequency of correctly
identified voice motion pairings); RW = relative weight (gives ex-
plained variance of single predictor in regression); R2

= 0.27; d f = 57
for regression; d f = 58 for correlation.
* p < 0.05.

Discussion

Politicians’ utterances are accompanied by gestures.
These gestures can be linked to the verbal content of
what is being said (e.g., illustrating or even replacing
verbal content), or they can be in accordance with
the nonverbal information (i.e., prosody) conveyed
by human speech.1,2,3,4,5 In this work, we show that
observers are able to associate characteristics of vocal
utterances with characteristics of body motion. More
precisely, we found that people are quite successful in
correctly assigning the audio recordings of a speech
(among a selection of audio recordings of speeches) to
the corresponding body movements of the politicians
(i.e., displayed as stick figures) giving the speeches.

For our experiment, we used stick-figure animations
and audio recordings that were based on speeches given
in the German parliament. Unlike other studies, we did
not ask actors to perform behaviors that might only
reflect the actors’ ideas of how politicians speak and
gesture. Thus, the stimuli were from an ecologically
valid source. In addition, the stick figures provide par-
simonious representations of the speakers’ body move-
ments that are free from confounding variables. More
precisely, because the animations mainly capture infor-
mation about the flow, the amplitude and the quantity
of motion created by the body, head, and arms of the
speakers, they help isolate information from a specific
source (i.e., motion cues) while removing information
from other nonverbal sources such as clothing and facial
expressions.

Although the stick-figure method makes it possible
to control for confounding variables, it also has draw-
backs. Details such as finger movements and hand posi-
tions are not captured by this method, and it only gives a
two-dimensional representation of body motion. It has
already been shown that for some personality ratings,
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there is a correspondence between the original move-
ments of the speakers and their stick-figure versions.27

Nevertheless, future work requires additional experi-
ments with different types of stimuli in order to deter-
mine whether the stylization procedure had an influence
on the results obtained. Despite the limitations of the
method, the findings show that the stick figures pre-
served enough information to enable people to make
correct associations quite often. Apparently, the changes
in direction of the speakers’ arms, head, and overall
body movements (i.e., lifting and lowering and moving
from the left to the right and vice versa) have something
in common with auditory features that are embedded in
the voices of the speakers.

We asked people to match body motion with audi-
tory information by having them find the correct audio
track among a random selection of incorrect choices.
The order of presentation as well as the selection of
stick-figure animations was also randomized. Conse-
quently, although there were overlaps, none of the par-
ticipants encountered the same selection of stimuli. In
this first step, we regard such a setup as useful, as
it gives insight into people’s general ability to relate
motion to corresponding vocal information. However,
a drawback of random selection is that it makes it
impossible to compare ratings of different participants.
In follow-up work, we will have to present the same
sets of stimuli to all participants in order to analyze
individual differences in making correct associations
and to determine interrater agreement. Knowing that
expressive behaviors make the task of finding the cor-
rect match easier helps to create sets of stimuli that
allow more systematic investigations (e.g., combining
expressive voices with nonexpressive ones) than in the
current study.

Further work is also needed to conduct a refined
analysis of behavioral and vocal cues and the ways in
which they are associated. The current method does
not allow for a clear identification of the basis of those
associations. There is a need to disentangle nonver-
bal vocal cues from language content and to examine
how motion cues are related with prosodic features
by applying methods used by other researchers6,7,51 or
using stimuli that will be manipulated in systematic
ways (e.g., changing pitch or amplitude of gestures).
Such in-depth analysis will not only give better insight
into the specific elements that enable intermodal asso-
ciations, it will also show whether the language-body
motion link is more pronounced for some personality
types or for people who are emotionally aroused.

The link between vocal and auditory information ap-
peared to be differently pronounced for different stimuli
and this made the task of assigning the correct audio
tracks sometimes more and sometimes less difficult. We
found that such differences were partly attributable to
variations in bodily and vocal expressiveness. It was eas-
ier for the participants to identify the correct matching
for speakers with expansive body movements (indexed
by high average amplitude of overall bodily activity)
and loud voices.We also found that expansive bodymo-
tion often goes together with a high volume in speaking.
These findings highlight the multimodality of human
communication.21 As perceptions of dominance are re-
lated to expansiveness in motion,45 one could speculate
that the connection between body motion and vocal
features is easier to detect when speakers are emotion-
ally involved or display dominance. Moreover, different
personalities might differ in the expressiveness of their
performances. To provide evidence for such specula-
tions, further studies are required.

People experience difficulty executing parallel pro-
cessing of messages that are presented simul-
taneously.35,36 However, when information from dif-
ferent modalities form one common message, because
they complement each other, such a message is better
remembered.36 In addition, researchers in animal com-
munication assume and provide evidence that send-
ing redundant signals increases the likelihood that a
message is transferred successfully.41 Politicians may
indeed combine — even without being aware of it
— expressive gesturing with vocal expressiveness in
order to attach more importance to what they intend
to broadcast. That the participants in the experiment
had less difficulty making correct choices for stimuli
with expansive movements and loud voices supports
such an assumption. It is also in line with previous work
investigating the role of different modalities in human
communication. For instance, when rating politicians
on the personality dimension of extraversion, people
appear to be influenced by motion cues (represented
as a stick figure) and vocal cues.27 Moreover, people
are better at recognizing statements of disagreement
and agreement in nonverbal behaviors of politicians
debating when both auditory and motion cues are
available31 — and they recognize emotions in bodily
movements more easily when combined with consis-
tent auditory information.52 In summary, audiences
(or signal perceivers) appear to be able to integrate
information from both vocalic and motion stimulus
channels when making social judgments. Politicians
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(or signal senders), on the other hand, appear to make
use of both channels to place more emphasis on their
messages.

Presenting oneself on the public stage is a demanding
task, and although many politicians receive coaching by
professional communicators, audiences may sometimes
perceive information from different communication
channels not to be in harmony. People often expect their
social environment to behave in a certain way and react
strongly when their expectations are violated.53 Behav-
iors that come across as atypical and deviant frequently
lead to negative evaluations. Disharmonies between
different nonverbal communication channels can, for
instance, make leaders appear less charismatic.54 It
seems that leadership displays creating low expectancy
violations are composed of behaviors that produce
no incongruences between the different verbal and
nonverbal levels and that are tailored to the situational
context. Indeed, experiments using eye tracking have
shown that inappropriate displays receive more atten-
tion from observers and are more negatively evaluated
than appropriate displays.55

With the stimuli at hand, research in this domain
can be extended. Because the stick figures are composed
of coordinate data, they can be manipulated in a sys-
tematic manner (e.g., by making movements smaller) to
further examine expectancy violations. Stimuli altered
in this way can be then used in a rating experiment to
deepen our understanding of which way inconsistencies
in motion and voice affect perceptions of social qualities
such as authenticity or trustworthiness. Such manipula-
tions have the potential to extend the methodological
repertoire to test whether cues from different modali-
ties conveying a specific social quality (e.g., voices and
movements conveying dominance) add up to give an
even stronger impression of that specific quality.

People are sensitive to the link between motion
and auditory cues when watching politicians giving a
speech. Moreover, expressive body motion (i.e., high
overall amplitude in body movements) and expressive
vocal performances (i.e., louder voices) often appear
to go together, and this makes it easier to perceive the
link between both modalities. Follow-up work should
elaborate on this and investigate which features people
use to perceive similar patterns in vocal and motion
information. Further tests must also be conducted to
determine the ways in which inconsistent information
affects people’s assessments of politicians. This may
help clarify whether strong intermodal connections (i.e.,

redundancy between speech and body motion) makes a
message even more convincing.
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