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Big Data Biology: Between Eliminative
Inferences and Exploratory Experiments
Emanuele Ratti*y

Recently, biologists have argued that data-driven biology fosters a new scientific meth-
odology, namely, one that is irreducible to traditional methodologies of molecular biol-
ogy defined as the discovery strategies elucidated by mechanistic philosophy. Here I
show how data-driven studies can be included in the traditional mechanistic approach in
two respects. On the one hand, some studies provide eliminative inferential procedures
to prioritize and develop mechanistic hypotheses. On the other, different studies play an
exploratory role in providing useful generalizations to complement the procedure of
prioritization. Overall, this article aims to shed light on the structure of contemporary re-
search in molecular biology.

1. Introduction. In recent years, a debate has emerged among biologists
concerning how sequencing technologies are influencing and changing the
methodologies of molecular biology. Along with other high-throughput meth-
ods, sequencing technologies have been increasingly tied to the so-called
big data issue. According to some commentators in the field, big data are
“fostering a new mode of scientific research, which some commentators
refer to as ‘data-driven’” (Leonelli 2012b, 1). Moreover, some argue that data-
driven approaches in molecular biology are going to replace more ‘tradi-
tional’ methodologies. This claim has been the focus of considerable con-
troversy in the past few years (Brenner 1999; Golub 2010; Weinberg 2010;
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Alberts 2012; Garraway and Lander 2013; Vogelstein et al. 2013). ‘Data-
driven’ research is understood as a ‘hypothesis-free’ methodology,1 while
‘traditional’ molecular biology methodologies are taken to be ‘hypothesis-
driven’ (Brenner 1999; Weinberg 2010; Alberts 2012). As emphasized by
the received view in philosophy of biology, traditional methodologies of
molecular biology can be understood in terms of the discovery strategies il-
lustrated by the so-called mechanistic philosophy (Craver and Darden 2013).

This controversy is of philosophical interest for a number of reasons. Here
I am interested in one in particular. As emphasized above, the perspective
of ‘mechanistic philosophy’ constitutes most of the methodological core of
molecular biology. Since data-driven molecular biologists argue that their
methodologies are somehow irreducible to traditional approaches, there is
an obvious question to ask: is data-driven molecular biology a new approach
to discovery in biology that mechanistic philosophy cannot account for ?

I argue that the answer to this question is negative by developing a pro-
posal informally put forth in the past few years. Recently, some philoso-
phers and historians have proposed that there is not a dichotomy between data-
driven and hypothesis-driven, but rather the approaches are ‘hybridized’
(Smalheiser 2002; Kell and Oliver 2003; Strasser 2011; Keating and Cam-
brosio 2012; Leonelli 2012a; O’Malley and Soyer 2012). The core of the
‘hybridization’ proposal rests on two tenets. First, data-driven strategies
aim to generate hypotheses. Next, hypotheses are developed and tested with
procedures that are consistent with the epistemic program of ‘mechanistic
philosophy’. Therefore, the hybridization of data-driven and hypothesis-
driven is compatible with the mechanistic program. I will use the acronym
‘DDHD’ to refer to the hybridization of data-driven and hypothesis-driven
research. However, DDHD faces two problems. First, the proposal is mostly
informal. Therefore, it is not entirely clear how DDHD is compatible with
more traditional approaches to molecular discovery. Second, the proposal
includes only a part of studies that are labeled as data-driven. In particular,
the proposal encompasses only those screenings that make use of sequenc-
ing technologies in order to identify entities that might possibly play a causal
role in a phenomenon. However, there are data-driven studies (which I call
“mining studies”) characterized by the analysis of data generated by big
scientific projects such as the Encyclopedia Of DNA Elements (ENCODE)
project that do not bear any straightforward similarity to DDHD. Therefore,
it is controversial whether mining studies can be subsumed into a more tra-
ditional perspective.

Accordingly, the aim of this article is twofold. First, I show how DDHD
is compatible with the broader approach of mechanistic philosophy. Next,
I argue that mining studies play an important role in DDHD. In particular,
1. As it has been rhetorically stated (Golub 2010), data should come first.
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mining studies play the role of exploratory experiments in the discovery
strategies of DDHD. Therefore, the overall goal of this paper is to grasp the
structure of contemporary research in molecular biology.

The structure of the paper is as follows. Section 2 deals with two key
examples of data-driven science that can be easily reduced to the DDHD
proposal. Next, I explain how in these studies DDHD and mechanistic philos-
ophy are compatible, highlighting the structure of their integration. In par-
ticular, in sections 2.1 and 2.2 I reconstruct the structure of data analysis and
hypothesis development. In section 2.3 I show how these data-driven stud-
ies are perfectly compatible with hypothesis-driven approaches. In section 3 I
turn to mining studies and elucidate their role in DDHD.

2. Data-Driven Research and Hypothesis-Driven Research. In order to
disentangle the controversy presented in the introduction, in this section I
reconstruct the structure of DDHD and show how this approach is com-
patible with the epistemic perspective of mechanistic philosophy. I should
note that this is an interpretation of the practices of DDHD. In particular, I
emphasize that DDHD is constituted by three phases:

1. formulation of an initial set of competing hypotheses;
2. elimination of false (or less probable) hypotheses;
3. test (validation) of hypotheses not eliminated in phase 2.

Phases 1 and 2 bear resemblances to the ‘eliminative inductive’ framework
(Earman 1992; Kitcher 1993; Norton 1995). Eliminative induction is also
known as ‘induction by means of deduction’ (Hawthorne 1993), ‘eliminative
inference’ (Forber 2011), or ‘strong inference’ (Platt 1964). Among the al-
ternatives, I prefer to use the more neutral label ‘eliminative inference’ (Forber
2011) because it is not clear exactly which inductive characteristics this pro-
cess involves. In eliminative inferences a set of premises stimulates a (finite)
universe of competing hypotheses. Premises might be characterized as a
‘prior state of individual practice’ (Kitcher 1993) that practitioners use to
select candidate theories/hypotheses. Next, with the help of other prem-
ises and new evidence, hypotheses are progressively discarded, until only
one remains: the true hypothesis. Forber (2011) correctly points out that elim-
inative inferences are traditionally characterized as a method of theory choice,
in the sense that the process of elimination determines which hypothesis is
true and which are false. However, in scientific practice evidence seldom pro-
vides a strict deductive elimination of hypotheses. Rather, evidence provides
statistical support. As Forber states, “Perhaps eliminative inferences do not
make theory choices but establish the boundaries for such choices” (2011,
192). Therefore, I think it is better to frame eliminative inferences as a pro-
cess of prioritization of theories and hypotheses rather than theory choice.
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Moreover, ‘prioritization’ implies the idea of an additional procedure aimed at
providing more evidence for what has been prioritized. This is exactly
the process that occurs in phase 3, that is, the phase where scientists look
for more stringent evidence for prioritized hypotheses. Therefore, one might
frame DDHD phases as follows:

1. the generation of a preliminary set of hypotheses from an established
set of premises;

2. the prioritization of some hypotheses and discarding of others by
means of other premises and new evidence;

3. the search for more stringent evidence for prioritized hypotheses.

DDHD is mainly a process of prioritization, and it fits the account of elim-
inative inferences.

In DDHD, hypotheses are usually conjectures about entities or activi-
ties that might causally contribute to the production of a phenomenon. The
idea is that each entity can be thought of as being one cause (among many)
that can contribute to the development and maintenance of a biological
system. However, most of the phenomena investigated are produced by
the interplay of several entities. Therefore, in the initial universe of hypoth-
eses there will be more than one true hypothesis. Premises take the form
of ‘background assumptions’ in providing valuable guidelines to build the
initial set of hypotheses. Hypotheses prioritized in phase 2 should be vali-
dated in phase 3, in the sense that the way entities causally contribute to
the phenomenon of interest should be clearly identified. The causal role of
entities in the phenomenon of interest is framed in terms of the contribution
of entities to biological mechanisms that produce the phenomenon of in-
terest.

Finally, it is worth emphasizing that the structure I have identified does not
capture the structure of all big data studies. The hybridization proposal does
not encompass traditional big data studies in biology, such as the Human
Genome Project, or themining studies that I discuss in section 3. The account
of DDHD I am developing is only meant to apply to a specific class of studies
exemplified in this article by genome-wide association studies (GWASs) and
cancer genomics.

Cancer genomics is a molecular approach to cancer. The advantage over
traditional molecular studies of cancer is that cancer genomics approaches
the discovery of cancer genes not in a sparse fashion, but rather by gener-
ating in the first instance a systematic view of all the mutated genes (and all
the mutations) of a cancer genome.

In contrast, GWASs fall in the category of genetics epidemiology. They
aim at scanning markers across the entire genome of many individuals in
order to find variants associated with common diseases.
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The reason for choosing GWASs and cancer genomics is that these two
endeavors have only become possible after the establishment of post–Human
Genome Project technologies, and, consequently, they share several of the
features usually ascribed to big data. Both generate vast data sets, and both
are supposed to exemplify a ‘hypothesis-free’ way of doing science (Gues-
sous, Gwinn, and Khoury 2009; Brookfield 2010; Garraway and Lander
2013; Vogelstein et al. 2013). Once the structure of these two types of screen-
ings is clarified, I shall compare it to the kind of approach endorsed by ‘tra-
ditional’ molecular biologists.

2.1. Establishing the Initial Universe of Hypotheses. In this subsection I
explain in detail phase 1 in DDHD. This is the phase in which a set of prem-
ises is used to draw the boundaries of a ‘universe’ of competing hypotheses.
Hypotheses are about the causal contribution (to phenomena) of entities.

The first point to note is that phase 1 is not a hypothesis-free step. The
impossibility of completely ‘hypothesis-free’ scientific research is vastly ac-
knowledged in the philosophy of science literature (Rheinberger 2011; Le-
onelli 2012a). The general idea is that data cannot be gathered without the
guidance of antecedent hypotheses because onewould have no basis onwhich
to identify relevant data without at least preliminary guidelines. Therefore,
data-driven research must make use of hypotheses of various kinds. I call
these hypotheses “background assumptions.”

Background assumptions in data-driven studies play a weaker role than
hypotheses or theories might play in the standard hypothetico-deductive
method. To clarify this point, I use the distinction between theory-driven
and theory-informed (Waters 2007). On the one hand, an experiment is theory/
hypothesis-driven when theories/hypotheses influence directly the experi-
mental design in order to answer a specific question, like the test of theo-
ries or hypotheses themselves. On the other hand, an experiment is theory-
informed when theories or hypotheses do not provide specific expectations
or anticipations on the results that will be discovered, and experimental de-
signs are not set up in order to generate a specific effect. ‘Theory-informed’
experiments are used not to test a preexisting theory but rather to provide
guidelines and suggest strategies in order to foster the discovery of signif-
icant findings about a phenomenon when a predefined theory is absent.
Phase 1 in DDHD is theory-informed but not theory-driven. By providing
guidelines, background assumptions establish which data are relevant and
which are not. By doing this, background assumptions also specify the kind
of hypotheses that will compose the preliminary universe of hypotheses.

There are two kinds of background assumptions. The first set of assump-
tions concerns the particular scientific problem stimulating a research. With-
out a scientific problem, no research would take place because nothing would
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motivate the research. Therefore, a scientific problem “informs” a team of
scientists in the sense that it provides at least a rough idea of the direction
that research should take. Next, there is a second loose guideline, that is, a
tentative solution to the problem. Some classes of problems can be studied
by a number of different disciplines simultaneously. Take, for instance, the
study of perception and cognition. Peschard and van Fraassen (2014) notice
that computational approaches differ from robotic programs in the choice
of the metaphor to characterize the cognitive system. For instance, the com-
putational program grounds its research on the metaphor that the cognitive
system is a computer, while the robotic approach grounds it on the metaphor
of cognitive systems as embodied and embedded in the environment. These
metaphors encompass the kinds of background assumptions I am talking
about. They are composed of the same scientific problem (‘how does the cog-
nitive system work?’) and different tentative answers to it (‘it is a computer/
it is embodied’). Tentative answers trace the boundaries where modeling
strategies move.

Background assumptions of DDHD have a peculiar feature. They not
only suggest relevant data but also draw the boundaries of an initial set of
abstract hypotheses.

GWAS practitioners frame their research exactly in light of a scientific
problem and tentative answers (Kitsios and Zintzaras 2009). The scientific
problem can be easily identified: GWASs aim to discover the genetic basis of
common diseases. However, this is the general aim of genetics epidemiology.
GWASs are peculiar because of the tentative answers provided to solve this
problem. First, genetic variations are proxies for the genetic basis of common
diseases. This assumption is complemented with another concept: one should
be interested in single nucleotide polymorphisms (SNPs) and not in other
types of variants. An SNP is a single nucleotide variant whose allele is pres-
ent in at least 1% of the population. In other words, a scientific question
and tentative answers prescribe facts of interest. These assumptions inform
GWASs, in the sense that they supply guidelines to select relevant data.
Moreover, by identifying relevant data from background assumptions, one
can also draw the boundaries of a (finite) universe of competing hypotheses:
all the SNPs initially detected by an SNP array might be, potentially, causal
variants. Since an SNP array may detect up to two million SNPs, the initial
universe of hypotheses of a GWAS might be composed by millions of very
abstract hypotheses like ‘x might have a causal role in the development of y’.
Cancer genomics also has a number of background assumptions. The

scientific problem in question is to understand how tumors develop. The
first tentative answer to this problem is that cancer is a phenotype driven
by mutations that accumulate in the genome through the entire life of an
individual. Therefore, cancer genomics is generally interested in somatic (ac-
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quired) mutations.2 Moreover, cancer genomics is interested only in driver
mutations (mutations that drive cancer development in the first place, by
providing selective advantages to the cells that carry them), rather than so-
called passenger mutations (bystander mutations not influencing cancer de-
velopment). Therefore, cancer genomics will look for driver mutations within
a set of specific facts, that is, somatic mutations. The initial (somatic) muta-
tions detected constitute the universe of hypotheses that will be narrowed by
eliminative inferences.

2.2. Eliminating Hypotheses. In phase 2 ‘eliminative principles’ are
used to narrow the finite universe of hypotheses, that is, to eliminate false
(or less probable) hypotheses.

As emphasized in section 2.1, by means of background assumptions
GWAS practitioners establish an initial universe of hypothesized entities
that may be responsible for a particular phenotype. However, any epide-
miologist knows that most of the SNPs cannot be responsible for the phe-
notype. Therefore, epidemiologists need some sort of criteria to identify
SNPs that are not causal variants. There are two types of criteria. The first
is based on a statistical analysis. In a typical GWAS a group of individuals
with the phenotype of interest is compared with another sample of indi-
viduals. The individuals of the second group are similar to the individuals
of the first group, but they lack the phenotype of interest (e.g., diabetes).
The core of the procedure is to see whether there is a significant differ-
ence between the two groups in the allele frequency for each SNP. When I
say “significant,” I mean that it has to be higher than a particular threshold
(named ‘significance level’3). To put it in simple terms, if the proportion
between the frequencies in the two groups of a particular allele of an SNP
exceeds the significance level in favor of the group with the phenotype of
interest, then the variation is taken to be associated with the disease. If an
SNP has the allele frequency below the significance level, then it is discarded
as spuriously associated with a disease.4 Other statistical procedures called
‘technical derivation’ and ‘replication’ (Hunter, Altshuler, and Rader 2008)
might be used in order to refine the main statistical analyses.
2. This is an assumption of certain consortia (e.g., the Cancer Genome Atlas) in cancer
genomics. However, other studies of molecular oncology might be interested in inherited
mutations (e.g., studies in the famous heritable retinoblastoma).

3. How to choose the significance level is a matter of debate, and it varies according to
the particular experimental design employed, sample size, etc.

4. It is important to stress that SNPs are not discarded tout court. An SNP discarded in a
study might not be eliminated in studies with bigger sample sizes for technical statis-
tical reasons.
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The second criterion is employed not only to eliminate other hypothe-
ses but also to develop more probable guesses. This criterion is biologically
driven (Boyle et al. 2012; Schaub et al. 2012). The problem with GWAS
results is that while some SNPs fall within coding regions (and so their
precise function can be hypothesized according to the genes that they tar-
get), many others fall in noncoding regions. The identification of functions
of noncoding regions is a challenging endeavor. To deal with this issue,
the ENCODE project (ENCODE Project Consortium 2012) has provided
annotations for all the biochemical activities within the human genome at a
nucleotide resolution (Germain, Ratti, and Boem 2014). This means that it
is possible to see whether SNPs that were not eliminated (read: that are
prioritized) in the previous phases locate in noncoding regions that “overlap
a functional region or are in strong linkage disequilibrium with a SNP over-
lapping a functional region” (Schaub et al. 2012, 1749). If an SNP falls in a
region of the genome and the biochemical function of this locus has nothing
to do with the phenotype investigated, then the SNP can be eliminated from
the universe of hypotheses. If an SNP occupies a region that is annotated
as, for example, a transcription factor binding site, then scientists might make
the hypothesis that the SNP is actually regulating a gene. In other words,
“ENCODE . . . does not only say ‘these are the parts to be considered’, but
proposes, for each, very specific hypotheses to be investigated” (Germain
et al. 2014, 819).

With this procedure, variants that are spuriously associated with the phe-
notype of interest are eliminated, while prioritized SNPs correspond to the
final universe of entities hypothesized to be responsible for the phenotype
of interest.

Similar procedures may be drawn for cancer genomics as well (Raphael
et al. 2014). Statistical analysis is the first procedure. A common view in the
literature is that, as mutational processes converge to a common oncogenic
phenotype, “the mutations that drive cancer progression should appear more
frequently than expected by chance across patient samples” (Raphael et al.
2014, 7). The reason is that, since driver mutations confer a growth ad-
vantage, they are positively selected. However, it is necessary to define what
“more frequently” means. This is why, in each high-throughput screening,
statisticians calculate a background mutation rate (BMR). The idea is that a
mutation, in order to be a candidate driver mutation, should be present at a
rate that is higher than the BMR. If this is not the case, then it is discarded.
This means that the universe of somatic mutations is narrowed in the first
instance by eliminating all those mutations that are below the BMR.5 The
5. As for GWASs, in cancer genomics a mutation might be discarded in a study, but its
frequency might be above the BMR in studies with a bigger sample.
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statistical analysis on mutations is complemented with a statistical analysis
on genes. Candidate driver mutations are likely to target genes that are mu-
tated at a higher rate than a BMR designed specifically for genes.

Next, there is a biologically driven procedure. In order to eliminate mu-
tated genes (and, as a consequence, other mutations), a typical standard is to
check whether recurrently mutated genes overlap with known cancer path-
ways (Vandin, Upfal, and Raphael 2012). Therefore, one may say that if a
candidate driver gene does not overlap with a known gene pathway, then it
is discarded. For example, Lawrence et al. (2013) eliminate several recur-
rent mutations (by eliminating recurrently mutated genes) from the universe
of initial hypotheses because they do not participate in any known cancer
pathways.6

2.3. The Phase of Hypothesis Testing and Final Remarks on the Data-
Driven/Hypothesis-Driven Opposition. At the end of phase 2, entities still
in the universe of hypotheses are supposed to play a causal role in the phe-
notype of interest. In phase 3, causal roles are ‘strongly’ validated. This is
the ‘hypothesis-driven’ phase. In the philosophy of (molecular) biology, the
received view states that scientists strongly evaluate a hypothesis of the
kind ‘the entity x has a causal role in the production of the phenomenon y’
by discovering the mechanisms of production of y and the role of x. There
are several rational paths that lead to the discovery of mechanisms (Bechtel
and Richardson 2010; Craver and Darden 2013). Although this is not the
place to review all the traditional approaches to discovering mechanisms,
it should be emphasized that Weinberg and other ‘traditional’ molecular bi-
ologists clearly refer to these methodologies as the ones used in ‘traditional’
molecular biology. Phases 1 and 2 can be included in the ‘mechanistic’ per-
spective, in the sense that DDHD employs a discovery procedure that is
compatible with the ones depicted by mechanistic philosophy.

Consider, for instance, the crucial distinction made by Bechtel and Rich-
ardson (2010) between localization and decomposition. These two strategies
are considered as starting points in mechanistic discovery. Decomposition
“assumes that one activity of a whole system is the product of a set of sub-
ordinated functions” (2010, 23), while localization tries to identify the enti-
ties that may play the subordinated functions. Clearly, there can be interplay
between the two strategies. In DDHD the particular problem x and the kind
of solutions implied by the background assumption y1, y2, . . . , yn lead to the
assumption that the system investigated is somehow decomposable into
subordinated functions. Accordingly, the system is dismantled into several
6. These genes have functions that, so far, are supposed to have nothing to do with
cancer.
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subcomponents z1, z2 , . . . , zn (e.g., SNPs in a GWAS, somatic mutations in
cancer genomics) that are supposed to be responsible for the subordinated
functions, whatever these are. After the eliminative steps, some of the z’s
are retained as strongly associated with the phenomenon under investiga-
tion. Most importantly, during eliminative steps, some hypotheses are also
developed. If in phase 1 hypotheses take the abstract form of ‘the entity x
has a causal role in the phenotype y’, the particular causal role is not specified
at all. The strategies illustrated in section 2.2 not only eliminate spurious
associations but also provide a provisional idea of the causal role.

The interplay between decomposition and localization might be con-
ceived in parallel to some remarks made by Craver and Darden (2013) in
their chapter 5. The idea is that in discovering mechanisms one looks im-
mediately for entities or activities that might be involved in the phenomenon
of interest. But the task of discovering mechanisms starts with a preliminary
characterization of the phenomenon (precipitating conditions, modulating
conditions, etc.). From this preliminary idea about a phenomenon, one sub-
divides a system into parts, identifying some as relevant. This is exactly the
same with DDHD. In light of the preliminary characterization of a phenom-
enon x and the kind of solutions implied by the background assumption y1,
y2, . . . , yn (where x and y’s form the characterization of the phenomenon
under scrutiny), the system at hand is divided into several subcomponents
z1, z2, . . . , zn (e.g., SNPs in a GWAS, somatic mutations in cancer geno-
mics), and some z’s are retained as being relevant parts of the mechanisms
producing the phenomenon.

The gold standard to corroborate the hypothesis ‘z has the causal role y
in the phenomenon’ is a mechanistic description of how z is implicated in
the phenomenon (for exceptions, see Boniolo 2013). In order to develop
and corroborate such descriptions, molecular biology makes extensive use
of experimental approaches, for example, intervening on a specific com-
ponent of a system (Craver and Darden 2013, especially chap. 8). By ob-
serving the consequences of the intervention on an entity, its contribution to
the whole system might be inferred.

In molecular biology, elucidating mechanisms provide both explanation
and prediction. In most cases, explanation and description are equated. The
idea is that “to give a description of a mechanism for a phenomenon is to
explain that phenomenon, i.e. to explain how it was produced” (Machamer,
Darden, and Craver 2000, 3). Moreover, knowing how a phenomenon is
produced might provide clues on (1) what we should expect if we modify
one of the components of the mechanisms or (2) under which conditions
we should expect that the mechanisms would be in place (i.e., prediction).
Most importantly, by providing descriptions of mechanisms, we have also
control, that is, the ability to modify a system (Craver and Darden 2013).
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Especially in contemporary molecular biology and recent biomedical at-
tempts, the ideal of control is fundamental. This is why data-driven is com-
plemented with hypothesis-driven: correlations and associations are not
enough. Causal knowledge is the aim of phase 3.

In GWASs, the work of most screenings ends with phase 2. However,
practitioners are aware that “the confirmed signals emerging from GWAS
scans and subsequent replication efforts are just that—association signals.
The causal variants will only occasionally be among those” (McCarthy et al.
2008, 365). This is why obtaining “functional confirmation that the vari-
ants implicated are truly causal” (McCarthy et al. 2008, 366) and recon-
structing the molecular and physiological mechanisms are crucial steps.
There are studies (e.g., Pomerantz et al. 2009, 2010) that select SNPs as-
sociated with a disease in many GWASs and try to fully achieve phase 3.
Therefore, in GWASs practitioners try to elaborate and corroborate mech-
anistic descriptions of the same kind as the ones required by ‘traditional’
molecular biology.

Similar considerations may be drawn for cancer genomics. After discov-
ering in phase 2 mutations or genes likely to be drivers in cancer develop-
ment, practitioners elaborate mechanistic descriptions of how these entities
are actually driving disease development.

Therefore, now it should be uncontroversial that DDHD is compatible
with the epistemic perspective embraced by mechanistic philosophers. I am
tempted to say that the discovery strategies employed in DDHD are merely
a particularly interesting version of mechanistic philosophy. The interesting
part is that DDHD provides a set of mechanical procedures to go through
decomposition and localization. While DDHD promotes efficiency, its ap-
proach does not deviate from the general guidelines prescribed in the tra-
ditional loci of the literature on the discovery of mechanisms. This last re-
mark has an important consequence. If both cancer genomics and GWASs
are compatible with the discovery of mechanisms as illustrated by ‘mech-
anistic philosophers’, and if ‘mechanistic philosophy’ identifies the research
strategies employed also in traditional molecular biology, then cancer ge-
nomics and GWASs (taken to exemplify the new methodology for molecu-
lar biology) are neither in opposition to ‘traditional’ molecular biology nor
radically new. Therefore, the epistemic perspective provided by ‘mechanistic
philosophy’ can still make sense of many of the so-called data-driven bio-
logical studies.

To conclude, the proposals that (1) there is not an opposition between
data-driven and hypothesis-driven approaches and (2) in contemporary bi-
ology there is a hybrid of the two (DDHD) are corroborated by actual sci-
entific practices. The hybrid is composed of the practices of generating big
2 Published online by Cambridge University Press

https://doi.org/10.1086/680332


BIG DATA BIOLOGY 209

https://doi.org/10.10
data sets (by means of sequencing technologies) that are then analyzed in
light of the discovery strategies typical of molecular biology.

3. The Role of Mining Studies in Contemporary Biology. The approach
described in the previous section (see table 1) disentangles the scientific
controversy mentioned in the introduction by showing how data-driven and
hypothesis-driven approaches form a hybrid that is compatible with the re-
ceived view of mechanistic philosophy. However, there are plenty of data-
driven studies that cannot be reduced to DDHD. The studies I am talking
about most often emerge from big consortia such as the Cancer Genome
Atlas, the ENCODE project, or the 1000 Genomes Project. By joining forces,
big consortia are able to generate far more data than a single scientific lab.
For example, the Cancer Genome Atlas has sequenced, so far, the genomes
and the exomes of more than 3,000 cancer samples (Ciriello et al. 2013). The
amount of data generated by the 1000 Genome Projects is implied by its
name. ENCODE has recently characterized the biochemical activities along
the human genome’s regions of several human cell lines (ENCODE Proj-
ect Consortium 2012). Databases store these data sets, and recently com-
puter scientists have started to look for patterns in them. It is common to
find in top journals such as Nature or Science articles characterizing trends
and patterns found in vast data sets. Terms such as ‘comparative analyses’,
‘system-level characterizations’, and ‘emerging landscapes’ have become
keywords. I call these screenings “mining studies.” For instance, by analyz-
ing 3,299 tumors from 12 cancer types, Ciriello et al. (2013) discover (1) a
trend that divides tumors into two classes, one characterized by somatic mu-
tations and the other by copy-number variations, and (2) that within each
major class there are specific oncogenic pathways altered. In fact, the aim
of the paper is to reduce the complexity of thousands of molecular altera-
tions discovered in thousands of tumors to a few hundred types and patterns
and to categorize tumors on this basis. Some mining studies focus specif-
TABLE 1. SUMMARY OF THE HIERARCHY OF PRACTICES IN DDHD
WITH THE EXAMPLES OF GWASS AND CANCER GENOMICS

Practice GWASs Cancer Genomics

Background
assumptions

Disease variant hypothesis
SNP hypothesis

Role of (driver) mutations in
the development of cancer

Prioritization Statistical analysis, technical derivation,
replication, and comparison with
ENCODE data

BMR analysis of mutations
and genes

Hypothesis
validation

Traditional strategies for the discovery
of mechanisms

Traditional strategies for the
discovery of mechanisms
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ically on copy-number variations (Li et al. 2012; Kim et al. 2013; Zack et al.
2013) or on somatic mutations (Kandoth et al. 2013), while others focus on
the analysis of trends in the functional annotations of the human genome
(ENCODE Project Consortium 2012). Despite the increasing number of
these studies, their purpose is not clear.

3.1. The Structure of Mining Studies. The structure of these studies is
straightforward. In mining studies, computer scientists look for associa-
tions of metadata. Metadata are labels ‘attached’ to a particular bit of data
(or to a data set), and they are used to describe the bits of data themselves.
In other words, the metadata define what the data are about. The idea of min-
ing studies is that researchers look for robust regularities in metadata as-
sociations. For example, Kim et al. (2013) mine the Cancer Genome Atlas
database, looking for a particular genomic structural rearrangement called
copy-number variation. However, they do not look for regularities of this
type of genomic rearrangement with respect to their position along the hu-
man genome, but rather with respect to another metadatum, that is, tumor
type (defined by tissue of origin). Then, for each set of genomic rearrange-
ments in each tumor type, Kim and colleagues look for the genes located
within the region amplified or deleted. By doing this, it is possible also to
capture certain regularities and to identify, for each tumor type, the biologi-
cal processes that one might expect to find disrupted. In other words, it is
possible to formulate ‘generalizations’ such as ‘in lung cancer, copy-number
variations deregulate the pathways x, y, and z’.

Therefore, the structure of mining studies is simple:

1. Scientists look for associations between different metadata labels in
order to uncover macroregularities.

2. Macroregularities are, strictly speaking, predictions in the sense that
they provide an expectation of what is likely to be observed in simi-
lar contexts.
3.2. What Mining Studies Are Not

3.2.1. Mining Studies Are Not Driven by Eliminative Induction, and
Background Assumptions Are Weaker than in DDHD. Mining studies
are regarded as instances of data-driven research, but they share few fea-
tures with DDHD. What DDHD and mining studies have in common is,
first, the use of background assumptions. However, in mining studies back-
ground assumptions play a substantially weaker role than in DDHD. Back-
ground assumptions of mining studies include

1. the theoretical basis of the computational tools used to identify asso-
ciations;
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2. the fact that pattern discovery is metadata-laden,7 that is, it is possible
to find associations only within the categories of a preexisting tax-
onomy system x (e.g., gene ontology).

Background assumptions in mining studies provide weaker guidelines than
DDHD. There is not a clear scientific problem aside from ‘which are the in-
teresting regularities in this data set?’Moreover, the tentative answer to this
broad problem is not sufficiently specific, as it is merely the idea that the
regularities to be discovered depend strictly on a sort of power set of all pos-
sible ways of associating the metadata labels. It is fair to say that this power
set represents a sort of initial universe of hypotheses for mining studies.
However, the universe of hypotheses in mining studies is narrowed differ-
ently than in DDHD. In DDHD, adding additional assumptions narrows the
initial universe. In mining studies, eliminative principles are weaker and more
vague. They are based on whether a computer scientist considers a pattern suf-
ficiently robust to be defined as regularity. Apart from these, there are no other
background assumptions constraining the discovery of patterns.

3.2.2. Mining Studies Are Not Explanatory. As has been suggested,
DDHD aims to provide acceptable hypotheses. The way hypotheses are
taken to be acceptable is by discovering, through experimental manipula-
tions, that the entities hypothesized to play a causal role in a phenomenon
are actually embedded in a mechanism. The gold standard is a description of
a mechanism where one or more of the entities that survived eliminative
induction play a key role.

In mining studies, the ideal of discovering mechanisms plays no role.
What mining studies provide are predictions or generalization. While it is
true that providing a mechanistic explanation enables the formulation of
predictions, the reverse is clearly false. The fact that an SNP has a causal
role in a mechanism that affects diabetes enables the formulation of the
prediction that, whenever I find the SNP, there is a high probability of find-
ing diabetes. However, merely finding the correlation between an SNP and
diabetes does not provide mechanistic descriptions that can explain the as-
sociation. Douglas (2009) argues that the relation between explanation and
prediction is a functional one. Actually, “explanations provide the cognitive
path to predictions, which then serve to test and refine the explanation”
7. To better understand what ‘metadata-laden’ means, imagine that the taxonomical sys-
tem used by Ciriello et al. to embed their research classifies ‘DNA mismatch repair’ and
‘p-53 mediated apoptosis’ under the same label (see fig. 1). Then, we would not be able
to identify the patterns according to which ‘DNA mismatch repair’ is not altered in ovar-
ian cancer, while ‘p-53 mediated apoptosis’ it is (see fig. 1) because we would classify
‘DNA mismatch repair’ and ‘p-53 mediated apoptosis’ as the same phenomenon.
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(Douglas 2009, 454). In a nutshell, predictions are valuable because they
force us to test our explanations.

In the case of DDHD, the reverse is true: predictions (the prioritized
hypotheses) provide the cognitive path to mechanistic explanation. This can
be true also for mining studies. The association of ovarian cancer with al-
teration of p-53 mediated apoptosis is a prediction suggesting an experi-
mental path to elaborate mechanistic descriptions. However, what I argue
in the next section is that the predictions established by mining studies do
not suggest directly a path to uncover mechanisms, but rather something
subtler.

3.3. Predictions Established by Mining Studies Are Generalizations
Forming Additional Background Assumptions for DDHD. In section 3.2
I have shown that the role of mining studies in contemporary biological re-
search is not entirely clear. What is the function of their predictions in con-
temporary biological research?

Predictions may also be seen as generalizations (Shmueli 2010). The
reason is that the function of scientific generalizations “is to provide reli-
able expectations of the occurrence of events and patterns of properties”
(Mitchell 1997, S477). For instance, it is possible to generalize the asso-
ciation between two transcription factors (x and y) through the ENCODE
data so that whenever one finds x, y is likely to be found. Another example
is figure 1 (taken from Ciriello et al. 2013), where one may observe a strong
association between the gene PIK3CA and breast cancer. This means that
there is a high probability of finding PIK3CA mutated in breast cancer.

However, generalizations uncovered by mining studies play, in my opin-
ion, a subtler role than traditional predictions or expectations. My claim is
that generalizations inferred from mining studies might provide some of
the eliminative principles used to narrow the universe of hypotheses elab-
orated in phases 1 and 2 of DDHD. Let us see how.

Consider GWASs. Above, I have said that one late eliminative step is
to elaborate a preliminary functional characterization of SNPs by looking at
ENCODE data (Germain et al. 2014). If an SNP either does not overlap a
functional region or overlaps with a region whose function is not related
to the phenotype of interest, then the SNP is eliminated from the universe
of hypotheses. ENCODE and other big projects’ annotations are clustered
with other functional annotations from other big projects in a database called
RegulomeDB (Boyle et al. 2012; Schaub et al. 2012).8 The aim of this da-
tabase is to provide comprehensive generalizations of the biochemical activ-
ities on the human genome, as well as a quantification of the confidence that
a particular genomic region is likely to engage in a particular activity. This
8. See http://www.regulomedb.org/.
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Figure 1. Visual summary of the patterns identified in the mining study
(Ciriello et al. 2013). a, Tumors are divided into two main classes: mutational
tumors (M) and copy-number tumors (C). For M, Ciriello and colleagues have
identified 17 subclasses, while within C they have found 14 distinct ‘oncogenic
signatures’. b, Each tumor type (defined by tissue of origin) falls, mostly, in one
of the subclasses. c, Each tumor type has specific functional alterations related to
specific genes. d,e, Each tumor type has specific cellular processes and pathways
disrupted. Shades of gray represent the fraction of samples in the cluster. The fig-
ure is taken from Ciriello et al. (2013) and has been modified. In particular, it has
been transformed into black and white. Enlarged figure available as an online en-
hancement.
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type of classification can be seen as a generalization of the biochemical activ-
ity happening in each region of the human genome in the form of ‘the genomic
region x is biochemically active in such and such a way’. These generaliza-
tions suggest useful principles to be used in order to interpret SNPs and hence
to narrow the universe of hypotheses of GWASs. For instance, imagine that
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the SNP x falls in a region y that is associated with a transcription factor
binding site influencing a particular gene z. One might speculate that x has
a small effect on the phenotype of interest because it lies in y, which in turn
regulates the expression of z. By means of generalizations provided by da-
tabases like RegulomeDB about y, biologists can either eliminate SNPs or
develop a more precise idea of the causal role that an SNP might have.

Similar considerations may be drawn for cancer genomics. As Raphael
et al. (2014) emphasize, a challenge in cancer genomics is to identify driver
mutations and to understand their effects on pathways and cellular processes.
The idea is that certain genes (in light of functions and the pathways genes
participate in) might be good proxies for driver mutations. As emphasized
in the literature (Vandin et al. 2012; Raphael et al. 2014), there are tools that,
by grouping genes in terms of functions and pathways, may be of some help
in restricting the universe of driver genes. However, how do we decide whether
a pathway is relevant to cancer? There is a sort of ‘store’ of relevant path-
ways in cancer genomics. This is represented in a propositional formby famous
reviews (Hanahan and Weinberg 2011; Garraway and Lander 2013; Vo-
gelstein et al. 2013) or by textbooks. However, mining studies have started
to provide such a ‘store’ in a more comprehensive way. Consider the min-
ing study of Ciriello et al. (2013). By means of their generalizations, in DDHD
it is possible to compile a list of cancer-specific pathways to check during the
narrowing of the universe of hypotheses. Let us see this through a specific ex-
ample. Consider figure 1.

This figure represents a visual summary of the patterns identified in Cir-
iello et al. (2013). Actually, this figure is a representation of the mining study.
Imagine that a physician has a patient affected by colon cancer (ultramutator
variety). The physician then decides to genotype the tumor of the patient in
order to better understand the genomic features of the tumor. A guide on
what to look for in the genome is provided by figure 1. First, if the tumor is
colon cancer ultramutator (column b, COADREAD-ultra) variety, then it is an
M1 tumor (column a). Second, somatic driver mutations should be located in
selected genes such as ATM, APC, or PTEN and other genes that are located in
the same pathways (column c). Therefore, the physician will observe only
certain genes and not others (column c). Moreover, in order to identify dis-
rupted pathways and altered cellular processes, the study of Ciriello et al. is
a source of criteria for prioritization. In the case of colon cancer, disrupted
processes and pathways include chromatin organization, PI3K-AKT sig-
naling, and so on, as shown in columns d and e.

To sum up, the associations found by Ciriello et al. might be considered
as a set of predetermined genes and pathways that any researcher should
compare with her list of mutations, genes, and copy-number variations. If
certain genes do not overlap with this set, then they should be eliminated
from the universe of hypotheses. In this sense, generalizations drawn through
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mining studies provide new eliminative principles or complement existing
ones.

3.4. Mining Studies as Instances of Exploratory Experimentations. In
the previous section I argued that mining studies elaborate generalizations
aimed at creating or complementing eliminative principles for DDHD. Fol-
lowing this line of reasoning, we might say that mining studies are driven by
a desire to find hints on how to look at an enormous amount of data when
there are no specific expectations guiding observation. Interestingly, min-
ing studies might be considered as a peculiar case of exploratory experi-
ments. Actually, mining studies meet many of the features of exploratory ex-
periments ascribed by Steinle (1997). For instance, exploratory experiments
are “driven by the elementary desire to obtain empirical regularities and to
find out proper concepts and classifications by means of which those reg-
ularities can be formulated” (Steinle 1997, S70). This is exactly the goal
of mining studies, which aim to obtain patterns of data, extract general-
izations, and elaborate new classificatory frameworks. Exploratory experi-
ments, Steinle goes on, emerge in periods of scientific development when
a well-formed theory about certain phenomena is missing. Needless to say,
so-called big data biology is still in its infancy, and only recently have sci-
entists started to uncover preliminary generalizations. Steinle also adds that
exploratory experiments are not theory-free but rather are somehow con-
strained by guidelines. Similarly, mining studies are constrained by meta-
data labels and the computational tools employed to discover associations
of various sorts. O’Malley (2007) argues that exploratory experiments deal
with complex interacting systems. This is the case for mining studies and
explorations of genomes. As is now widely shared consensus, genomes are
highly complex entities. Moreover, O’Malley adds that exploratory exper-
iments constitute a broad inquiry based on multiple experiments and their
relationships. As the examples above have shown, this is clearly the case for
mining studies.
4. Conclusion. In this paper I have tried to make sense of the recent de-
bate on the nature of big data studies in molecular biology.

First, I considered a recent proposal claiming that data-driven studies in
biology are hybridized with traditional methodologies of mechanistic dis-
covery. I provided a framework composed of three stages where data-driven
methodologies are actually included in the broader mechanistic perspec-
tive. The aim of the first part of this article was to show that the controversy
between scientists supporting ‘traditional’ molecular biology (‘hypothesis-
driven’) and scientists supporting biology ‘post–Human Genome Project’
(‘data-driven’) is ill posed. The only difference between DDHD and tradi-
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tional methodologies of mechanistic discovery is that the former provide
quasi-algorithmic procedures to follow the strategies of decomposition and
localization (Bechtel and Richardson 2010), that is, to identify components
that are supposed to be involved in the phenomenon of interest.

The second aim of this work was to find a place in contemporary biology
for what I call ‘mining studies’. These studies are ‘data-driven’, but they
seem not to be instances of DDHD in any straightforward way. However,
mining studies aim to elaborate generalization that can be used to provide
guidelines for the formulation of eliminative principles to be used in DDHD
research. In particular, mining studies play the role of exploratory experi-
ments in navigating the immense sea of data generated by contemporary
sequencing projects. It is not unfair to say that mining studies represent a
sort of ‘store’ for discovery à la Darden (Craver and Darden 2013). These
stores not only involve entities and activities but also provide important hints
about entities’ involvement in various phenomena.

Therefore, it seems that the discovery strategies of DDHD, although they
do not deviate from the ones described by mechanistic philosophy, crucially
make use of exploratory experimentations. Mining studies can be seen as one
type of heuristic strategy fitting the general mechanistic perspective.

Molecular biology is undergoing a deep change, especially after the Hu-
man Genome Project. Examples include the combination of multiple types
of expertise, the increasing importance of computer scientists, and the ex-
tensive use of biological databases even for elementary purposes. However,
from my analysis it seems that the way biological systems are analyzed
has not changed as dramatically as other aspects related to biological re-
search. Vast data sets are useful mainly because, when analyzed by means
of powerful computational resources, they are taken as more comprehensive
starting points for typical decomposition and localization strategies. The
power of ‘data-driven’ studies (including many ‘system’ biology’ studies;
see Gross 2013) lies exactly in the amplitude of data provided. As Dul-
becco anticipated many years ago (1986), having a higher system-level view
of all the biological entities (genes, entities, etc.) that in principle might be
involved in the development of a phenotype can be a more effective starting
point to discovery than a piecemeal, tried-and-tested approach, where one
picks up entities to analyze randomly. The same applies for mining studies.
Within the traditional discovery strategies of molecular biology, the power
of mining studies lies in the hints they provide for the prioritization of cer-
tain entities.
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