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1. Introduction

This paper gives a complete classification of the spherical unitary dual of the split groups
Sp(n) and So(n) over the real and p-adic field. Most of the results were known earlier
from [2], [3], [4] and [12]. As is explained in these references, in the p-adic case the
classification of the spherical unitary dual is equivalent to the classification of the unitary
generic (in the sense of admitting Whittaker models) Iwahori-spherical modules. The
new result is the proof of necessary conditions for unitarity in the real case. Following
a suggestion of Vogan, I find a set of K-types which I call relevant which detect the
nonunitarity. They have the property that they are in 1–1 correspondence with certain
irreducible Weyl group representations (called relevant) so that the intertwining operators
are the same in the real and p-adic case. The fact that these relevant W -types detect
unitarity in the p-adic case is also new. Thus the same proof applies in both cases. Since
the answer is independent of the field, this establishes a form of the Lefschetz principle.

Let G be a split symplectic or orthogonal group over a local field F which is either R or
a p-adic field. Fix a maximal compact subgroup K. In the real case, there is only one
conjugacy class. In the p-adic case, let K = G(R) where F ⊃ R ⊃ P, with R the ring
of integers and P the maximal prime ideal. Fix also a rational Borel subgroup B = AN .
Then G = KB. A representation (π, V ) (admissible) is called spherical if V K �= (0).

The classification of irreducible admissible spherical modules is well known. For every
irreducible spherical π, there is a character χ ∈ Â such that χ|A∩K = triv, and π is the
unique spherical subquotient of IndG

B [χ ⊗ 1]. We will call a character χ whose restriction
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to A∩K is trivial, unramified. Write X(χ) for the induced module (principal series) and
L(χ) for the irreducible spherical subquotient. Two such modules L(χ) and L(χ′) are
equivalent if and only if there is an element in the Weyl group W such that wχ = χ′. An
L(χ) admits a non-degenerate hermitian form if and only if there is w ∈ W such that
wχ = −χ̄.

The character χ is called real if it takes only positive real values. For real groups, χ

is real if and only if L(χ) has real infinitesimal character [22, Chapter 16]. As is proved
there, any unitary representation of a real reductive group with non-real infinitesimal
character is unitarily induced from a unitary representation with real infinitesimal char-
acter on a proper Levi component. So for real groups it makes sense to consider only real
infinitesimal character. In the p-adic case, χ is called real if the infinitesimal character is
real in the sense of [11]. The results in [10] show that the problem of determining the
unitary irreducible representations with Iwahori fixed vectors is equivalent to the same
problem for the Iwahori–Hecke algebra. In [11], it is shown that the problem of classifying
the unitary dual for the Hecke algebra reduces to determining the unitary dual with real
infinitesimal character of some smaller Hecke algebra (not necessarily one for a proper
Levi subgroup). So for p-adic groups as well it is sufficient to consider only real χ.

So we start by parametrizing real unramified characters of A. Since G is split, A ∼=
(F×)n where n is the rank. Define

a
∗ = X∗(A) ⊗Z R, (1.1)

where X∗(A) is the lattice of characters of the algebraic torus A. Each element ν ∈ a∗

defines an unramified character χν of A, characterized by the formula

χν(τ(f)) = |f |〈τ,ν〉, f ∈ F×, (1.2)

where τ is an element of the lattice of one parameter subgroups X∗(A). Since the torus
is split, each element of X− ∗ (A) can be regarded as a homomorphism of F× into A.
The pairing in the exponent in (1.2) corresponds to the natural identification of a∗ with
Hom[X∗(A), R]. The map ν → χν from a∗ to real unramified characters of A is an
isomorphism. We will often identify the two sets writing simply χ ∈ a∗.

Let Ǧ be the (complex) dual group, and let Ǎ be the torus dual to A. Then a∗ ⊗R C

is canonically isomorphic to ǎ, the Lie algebra of Ǎ. So we can regard χ as an element
of ǎ. We attach to each χ a nilpotent orbit Ǒ(χ) as follows. By the Jacobson–Morozov
theorem, there is a 1–1 correspondence between nilpotent orbits Ǒ and Ǧ-conjugacy
classes of Lie triples {ě, ȟ, f̌}; the correspondence satisfies ě ∈ Ǒ. Choose the Lie triple
such that ȟ ∈ ǎ. Then there are many Ǒ such that χ can be written as wχ = 1

2 ȟ+ν with
ν ∈ z(ě, ȟ, f̌), the centralizer in ǧ of the triple. For example this is always possible with
Ǒ = (0). The results in [10] guarantee that for any χ there is a unique Ǒ(χ) satisfying

(1) there exists w ∈ W such that wχ = 1
2 ȟ + ν with ν ∈ z(ě, ȟ, f̌),

(2) if χ satisfies property (1) for any other Ǒ′, then Ǒ′ ⊂ Ǒ(χ).
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Here is another characterization of the orbit Ǒ(χ). Let

ǧ1 := {x ∈ ǧ : [χ, x] = x}, ǧ0 := {x ∈ ǧ : [χ, x] = 0}.

Then Ǧ0, the Lie group corresponding to the Lie algebra ǧ0 has an open dense orbit in
ǧ1. Its Ǧ saturation in ǧ is Ǒ(χ).

The pair (Ǒ(χ), ν) has further nice properties. For example assume that ν = 0 in (1)
above. Then the representation L(χ) is one of the parameters that the Arthur conjectures
predict to play a role in the residual spectrum. In particular, L(χ) should be unitary. In
the p-adic case one can verify the unitarity directly as follows. In [10] it is shown how
to calculate the Iwahori–Matsumoto dual of L(χ) in the Kazhdan–Lusztig classification
of representations with Iwahori-fixed vector. It turns out that in the case ν = 0, it is a
tempered module, and therefore unitary. Since the results in [10] show that the Iwahori–
Matsumoto involution preserves unitarity, L(χ) is unitary as well. In the real case, a
direct proof of the unitarity of L(χ) (still with ν = 0 as in (1) above) is given in [4], and
in § 9 of this paper.

In the classical Lie algebras, the centralizer z(ě, ȟ, f̌) is a product of symplectic and
orthogonal Lie algebras. We will often abbreviate it as z(Ǒ). The orbit Ǒ is called dis-
tinguished if z(Ǒ) does not contain a non-trivial torus; equivalently, the orbit does not
meet any proper Levi component. Let m̌BC be the centralizer of a Cartan subalgebra in
z(Ǒ). This is the Levi component of a parabolic subalgebra. The subalgebra m̌BC is the
Levi subalgebra attached to Ǒ by the Bala–Carter classification of nilpotent orbits. The
intersection of Ǒ with m̌BC is the other datum attached to Ǒ, a distinguished orbit in
m̌BC. We will usually denote it m̌BC(Ǒ) if we need to emphasize the dependence on the
nilpotent orbit. Let MBC ⊂ G be the Levi subgroup whose Lie algebra mBC has m̌BC as
its dual.

The parameter χ gives rise to a spherical irreducible representation LMBC(χ) on MBC

as well as a L(χ). Then L(χ) is the unique spherical irreducible subquotient of

IMBC(χ) := IndG
MBC

[LMBC(χ)]. (1.3)

To motivate why we consider MBC(Ǒ), we need to recall some facts about the Kazhdan–
Lusztig classification of representations with Iwahori fixed vectors in the p-adic case.
Denote by τ the Iwahori–Matsumoto involution. Then the space of Iwahori fixed vectors
of τ(L(χ)) is a W -representation (see § 5.2 and [10]), and contains the W -representation
‘sgn’. Irreducible representations with Iwahori-fixed vectors are parametrized by Kazh-
dan–Lusztig data; these are Ǧ conjugacy classes of (ě, χ, ψ) where ě ∈ ǧ is such that
[χ, ě] = ě, and ψ is an irreducible representation of the component group A(χ, ě). To
each such parameter there is associated a standard module X(ě, χ, ψ) which contains
a unique irreducible submodule L(ě, χ, ψ). All other factors have parameters (ě′, χ′, ψ′)
such that

Ǒ(ě) ⊂ Ǒ(ě′), Ǒ(ě) �= Ǒ(ě′).

As explained in §§ 4 and 8 in [10], X(ě′, χ′, ψ′) contains sgn if and only if ψ′ = triv. Thus
if we assume Ǒ satisfies (1) and (2) with respect to χ, it follows that X(ě, χ, triv) =
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L(ě, χ, triv). We would like it to equal IMBC but this is not true. In general (for an M

which contains MBC), L(ě, χ, triv) = IndG
M [XM (ě, χ, triv)] if and only if the component

AM (ě, χ) equals the component group A(ě, χ). We will enlarge MBC(Ǒ) to an MKL so
that AMKL(ě, χ) = A(ě, χ). Note that if m̌ ⊂ m̌′, then AM (ě, χ) ⊂ AM ′(ě, χ). Then

IndG
MKL

[XMKL(ě, χ, triv)] = X(ě, χ, triv) = L(ě, χ, triv), (1.4)

and defining
IMKL(χ) := IndG

MKL
[LMKL(χ)], (1.5)

the equality
L(χ) = IMKL(χ) (1.6)

follows by applying τ . We remark that MKL depends on χ as well as ě. It will be described
explicitly in § 2. A more general discussion about how canonical m̌KL is, appears in [9].

In the real case, we use the same Levi components as in the p-adic case. Then equality
(1.6) does not hold for any proper Levi component. A result essential for the paper is
that equality does hold at the level of multiplicities of the relevant K-types (defined in
§§ 4.2–4.5).

We will use the data (Ǒ, ν) to parametrize the unitary dual. Fix an Ǒ. A representation
L(χ) will be called a complementary series attached to Ǒ, if it is unitary, and Ǒ(χ) = Ǒ.
To describe it, we need to give the set of ν such that L(χ) with χ = 1

2 ȟ + ν is unitary.
Viewed as an element of z(Ǒ), the element ν gives rise to a spherical parameter ((0), ν)
where (0) denotes the trivial nilpotent orbit. The main result in § 3.2 says that the ν

giving rise to the complementary series for Ǒ coincide with the ones giving rise to the
complementary series for (0) on z(Ǒ). This is suggestive of Langlands functoriality.

It is natural to conjecture that such a result will hold for all split groups. Recent work
of Ciubotaru for F4, and by Ciubotaru and myself for the other exceptional cases, show
that this is generally true, but there are exceptions.

I give a more detailed outline of the paper. Section 2 reviews notation from earlier
papers. Section 3 gives a statement of the main results. A representation is called spherical
unipotent if its parameter is of the form 1

2 ȟ for the neutral element of a Lie triple
associated to a nilpotent orbit Ǒ. The unitarity of the spherical unipotent representations
is dealt with in § 8. For the p-adic case I simply cite [12]. The real case (sketched in [3])
is redone in § 9.4. The proofs are simpler than the original ones because I take advantage
of the fact that wavefront sets, asymptotic supports and associated varieties ‘coincide’
due to [28]. Section 10.1 proves an irreducibility result in the real case which is clear in
the p-adic case from the work of Kazhdan–Lusztig. This is needed for determining the
complementary series (Definition 3.1 in § 3.1).

Sections 4 and 5 deal with the nonunitarity. The decomposition χ = 1
2 ȟ + ν is intro-

duced in § 3. It is more common to parametrize the χ by representatives in ǎ which
are dominant with respect to some positive root system. We use Bourbaki’s standard
realization of the positive system. It is quite messy to determine the data (Ǒ, ν) from a
dominant parameter, because of the nature of the nilpotent orbits and the Weyl group.
Sections 2.3 and 2.8 give a combinatorial description of (Ǒ, ν) starting from a dominant χ.
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In the classical cases, the orbit Ǒ is given in terms of partitions. To such a partition
we associate the Levi component

ˇmBC := gl(a1) × · · · × gl(ak) × ǧ0(n0)

given by the Bala–Carter classification. (The ǧ0 in this formula is not related to the one
just after conditions (1) and (2).) The intersection of Ǒ with m̌BC is an orbit of the form

(a1) × · · · × (ar) × Ǒ0

where Ǒ0 is a distinguished nilpotent orbit, and (ai) is the principal nilpotent orbit of
gl(ai). This is the distinguished orbit associated to Ǒ by Bala–Carter. Then χ gives
rise to irreducible spherical modules LM (χ), L(χ) and IM (χ) as in (1.3) and (1.6). The
module L(χ) is the irreducible spherical subquotient of IM (χ). As already mentioned,
IMKL(χ) = L(χ) in the p-adic case, but not the real case. In all cases, the multiplicities of
the relevant K-types in L(χ), IM (χ) coincide. These are representations of the Weyl group
in the p-adic case, representations of the maximal compact subgroup in the real case.
Their definition is in §§ 4.2–4.7, and in § 4.8; they are a small finite set of representations
which provide necessary conditions for unitarity which are also sufficient. Their role
is outlined at the beginning of § 4. The relationship between the real and p-adic case
is investigated in § 4. In particular the issue is addressed of how the relevant K-types
allow us to deal with the p-adic case only. A more general class of K-types for split real
groups (named petite K-types), on which the intertwining operator is equal to the p-adic
operator, is defined in [6], and the proofs are more conceptual. In [27] a more general
notion of single petaled is studied independently, and for different purposes. Sections 4.4,
and 4.5 are included for completeness. The interested reader can consult [6] and [8] for
results where these kinds of K-types and W -types are useful. The determination of the
non-unitary parameters proceeds by induction on the rank of ǧ and by the inclusion
relations of the closure of the orbit Ǒ. Section 5 completes the induction step; it shows
that conditions (B) in § 3.1 is necessary. The last part of the induction step is actually
done in § 3.1.

2. Description of the spherical parameters

2.1. Explicit Langlands parameters

We consider spherical irreducible representations of the split connected classical groups
of rank n of type B, C, D, precisely, G = So(2n+1), G = Sp(2n) and G = So(2n). These
groups will be denoted by G(n) when there is no danger of confusion (n is the rank).
Levi components will be written as

M = GL(k1) × · · · × GL(kr) × G0(n0), (2.1)

where G0(n0) is the factor of the same type as G. The corresponding complex Lie algebras
are denoted g(n) and m = gl(k1) × · · · × gl(kr) × g0(n0).
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As already explained in the introduction, we deal with real unramified characters only,
and this is sufficient for determining the full spherical unitary dual. In the case of classical
groups, such a character can be represented by a vector of size the rank of the group. Two
such vectors parametrize the same irreducible spherical module if they are conjugate via
the Weyl group which acts by permutations and sign changes for types B and C and by
permutations and an even number of sign changes in type D.

For a given unramified χ, let L(χ) be the corresponding irreducible spherical module.
We will occasionally refer to χ as the infinitesimal character.

For any nilpotent orbit Ǒ ⊂ ǧ we attach an unramified parameter χǑ ∈ a∗ as follows.
Recall from the introduction that a∗ ⊗R C is canonically isomorphic to ǎ. Let {ě, ȟ, f̌}
be representatives for the Lie triple associated to a nilpotent orbit Ǒ. Then χǑ := 1

2 ȟ.
Conversely, to each χ we will attach a nilpotent orbit Ǒ ⊂ ǧ and Levi components MBC,

MKL := GL(k1)×· · ·×GL(kr)×G0(n0). In addition we will specify an even nilpotent orbit
Ǒ0 ⊂ ǧ0(n0) with unramified character χ0 := χǑ0

on g0(n0), and unramified characters
χi on the GL(ki). These data have the property that L(χ) is the spherical subquotient
of

IndG
MKL

[⊗
i

L(χi) ⊗ L(χ0)
]
. (2.2)

2.2. We introduce the following notation (a variant of the one used by Zelevinski [37]).

Definition 2.1. A string is a sequence

(a, a + 1, . . . , b − 1, b)

of numbers increasing by 1 from a to b. A set of strings is called nested if for any
two strings either the coordinates do not differ by integers, or if they do, then their
coordinates, say (a1, . . . , b1) and (a2, . . . , b2), satisfy

a1 � a2 � b2 � b1 or a2 � a1 � b1 � b2 (2.3)

or
b1 + 1 < a2 or b2 + 1 < a1. (2.4)

A set of strings is called strongly nested if the coordinates of any two strings either do
not differ by integers or else satisfy (2.3). �

Each string represents a one-dimensional spherical representation of a GL(ni) with
ni = bi − ai + 1. The match up is

(a, . . . , b) ←→ |det|(a+b)/2, of GL(b − a + 1), (2.5)

where det is the determinant character of GL(n). In the case of G = GL(n), we record
the following result. For the p-adic case, it originates in the work of Zelevinski and
Bernstein–Zelevinski (see [37] and references therein). To each set of strings (a1, . . . , b1;
· · · ; ak, . . . , bk) we can attach a Levi component

MBC :=
∏

1�i�k

GL(ni),
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and an induced module
I(χ) := IndGL(n)

MBC

[⊗
L(χi)

]
, (2.6)

where χi are obtained from the strings as in (2.5).
In general, if the set of strings is not nested, then the corresponding induced module

is not irreducible. The coordinates of χ in a∗ � Rn determine a set of nested strings as
follows. Extract the longest string starting with the smallest coordinate in χ. Continue to
extract sequences from the remainder until there are no elements left. This set of strings
is, up to the order of the strings, the unique set of nested strings one can form out of the
entries of χ.

Theorem 2.2. Suppose F is p-adic. Let (a1, . . . , b1; . . . ; ar, . . . , br) be a set of nested
strings, and M := GL(b1 − a1 + 1) × · · · × GL(br − ar + 1). Then

L(χ) = IndGL(n)
M [|det|(a1+b1)/2 · · · · · |det|(ar+br)/2].

In the language of § 2.1, MBC = MKL = M , where M is the one defined in the
theorem. The nilpotent orbit Ǒ corresponds to the partition of n with entries (bi −
ai + 1); it is the orbit Ǒ(χ) satisfying (1) and (2) in the introduction, with respect to
χ = (a1, . . . , b1; . . . ; ar, . . . , br).

For the real case (still GL(n)), the induced module in Theorem 2.2 fails to be irre-
ducible. However

[µ : L(χ)] = [µ : IndGL(n)
M [|det|(a1+b1)/2 · · · · · |det|(ar+br)/2]] (2.7)

whenever µ is a relevant K-type.
This is essential for many of the arguments. Relevant K-types are defined in §§ 4.2–4.7.
We will generalize this procedure to the other classical groups. As before, the induced

modules that we construct fail to be irreducible in the real case. Instead we will establish
that

dim HomK [µ : L(χ)] = dim HomK [µ : IMKL(χ)] (2.8)

for relevant K-types, where IMKL(χ) is defined by (1.5), and make essential use of this
fact.

2.3. Nilpotent orbits

In this section we attach a set of parameters to each nilpotent orbit Ǒ ⊂ ǧ. Let {ě, ȟ, f̌}
be a Lie triple so that ě ∈ Ǒ, and let z(Ǒ) be its centralizer. In order for χ to be a
parameter attached to Ǒ we require that

χ = 1
2 ȟ + ν, ν ∈ z(Ǒ), semisimple, (2.9)

but also that if

χ = 1
2 ȟ′ + ν′, ν′ ∈ z(Ǒ′), semisimple (2.10)
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for another nilpotent orbit Ǒ′ ⊂ ǧ, then Ǒ′ ⊂ Ǒ. In [10], it is shown that the orbit of χ,
uniquely determines Ǒ and the conjugacy class of ν ∈ z(Ǒ). We describe the pairs (Ǒ, ν)
explicitly in the classical cases.

Nilpotent orbits are parametrized by partitions

(1, . . . , 1︸ ︷︷ ︸
r1

, 2, . . . , 2︸ ︷︷ ︸
r2

, . . . , j, . . . , j︸ ︷︷ ︸
rj

, . . . ), (2.11)

satisfying the following constraints.

ǧ = An−1: gl(n), partitions of n.

ǧ = Bn: so(2n+1), partitions of 2n+1 such that every even part occurs an even number
of times.

ǧ = Cn: sp(2n), partitions of 2n such that every odd part occurs an even number of
times.

ǧ = Dn: so(2n), partitions of 2n such that every even part occurs an even number of
times. In the case when every part of the partition is even, there are two conjugacy
classes of nilpotent orbits with the same Jordan blocks, labelled (I) and (II). The two
orbits are conjugate under the action of O(2n).

The Bala–Carter classification is particularly well suited for describing the parameter
spaces attached to the Ǒ ⊂ ǧ. An orbit is called distinguished if it does not meet any
proper Levi component. In type A, the only distinguished orbit is the principal nilpotent
orbit, where the partition has only one part. In the other cases, the distinguished orbits
are the ones where each part of the partition occurs at most once. In particular, these are
even nilpotent orbits, i.e. ad ȟ has even eigenvalues only on ǧ. Let Ǒ ⊂ ǧ be an arbitrary
nilpotent orbit. We need to put it into as small as possible Levi component m̌. In type A,
if the partition is (a1, . . . , ak), the Levi component is m̌BC = gl(a1) × · · · × gl(ak). In the
other classical types, the orbit Ǒ meets a proper Levi component if and only if one of
the rj > 1. So separate as many pairs (a, a) from the partition as possible, and rewrite
it as

((a1, a1), . . . , (ak, ak); d1, . . . , dl), (2.12)

with di < di+1. The Levi component m̌BC attached to this nilpotent by Bala–Carter is

m̌BC = gl(a1) × · · · × gl(ak) × ǧ0(n0), n0 := n −
∑

ai. (2.13)

The distinguished nilpotent orbit is the one with partition (di) on ǧ(n0), principal nilpo-
tent on each gl(aj). The χ of the form 1

2 ȟ + ν are the ones with ν an element of the
centre of m̌BC. The explicit form is

(. . . ; − 1
2 (ai − 1) + νi, . . . ,

1
2 (ai − 1) + νi, . . . ; 1

2 ȟ0), (2.14)

where ȟ0 is the middle element of a triple corresponding to (di). We will write out (di)
and 1

2 ȟ0 in §§ 2.4–2.7.
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We will consider more general cases where we write the partition of Ǒ in the form
(2.12) so that the di are not necessarily distinct, but (di) forms an even nilpotent orbit
in ǧ0(n0). This will be the situation for m̌KL.

The parameter χ determines an irreducible spherical module L(χ) for G as well as an
LM (χ) for M = MBC or MKL of the form

L1(χ1) ⊗ · · · ⊗ Lk(χk) ⊗ L0(χ0), (2.15)

where the Li(χi), i = 1, . . . , k, are one dimensional. We will consider the relation between
the induced module

IM (χ) := IndG
M [LM (χ)], (2.16)

and L(χ).

2.4. G of type A

We write the 1
2 ȟ for a nilpotent Ǒ corresponding to (a1, . . . , ak) with ai � ai+1 as

(. . . ; − 1
2 (ai − 1), . . . , 1

2 (ai − 1); . . .).

The parameters of the form χ = 1
2 ȟ + ν are then

(. . . ; − 1
2 (ai − 1) + νi, . . . ,

1
2 (ai − 1) + νi; . . .). (2.17)

Conversely, given a parameter as a concatenation of strings

χ = (. . . ; Ai, . . . , Bi; . . .), (2.18)

it is of the form 1
2 ȟ + ν, where ȟ is the neutral element for the nilpotent orbit with

partition (Ai+Bi+1) (the parts need not be in any particular order) and νi = 1
2 (Ai−Bi).

We recall the following well-known result about closures of nilpotent orbits.

Lemma 2.3. Assume Ǒ and Ǒ′ correspond to the (increasing) partitions (a1, . . . , ak)
and (b1, . . . , bk) respectively, where some of the ai or bj may be zero in order to have the
same number k. The following are equivalent:

(1) Ǒ′ ⊂ Ǒ;

(2)
∑

i�s ai �
∑

i�s bi for all k � s � 1.

Proposition 2.4. A parameter χ as in (2.17) is attached to Ǒ in the sense of satisfying
(2.9) and (2.10) if and only if it is nested.

Proof. Assume the strings are not nested. There must be two strings

(A, . . . , B), (C, . . . , D) (2.19)

such that A − C ∈ Z, and A < C � B < D, or C = B + 1. Then by conjugating χ by
the Weyl group to a χ′, we can rearrange the coordinates of the two strings in (2.19) so
that the strings

(A, . . . , D), (C, . . . , B) or (A, . . . , B, B + 1 = C, . . . , D) (2.20)

appear. Then by the lemma, χ′ = 1
2 ȟ′ + ν′ for a strictly larger nilpotent Ǒ′.
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Conversely, assume χ = 1
2 ȟ + ν, so it is written as strings, and they are nested. The

nilpotent orbit for which the neutral element is 1
2 ȟ has partition given by the lengths of

the strings, say (a1, . . . ak) in increasing order. If χ is nested, then ak is the length of
the longest string of entries we can extract from the coordinates of χ, ak−1 the longest
string we can extract from the remaining coordinates and so on. Then (2) of Lemma 2.3
precludes the possibility that some conjugate χ′ equals 1

2 ȟ′ + ν′ for a strictly larger
nilpotent orbit. �

In type A, m̌KL = m̌BC.

2.5. G of type B

Rearrange the parts of the partition of Ǒ ⊂ sp(2n, C), in the form (2.12),

((a1, a1), . . . , (ak, ak); 2x0, . . . , 2x2m). (2.21)

The di have been relabelled as 2xi and a 2x0 = 0 is added if necessary, to insure that
there is an odd number. The xi are integers, because all the odd parts of the partition
of Ǒ occur an even number of times, and were therefore extracted as (ai, ai). The χ of
the form 1

2 ȟ + ν are

(. . . ; − 1
2 (ai − 1) + νi, . . . ,

1
2 (ai − 1) + νi; . . . ; 1

2 , . . . , 1
2︸ ︷︷ ︸

n1/2

, . . . , x2m − 1
2 , . . . , x2m − 1

2︸ ︷︷ ︸
nx2m−1/2

), (2.22)

where
nl−1/2 = #{xi � l}. (2.23)

Lemma 2.3 holds for this type verbatim. So the following proposition holds.

Proposition 2.5. A parameter χ = 1
2 ȟ + ν cannot be conjugated to one of the form

1
2 ȟ′ + ν′ for any larger nilpotent Ǒ′ if and only if

(1) the set of strings satisfying 1
2 (ai − 1) + νi − 1

2 (aj − 1) − νj ∈ Z are nested;

(2) the strings satisfying 1
2 (ai − 1) + νi ∈ 1

2 + Z satisfy the additional condition that
either x2m + 1

2 < − 1
2 (ai − 1) + νi or there is j such that

xj + 1
2 < − 1

2 (ai − 1) + νi � 1
2 (ai − 1) + νi � xj+1 − 1

2 . (2.24)

The Levi component m̌KL is obtained from m̌BC as follows. Consider the strings for
which ai is even, and νi = 0. If ai is not equal to any 2xj , then remove one pair (ai, ai),
and add two 2xj = ai to the last part of (2.21). For example, if the nilpotent orbit Ǒ is

(2, 2, 2, 3, 3, 4, 4), (2.25)

then the parameters of the form 1
2 ȟ + ν are

(− 1
2 + ν1,

1
2 + ν1; −1 + ν2, ν2, 1 + ν2; − 3

2 + ν3,− 1
2 + ν3,

1
2 + ν3,

3
2 + ν3; 1

2 ). (2.26)
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The Levi component is m̌BC = gl(2) × gl(3) × gl(4) × ǧ(1). If ν3 �= 0, then m̌BC = m̌KL.
But if ν3 = 0, then m̌KL = gl(2) × gl(3) × ǧ(5). The parameter is rewritten

Ǒ ←→ ((2, 2)(3, 3); 2, 4, 4),

χ ←→ (− 1
2 + ν1,

1
2 + ν1; −1 + ν2, ν2, 1 + ν2; 1

2 , 1
2 , 1

2 , 3
2 , 3

2 ).

}
(2.27)

The explanation is as follows. For a partition (2.11),

z(Ǒ) = sp(r1) × so(r2) × sp(r3) × · · · (2.28)

and the centralizer in Ǧ is a product of Sp(r2j+1) and O(r2j), i.e. Sp for the odd parts,
O for the even parts. Thus the component group A(ȟ, ě), which by [16] also equals
A(ě), is a product of Z2, one for each r2j �= 0. Then A(χ, ě) = A(ν, ȟ, ě). In general,
AMBC(χ, ě) = AMBC(ě) embeds canonically into A(χ, ě), but the two are not necessarily
equal. In this case they are unless one of the νi = 0 for an even ai with the additional
property that there is no 2xj = ai.

We can rewrite each of the remaining strings

(− 1
2 (ai − 1) + νi, . . . ,

1
2 (ai − 1) + νi) (2.29)

as
χi := (fi + τi, fi + 1 + τi, . . . , Fi + τi), (2.30)

satisfying

fi ∈ Z+ 1
2 , 0 � τi � 1

2 , Fi = fi+ai−1, |fi+τi| � |Fi+τi| if τi = 1
2 . (2.31)

This is done as follows. We can immediately get an expression like (2.30) with 0 � τi < 1,
by defining fi to be the largest element in Z + 1

2 less than or equal to − 1
2 (ai − 1) + νi.

If τi � 1
2 we are done. Otherwise, use the Weyl group to change the signs of all entries

of the string, and put them in increasing order. This replaces fi by −Fi − 1, and τi by
1 − τi. The presentation of the strings subject to (2.31) is unique except when τi = 1

2 . In
this case the argument just given provides the presentation (fi + 1

2 , . . . , Fi + 1
2 ), but also

provides the presentation

(−Fi − 1 + 1
2 , . . . ,−fi − 1 + 1

2 ). (2.32)

We choose between (2.30) and (2.32) the one whose leftmost term is larger in absolute
value. That is, we require |fi + τi| � |Fi + τi| whenever τi = 1

2 .

2.6. G of type C

Rearrange the parts of the partition of Ǒ ⊂ so(2n + 1, C), in the form (2.12),

((a1, a1), . . . , (ak, ak); 2x0 + 1, . . . , 2x2m + 1). (2.33)

The di have been relabelled as 2xi + 1. In this case it is automatic that there is an odd
number of non-zero xi. The xi are integers, because all the even parts of the partition of
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Ǒ occur an even number of times, and were threrefore extracted as (ai, ai). The χ of the
form 1

2 ȟ + ν are

(. . . ; − 1
2 (ai − 1) + νi, . . . ,

1
2 (ai − 1) + νi; . . . ; 0, . . . , 0︸ ︷︷ ︸

n0

, . . . , x2m, . . . , x2m︸ ︷︷ ︸
nx2m

), (2.34)

where

nl =

{
m if l = 0,

#{xi � l} if l �= 0.
(2.35)

Lemma 2.3 holds for this type verbatim. So the following proposition holds.

Proposition 2.6. A parameter χ = 1
2 ȟ + ν cannot be conjugated to one of the form

1
2 ȟ′ + ν′ for any larger nilpotent Ǒ′ if and only if

(1) the set of strings satisfying 1
2 (ai − 1) + νi − 1

2 (aj − 1) − νj ∈ Z are nested;

(2) the strings satisfying 1
2 (ai − 1) + νi ∈ Z satisfy the additional condition that either

x2m + 1 < − 1
2 (ai − 1) + νi or there is j such that

xj + 1 < − 1
2 (ai − 1) + νi � 1

2 (ai − 1) + νi � xj+1. (2.36)

The Levi component m̌KL is obtained from m̌BC as follows. Consider the strings for
which ai is odd and νi = 0. If ai is not equal to any 2xj +1, then remove one pair (ai, ai),
and add two 2xj + 1 = ai to the last part of (2.33). For example, if the nilpotent orbit is

(1, 1, 1, 3, 3, 4, 4) = ((1, 1), (3, 3), (4, 4); 1), (2.37)

then the parameters of the form 1
2 ȟ + ν are

(ν1; −1 + ν2, ν2, 1 + ν2; − 3
2 + ν3,− 1

2 + ν3,
1
2 + ν3,

3
2 + ν3). (2.38)

The Levi component is m̌BC = gl(1) × gl(3) × gl(4). If ν2 �= 0, then m̌BC = m̌KL. But if
ν2 = 0, then m̌KL = gl(1) × gl(4) × ǧ(3). The parameter is rewritten

Ǒ ←→ ((1, 1), (4, 4); 1, 3, 3),

χ ←→ (ν1; − 3
2 + ν3,− 1

2 + ν3,
1
2 + ν3,

3
2 + ν3; 0, 1, 1).

}
(2.39)

The Levi component m̌KL is unchanged if ν1 = 0.
The explanation is as follows. For a partition (2.11),

z(Ǒ) = so(r1) × sp(r2) × so(r3) × · · · (2.40)

and the centralizer in Ǧ is a product of O(r2j+1) and Sp(r2j), i.e. O for the odd parts, Sp
for the even parts. Thus the component group is a product of Z2, one for each r2j+1 �= 0.
Then A(χ, ě) = A(ν, ȟ, ě), and so AMBC(χ, ě) = A(χ, ě) unless one of the νi = 0 for an
odd ai with the additional property that there is no 2xj + 1 = ai.
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We can rewrite each of the remaining strings

(− 1
2 (ai − 1) + νi, . . . ,

1
2 (ai − 1) + νi) (2.41)

as
χi := (fi + τi, fi + 1 + τi, . . . , Fi + τi), (2.42)

satisfying

fi ∈ Z, 0 � τi � 1
2 , Fi = fi + ai − 1, |fi + τi| � |Fi + τi| if τi = 1

2 . (2.43)

This is done as follows. We can immediately get an expression like (2.42) with 0 � τi < 1,
by defining fi to be the largest element in Z less than or equal to − 1

2 (ai − 1) + νi. If
τi � 1

2 we are done. Otherwise, use the Weyl group to change the signs of all entries
of the string, and put them in increasing order. This replaces fi by −Fi − 1, and τi by
1 − τi. The presentation of the strings subject to (2.43) is unique except when τi = 1

2 . In
this case the argument just given also provides the presentation

(−Fi − 1 + 1
2 , . . . ,−fi − 1 + 1

2 ). (2.44)

We choose between (2.42) and (2.44) the one whose leftmost term is larger in absolute
value. That is, we require |fi + τi| � |Fi + τi| whenever τi = 1

2 .

2.7. G of type D

Rearrange the parts of the partition of Ǒ ⊂ so(2n, C), in the form (2.12),

((a1, a1), . . . , (ak, ak); 2x0 + 1, . . . , 2x2m−1 + 1). (2.45)

The di have been relabelled as 2xi + 1. In this case it is automatic that there is an even
number of non-zero 2xi+1. The xi are integers, because all the even parts of the partition
of Ǒ occur an even number of times, and were therefore extracted as (ai, ai). The χ of
the form 1

2 ȟ + ν are

(. . . ; − 1
2 (ai − 1) + νi, . . . ,

1
2 (ai − 1) + νi; . . . ; 0, . . . , 0︸ ︷︷ ︸

n0

, . . . , x2m−1, . . . , x2m−1︸ ︷︷ ︸
nx2m−1

), (2.46)

where

nl =

{
m if l = 0,

#{xi � l} if l �= 0.
(2.47)

Lemma 2.3 holds for this type verbatim. So the following proposition holds.

Proposition 2.7. A parameter χ = 1
2 ȟ + ν cannot be conjugated to one of the form

1
2 ȟ′ + ν′ for any larger nilpotent Ǒ′ if and only if
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(1) the set of strings satisfying 1
2 (ai − 1) + νi − 1

2 (aj − 1) − νj ∈ Z are nested;

(2) the strings satisfying 1
2 (ai − 1) + νi ∈ Z satisfy the additional condition that either

x2m−1 + 1 < − 1
2 (ai − 1) + νi or there is j such that

xj + 1 < − 1
2 (ai − 1) + νi � 1

2 (ai − 1) + νi � xj+1. (2.48)

The Levi component m̌KL is obtained from m̌BC as follows. Consider the strings for
which ai is odd and νi = 0. If ai is not equal to any 2xj +1, then remove one pair (ai, ai),
and add two 2xj + 1 = ai to the last part of (2.45). For example, if the nilpotent orbit is

(1, 1, 3, 3, 4, 4), (2.49)

then the parameters of the form 1
2 ȟ + ν are

(ν1; −1 + ν2, ν2, 1 + ν2; − 3
2 + ν3,− 1

2 + ν3,
1
2 + ν3,

3
2 + ν3). (2.50)

The Levi component is m̌BC = gl(1)×gl(3)×gl(4). If ν2 �= 0 and ν1 �= 0, then m̌BC = m̌KL.
If ν2 = 0 and ν1 �= 0, then m̌KL = ǧ(3) × gl(1) × gl(4). If ν2 �= 0 and ν1 = 0, then
m̌KL = gl(3) × gl(4) × ǧ(1). If ν1 = ν2 = 0, then m̌KL = gl(4) × ǧ(4). The parameter is
rewritten

Ǒ ←→ ((1, 1), (4, 4); 3, 3),

χ ←→ (ν1; − 3
2 + ν3,− 1

2 + ν3; 1
2 + ν3,

3
2 + ν3; 0, 1, 1).

}
(2.51)

The explanation is as follows. For a partition (2.11),

z(Ǒ) = so(r1) × sp(r2) × so(r3) × · · · (2.52)

and the centralizer in Ǧ is a product of O(r2j+1) and Sp(r2j), i.e. O for the odd parts, Sp
for the even parts. Thus the component group is a product of Z2, one for each r2j+1 �= 0.
Then A(χ, ě) = A(ν, ȟ, ě), and so AMBC(χ, ě) = A(χ, ě) unless one of the νi = 0 for an
odd ai with the additional property that there is no 2xj + 1 = ai.

We can rewrite each of the remaining strings

(− 1
2 (ai − 1) + νi, . . . ,

1
2 (ai − 1) + νi) (2.53)

as
χi := (fi + τi, fi + 1 + τi, . . . , Fi + τi), (2.54)

satisfying

fi ∈ Z, 0 � τi � 1
2 , Fi = fi + ai − 1, |fi + τi| � |Fi + τi| if τi = 1

2 . (2.55)

This is done as in types B and C, but see the remarks which have to do with the fact
that − Id is not in the Weyl group. We can immediately get an expression like (2.54)
with 0 � τi < 1, by defining fi to be the largest element in Z less than or equal to
− 1

2 (ai −1)+νi. If τi � 1
2 we are done. Otherwise, use the Weyl group to change the signs

of all entries of the string, and put them in increasing order. This replaces fi by −Fi −1,
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and τi by 1 − τi. The presentation of the strings subject to (2.55) is unique except when
τi = 1

2 . In this case the argument just given also provides the presentation

(−Fi − 1 + 1
2 , . . . ,−fi − 1 + 1

2 ). (2.56)

We choose between (2.54) and (2.56) the one whose leftmost term is larger in absolute
value. That is, we require |fi + τi| � |Fi + τi| whenever τi = 1

2 .

Remark 2.8. (1) A (real) spherical parameter χ is hermitian if and only if there is
w ∈ W (Dn) such that wχ = −χ. This is the case if the parameter has a coordinate equal
to zero, or if none of the coordinates are 0, but then n must be even.

(2) Assume the nilpotent orbit Ǒ is very even, i.e. all the parts of the partition are even
(and therefore occur an even number of times). The nilpotent orbits labelled (I) and (II)
are characterized by the fact that m̌BC is of the form

(I) ←→ gl(a1) × · · · × gl(ak−1) × gl(ak),

(II) ←→ gl(a1) × · · · × gl(ak−1) × gl(ak)′.

The last gl factors differ by which extremal root of the fork at the end of the diagram
for Dn is in the Levi component. The string for k is

(I) ←→ (− 1
2 (ak − 1) + νk, . . . , 1

2 (ak − 1) + νk),

(II) ←→ (− 1
2 (ak − 1) + νk, . . . , 1

2 (ak − 3) + νk,− 1
2 (ak − 1) − νk).

We can put the parameter in the form (2.54) and (2.55), because all strings are even
length. In any case (I) and (II) are conjugate by the outer automorphism, and for unitarity
it is enough to consider the case of (I).

The assignment of a nilpotent orbit (I) or (II) to a parameter is unambiguous. If a χ

has a coordinate equal to 0, it might be written as 1
2hI + νI or 1

2hII + νII. But then it can
also be written as 1

2h′ + ν′ for a larger nilpotent orbit. For example, in type D2, the two
cases are (2, 2)I and (2, 2)II, and we can write

(I) ←→ ( 1
2 ,− 1

2 ) + (ν, ν),

(II) ←→ ( 1
2 , 1

2 ) + (ν,−ν).

The two forms are not conjugate unless the parameter contains a 0. But then it has to
be (1, 0) and this corresponds to (1, 3), the larger principal nilpotent orbit.

(3) Because we can only change an even number of signs using the Weyl group, we might
not be able to change all the signs of a string. We can always do this if the parameter
contains a coordinate equal to 0, or if the length of the string is even. If there is an odd
length string, and none of the coordinates of χ are 0, changing all of the signs of the
string cannot be achieved unless some other coordinate changes sign as well. However, if
χ = 1

2 ȟ + ν cannot be made to satisfy (2.54) and (2.55), then χ′, the parameter obtained
from χ by applying the outer automorphism, can. Since L(χ) and L(χ′) are either both
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unitary of both non-unitary, it is enough to consider just the cases that can be made to
satisfy (2.54) and (2.55). For example, the parameters

(− 1
3 , 2

3 , 5
3 ; − 7

4 ,− 3
4 , 1

4 ),

(− 5
3 ,− 2

3 , 1
3 ; − 7

4 ,− 3
4 , 1

4 )

in type D6 are of this kind. Both parameters are in a form satisfying (2.54) but only
the second one satisfies (2.55). The first one cannot be conjugated by W (D6) to one
satisfying (2.55).

2.8. Relation between infinitesimal characters and strings

In the previous sections we described for each nilpotent orbit Ǒ the parameters of the
form 1

2 ȟ + ν with ν ∈ z(Ǒ) semisimple, along with condition (2.10). In this section we
give algorithms to find the data (Ǒ, ν) satisfying (2.9) and (2.10), and the various Levi
components from a χ ∈ ǎ. The formulation was suggested by Sahi. Given a χ ∈ ǎ, we
need to specify

(a) strings, same as sequences of coordinates with increment 1,

(b) a partition, same as a nilpotent orbit Ǒ ⊂ ǧ,

(c) the centralizer of a Lie triple corresponding to z(Ǒ),

(d) coordinates of the parameter ν, coming from the decomposition χ = 1
2 ȟ + ν.

Furthermore, we give algorithms for

(e) two Levi components m̌BC and m̌KL,

(f) another two Levi components m̌e and m̌o,

(g) one-dimensional characters χe and χo of the Levi components m̌e and m̌o.

Parts (f) and (g) are described in detail in § 5.3. These Levi components are used to
compute multiplicities of relevant K-types in L(χ).

Algorithms for (a) and (b)

Step 0
G of type C. Double the number of 0s and add one more.

G of type D. Double the number of 0s. If there are no coordinates equal to 0 and the
rank is odd, the parameter is not hermitian. If the rank is even, only an even number of
sign changes are allowed in the subsequent steps.

Step 1
G of types C and D. Extract maximal strings of the form (0, 1, . . . ). Each contributes a
part in the partition of size ‘2(length of string) − 1’ to Ǒ.

G of type B. Extract maximal strings of type (1
2 , 3

2 , . . . ). Each contributes a part of size
‘2(length)’ to Ǒ.
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Step 2
For all types, extract maximal strings from the remaining entries after Step 1, changing
signs if necessary. Each string contributes two parts of size ‘(length of string)’ to Ǒ. In
type D, if the rank is odd and no coordinate of the original χ is 0, the parameter is not
hermitian. If there are no 0s and the rank of type D is even, only an even number of sign
changes is allowed. In this case, the last string might be (. . . , b,−b − 1). If so, and all
strings are of even size, Ǒ is very even, and is labelled II. If all strings are of the form
(. . . , b, b + 1), then the very even orbit is labelled I.

Algorithms for (c)

G of types C and D. z(Ǒ) = so(m1) × sp(m2) × so(m3) × · · · , where mi are the number
of parts of Ǒ equal to i.
G of type B. z(Ǒ) = sp(m1) × so(m2) × · · · × sp(m3) × · · · , where again mi is the number
of parts of Ǒ equal to i.

Algorithms for (d)

The parameter ν is a vector of size equal to rk G. For each zi, of z(O), add rk zi

coordinates each equal to the average of the string corresponding to the size i part of Ǒ.
For each factor zi, of z(Ǒ), the coordinates are the averages of the corresponding strings.
The remaining coordinates of ν are all zero.

Algorithm for (e)

The Levi subgroups are determined by specifying the GL factors. There is at most one
other factor G0(n0) of the same type as the group.

For m̌BC, each pair of parts (k, k) yields a GL(k). If the corresponding string comes from
Step 2, then the character on GL(k) is given by |det(∗)|average of string. Otherwise it is the
trivial character. The parts of the remaining partition have multiplicity 1 corresponding
to a distinguished orbit in ǧ0(n0).

For m̌KL, apply the same procedure as for m̌BC, except for pairs coming from Step 1. If
originally there was an odd number of parts, then there is no change. If there was an even
number, leave behind one pair. The parts in the remaining partition have multiplicity 1
or 2 corresponding to an even orbit in ǧ0(n0).

Algorithms for (f) and (g)

Both m̌e and m̌o acquire a GL(k) factor for each pair of parts (k, k) in Step 2, with
character given by the average of the corresponding string as before.

For the parts coming from Step 1, write them in decreasing order ar � · · · � a1 > 0.

For m̌e, there are the following additional GL factors.

G of type B: (a1 + a2)/2, (a3 + a4)/2, . . . , (ar−2 + ar−1)/2 if r is odd, (a1)/2, (a2 +
a3)/2, . . . , (ar−2 + ar−1)/2 when r is even. The characters are given by the averages of
the strings (−(ar−1 −1)/2, . . . , (ar−2 −1)/2) and so on, and (−(a1 −1)/2, . . . ,− 1

2 ), . . .
when r is even. Recall that the ai are all even because Ǒ is a nilpotent orbit in type C.
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G of type C: (a1 + a2)/2, (a3 + a4)/2, . . . , with characters given by the averages of the
strings (−(a1 − 1)/2, . . . , (a2 − 1)/2), and so on. In this case Ǒ is type B, so there are
an odd number of odd parts.

G of type D: (a1 + a2)/2, (a3 + a4)/2, . . . , with characters obtained by the same pro-
cedure as in type C. In this case Ǒ has an even number of odd parts.

For m̌o, there are the following additional GL factors.

G of type B: (a2 + a3)/2, (a4 + a5)/2, . . . , (ar−1 + ar)/2 leaving a1 out if r is odd,
(a1 + a2)/2, (a3 + a4)/2, . . . , (ar−1 + ar)/2 if r is even. The characters are given by the
averages of the strings (−(ar − 1)/2, . . . , (ar−1 − 1)/2) . . . and so on.

G of type C: (a2 + a3)/2, (a4 + a5)/2, . . . , and characters given by the averages of the
strings (−(a3 − 1)/2, . . . , (a2 − 1)/2), . . . . In this case Ǒ has an odd number of odd
sized parts.

G of type D: (a1 + a2)/2, . . . , (ar−3 + ar−2)/2, ((ar−1 − 1)/2) with characters obtained
by the averages of the strings (−(a2−1)/2, . . . , (a1−1)/2), . . . , ((−ar−1−1)/2, . . . ,−1).
In this case Ǒ has an even number of odd sized parts.

2.9. Let χ = 1
2 ȟ + ν be associated to the orbit Ǒ. Recall from 2.3

IM (χ) := IndG
M [LM (χ)], (2.57)

where LM (χ) is the irreducible spherical module of M with parameter χ. Write the
nilpotent orbit in (2.12) with the (d1, . . . , dl) as in §§ 2.5–2.7 depending on the Lie algebra
type. Then m̌BC = gl(a1) × · · · × gl(ak) × ǧ0(n0) is as in (2.13). Thus χ determines a
spherical irreducible module

LMBC(χ) = L1(χ1) ⊗ · · · ⊗ Lk(χk) ⊗ L0(χ0), (2.58)

with χi = (− 1
2 (ai − 1) + νi, . . . ,

1
2 (ai − 1) + νi), while χ0 = 1

2 ȟ0 for the nilpotent (di).
Let m̌KL be the Levi component attached to χ = 1

2 ȟ + ν in §§ 2.5–2.7. As for m̌BC we
have a parameter LMKL(χ). In this case Ǒ = ((a′

1, a
′
1), . . . , (a

′
r, a

′
r); d

′
1, . . . , d

′
l) as described

in §§ 2.5–2.7. Then (a W -conjugate of) χ can be written as in (2.22)–(2.46), and

m̌KL = gl(a′
1) × · · · × gl(a′

r) × ǧ0(n′
0),

LMKL(χ) = L1(χ′
1) ⊗ · · · ⊗ Lr(χ′

r) ⊗ L0(χ′
0).

}
(2.59)

Theorem 2.9. In the p-adic case

IMKL(χ) = L(χ).

Proof. This is in [10], m̌KL was defined in such a way that this result holds. �

Corollary 2.10. The module IMBC(χ) equals L(χ) in the p-adic case if all the νi �= 0.
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3. The main result

3.1. Recall that Ǧ is the (complex) dual group, and Ǎ ⊂ Ǧ the maximal torus dual to
A. Assuming as we may that the parameter is real, a spherical irreducible representation
corresponds to an orbit of a hyperbolic element χ ∈ ǎ, the Lie algebra of Ǎ. In § 2 we
attached a nilpotent orbit Ǒ in ǧ with partition

(a1, . . . a1︸ ︷︷ ︸
r1

, . . . , ak, . . . , ak︸ ︷︷ ︸
rk

)

to such a parameter. Let {ě, ȟ, f̌} be a Lie triple attached to Ǒ. Let χ := 1
2 ȟ + ν satisfy

(2.9), (2.10).

Definition 3.1. A representation L(χ) is said to be in the complementary series for Ǒ,
if the parameter χ is attached to Ǒ in the sense of satisfying (2.9) and (2.10), and is
unitary.

We will describe the complementary series explicitly in coordinates.
The centralizer ZǦ(ě, ȟ, f̌) has Lie algebra z(Ǒ) which is a product of sp(rl, C) or

so(rl, C), 1 � l � k, according to the rule

Ǧ of types B and D: sp(rl) for al even, so(rl) for al odd,

Ǧ of type C: sp(rl) for al odd, so(rl) for al even.

On z(Ǒ), ν determines a spherical irreducible module LǑ(ν) for the split group whose
dual is ZǦ(ě, ȟ, f̌)0. Applying (2.9), (2.10), we find that ν is attached to the trivial
orbit in z(Ǒ). If it were not, then ν = 1

2 ȟ′ + ν′, for a triple {ě′, ȟ′, f̌ ′}, with ě′ �= 0,
so χ = (1

2 ȟ + 1
2 ȟ′) + ν′, and {ě + ě′, ȟ + ȟ′, f̌ + f̌ ′} is a Lie triple such that the orbit of

ě + ě′ is strictly larger than the orbit of ě, and contains it in its closure.

Theorem 3.2. The complementary series attached to Ǒ coincides with the one attached
to the trivial orbit in z(Ǒ). For the trivial orbit (0) in each of the classical cases, the
complementary series are as follows.

G of type B:
0 � ν1 � · · · � νk < 1

2 .

G of types C and D:

0 � ν1 � · · · � νk � 1
2 < νk+1 < · · · < νk+l < 1

so that νi + νj �= 1. There are

(1) an even number of νi such that 1 − νk+1 < νi � 1
2 ,

(2) for every 1 � j � l, there is an odd number of νi such that 1 − νk+j+1 < νi <

1 − νk+j ,

(3) in type D of odd rank, ν1 = 0 or else the parameter is not hermitian.

Remark 3.3. (1) The complementary series for Ǒ = (0) consists of representations which
are both spherical and generic in the sense that they have Whittaker models.

https://doi.org/10.1017/S1474748009000231 Published online by Cambridge University Press

https://doi.org/10.1017/S1474748009000231


284 D. Barbasch

(2) The condition that νi + νj �= 1 implies that in types C and D there is at most one
νk = 1

2 .

(3) In the case of Ǒ �= (0), χ = 1
2 ȟ + ν, and each of the coordinates νi for the parameter

on z(Ǒ) comes from a string, i.e. each νi comes from (− 1
2 (ai −1)+νi, . . . ,

1
2 (ai −1)+νi).

The parameter does not satisfy (2.55). For (2.55) to hold, it suffices to change νk+j for
types C and D to 1 − νk+j . More precisely, for 1

2 < νk+j < 1 the connection with the
strings in the form (2.54) and (2.55) is as follows. Write

(− 1
2 (ak+j − 1) + νk+j , . . . ,

1
2 (ak+j − 1) + νk+j)

as
(− 1

2 (ak+j − 3) + (νk+j − 1), . . . , 1
2 (ak+j + 1) + (νk+j − 1))

and then conjugate each entry to its negative to form

(− 1
2 (ak+j − 3) + ν′

k+j , . . . ,
1
2 (ak+j + 1) + ν′

k+j),

w ith 0 < ν′
k+j = 1 − νk+j < 1

2 .

An algorithm

For types C and D we give an algorithm, due to Sahi, to decide whether a parameter
in types C and D is unitary. This algorithm is for the complementary series for Ǒ = (0).
For arbitrary Ǒ it applies to the parameter for z(Ǒ) obtained as in Remark 3.3 (3) above.

Order the parameter in dominant form,

0 � ν1 � · · · � νn, for type C,

0 � |ν1| � · · · � νn, for type D.

}
(3.1)

The first condition is that νn < 1, and in addition that if the type is Dn with n odd,
then ν1 = 0. Next replace each coordinate 1

2 < νi by 1− νi. Reorder the new coordinates
in increasing order as in (3.1). Let F (ν) be the set of new positions of the 1 − νi. If any
position is ambiguous, the parameter is not unitary, or is attached to a different nilpotent
orbit. This corresponds to either a νi + νj = 1, or a 1

2 < νi = νj . Finally, L(ν) is unitary
if and only if F (ν) consists of odd numbers only.

3.2. We prove the unitarity of the parameters in the theorem for Ǒ = (0) for types B,
C and D. First we record some facts.

Let G := GL(2a) and

χ := (− 1
2 (a − 1) − ν, . . . , 1

2 (a − 1) − ν; − 1
2 (a − 1) + ν, . . . , 1

2 (a − 1) + ν). (3.2)

Let M := GL(a) × GL(a) ⊂ GL(2a). Then the two strings of χ determine an irreducible
spherical (one-dimensional) representation LM (χ) on M . Recall IM (χ) := IndG

M [LM (χ)].

Lemma 3.4. The representation IM (χ) is unitary irreducible for 0 � ν < 1
2 . The

irreducible spherical module L(χ) is not unitary for ν > 1
2 , 2ν /∈ Z.
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Proof. This is well known and goes back to [29] (see also [30] and [34]). �

We also recall the following well-known result due to Kostant in the real case, Cassel-
man in the p-adic case.

Lemma 3.5. If none of the 〈χ, α〉 for α ∈ ∆(ǧ, ǎ) is a non-zero integer, then X(χ) is
irreducible. In particular, if χ = 0, then

L(χ) = X(χ) = IndG
A[χ],

and it is unitary.

Let m̌ ⊂ ǧ be a Levi component, and ξt ∈ z(m̌), where z(m̌) is the centre of m̌, depending
continuously on t ∈ [a, b].

Lemma 3.6. Let ξt be a character of M , depending continuously on t ∈ R. Assume that

IM (χt) := IndG
M [LM (η0) ⊗ ξt]

is irreducible and hermitian for a � t � b. Then if IM (χt) (equal to L(χt)) is unitary for
some a � t0 � b, it is unitary for all a � t � b.

This is well known, and amounts to the fact that if a hermitian matrix is non-degenerate
and depends continuously on a parameter a � t � b, if it is positive definite for some
a � t0 � b, it is positive definite throughout the interval; to change from positive to
negative, it would have to go through a zero, i.e. become degenerate. This happens for
example when LM (η0) ⊗ ξt0 is unitary for some t0, and IM (χt) is irreducible. I do not
know the original reference.

When the conditions of Lemma 3.6 are satisfied, we say that IM (χt) is a continuous
deformation of L(χ0).

We now start the proof of the unitarity.

Type B

In this case there are no roots α ∈ ∆(ǧ, ǎ) such that 〈χ, α〉 is a non-zero integer. Thus

L(χ) = IndG
A[χ]

as well. When deforming χ to 0 continuously, the induced module stays irreducible. Since
IndG

A[0] is unitary, so is L(χ).

Types C and D

There is no root such that 〈χ, α〉 is a non-zero integer, so L(χ) = IndG
A[χ]. If there

are no νk+i > 1
2 the argument for type B carries over word for word. When there are

νk+i > 1
2 we have to be more careful with the deformation. We will do an induction on

the rank. Suppose that νj−1 = νj for some j. Necessarily, νj < 1
2 . Conjugate χ by the

Weyl group so that

χ = (ν1, . . . , νi, . . . , ν̂j−1, ν̂j , . . . ; νj−1; νj) := (χ0; νj−1; νj). (3.3)
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Let m̌ := ǧ(n − 2) × gl(2), and denote by M the corresponding Levi component. Then
by induction in stages,

L(χ) = IndG
M [LM (χ)], (3.4)

where LM (χ) = L0(χ0)⊗L1(νj−1, νj). By Lemma 3.4, L1(νj−1, νj) is unitary. Thus L(χ)
is unitary if and only if L0(χ0) is unitary. If χ satisfies the assumptions of the theorem,
then so does χ0. By the induction hypothesis, L0(χ0) is unitary, and therefore so is L(χ).
Thus we may assume that

0 � ν1 < · · · < νk � 1
2 < νk+1 < · · · < νk+l. (3.5)

If νk < 1 − νk+1, then the assumptions imply 1 − νk+2 < νk. Consider the parameter

χt := (. . . , νk, νk+1 − t, . . . ). (3.6)

Then
L(χt) = IndG

A[χt], for 0 � t � νk+1 − νk, (3.7)

because no 〈χt, α〉 is a non-zero integer. At t = νk+1 − νk, the parameter is in the case
just considered earlier. By induction we are done.

If on the other hand 1 − νk+1 < νk, the assumptions on the parameter are such that
necessarily 1 − νk+1 < νk−1 < νk. Then repeat the argument with

χt := (. . . , νk−1, νk − t, . . . ), 0 � t � νk − νk−1. (3.8)

This completes the proof of the unitarity of the parameters in Theorem 3.2 when Ǒ = (0).

3.3. We prove the unitarity of the parameters in Theorem 3.2 in the general case when
Ǒ �= (0).

The proof is essentially the same as for Ǒ = (0), but special care is needed to justify
the irreducibility of the modules. Recall the notation of the partition of Ǒ (2.11).

The factors of z(Ǒ) isomorphic to sp(rj), contribute rj/2 factors of the form gl(ai)
to m̌KL. The factors of type so(rj) with rj odd, contribute a di (notation (2.12)) to the
expression (2.12) of the partition of Ǒ, and 1

2 (rj − 1) factors of the form gl(ai). The
factors so(rj) of type D (rj even) are more complicated. Write the strings coming from
this factor as in (2.14),

(− 1
2 (ai − 1) + νi, . . . ,

1
2 (ai − 1) + νi)

with the νi satisfying the assumptions of Theorem 3.2. If rj is not divisible by 4, then there
must be a ν1 = 0 (otherwise the corresponding spherical parameter is not hermitian),
and m̌BC �= m̌KL. Similarly when rj is divisible by 4 and ν1 = 0, m̌BC �= m̌KL. In all
situations, we consider

IMKL(χ) (3.9)

as for Ǒ = (0). We aim to show that this module stays irreducible under the deformations
used for Ǒ = (0), separately for the νi for the same partition size or equivalently simple
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factor of z(Ǒ). It is enough to prove that under these deformations the strings stay
strongly nested at all the values of the parameters. Then Proposition 3.8 applies.

Using the conventions of § 2, the strings are of the form

(−A − 1 + ν1, . . . , A − 1 + ν1), (3.10)

(−B + ν2, . . . , B − 1 + ν2), (3.11)

(−C + ν3, . . . , C + ν3). (3.12)

The νi satisfy 0 � νi � 1
2 . When ν1 = 1

2 , the string is (−A− 1
2 , . . . , A− 1

2 ) so it conforms to
(2.31), (2.43), (2.55). Similarly when ν2 = 1

2 , the string is (−B+ 1
2 , . . . , B− 1

2 ). But when
ν3 = 1

2 , the string is (−C+ 1
2 , . . . , C+ 1

2 ) and it must be replaced by (−C− 1
2 , . . . , C− 1

2 ) to
conform to (2.31), (2.43), (2.55). The string in (3.10) gives a ν1,z(Ǒ) = 1 − ν1 (as explained
in Remark 3.3 (3)). The other ones ν2 and ν3 give νj,z(Ǒ) = ν2 or ν3 respectively. Suppose
first that there is only one size of string. This means that the corresponding entries νj,z(Ǒ)
belong to the same simple factor of z(Ǒ). Then the strings are either all of the form (3.10)
and (3.12) with A = C or all of the form (3.11). Consider the first case. If there is a string
(3.10) then ν1,z(Ǒ) = 1 − ν1 � 1

2 , and ν1,z(Ǒ) is deformed downward. By the assumptions
ν1,z(Ǒ) does not equal any νj,z(Ǒ) nor does ν1,z(Ǒ) + νj,z(Ǒ) = 1 for any j. The module
stays irreducible. When ν1,z(Ǒ) crosses 1

2 , the string becomes (−A + ν′
1, . . . , A + ν′

1), and
ν′
1 is deformed downward from 1

2 to either some ν3 or to 0. Again ν′
1 + νj,z(Ǒ) �= 1 for

any j, so no reducibility occurs. The irreducibility in the case when ν′
1 reaches 0 is dealt

with by § 10.
It remains to check that in these deformations no reducibility occurs because the string

interacts with one of a different length, in other words, when a νi,z(Ǒ) for one size string
or equivalently factor of z(Ǒ) becomes equal to a νj,z(Ǒ) from a distinct factors of z(Ǒ).
We explain the case when the deformation involves a string of type (3.10), the others
are similar and easier. Consider the deformation of ν1 from 0 to 1

2 . If the module is to
become reducible ν1 must reach a ν3 so that there is a string of the form (3.12) satisfying

−A − 1 < −C, A − 1 < C. (3.13)

This is the condition that the strings are not nested for some value of the parameter.
This implies that A − 1 < C < A + 1 must hold. Thus A = C, and the two strings
correspond to the same size partition or simple factor in z(Ǒ).

In the p-adic case, the irreducibility of (3.9) in the case of strongly nested strings follows
from the results of Kazhdan–Lusztig. In the case of real groups, the same irreducibility
results hold, but are harder to prove. Given χ, consider the root system

∆̌χ := {α̌ ∈ ∆̌ : 〈χ, α̌〉 ∈ Z}. (3.14)

Let Gχ be the connected split real group whose dual root system is ∆̌χ.
The Kazhdan–Lusztig–Vogan conjectures for non-integral infinitesimal character relate

statements about the character theory of admissible (gc, K)-modules of G with infinites-
imal character χ to similar statements for characters of admissible modules for Gχ but
at integral infinitesimal character, for which the Kazhdan–Lusztig–Vogan conjectures for
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regular integral infinitesimal character can be used. This is beyond the scope of this
paper (or my competence) so I refer to [1, Chapters 16 and 17] for an explanation.

In short, χ determines an irreducible spherical representation L(χ), and a spherical
LGχ

(χ). To prove the irreducibility results we need, we will prove them for LGχ
(χ), where

we may assume that the infinitesimal character is integral. Since Gχ is not simple, it is
sufficient to prove the needed irreducibility result for each simple factor. This root system
is a product of classical systems as follows.

Definition 3.7. For each 0 � τ � 1
2 let Aτ be the set of coordinates of χ congruent to

τ modulo Z.

Each Aτ contributes to ∆̌χ as follows.

G of type B: every 0 < τ < 1
2 contributes a type A of size equal to the number of

coordinates in Aτ . Every τ = 0, 1
2 contributes a type C of rank equal to the number

of coordinates in Aτ .

G of type C: every 0 < τ < 1
2 contributes a type A as for type B. Every τ = 0

contributes a type B, while τ = 1
2 contributes type D.

G of type D: every 0 < τ < 1
2 contributes a type A. Every τ = 0, 1

2 contributes a
type D.

The irreducibility results for IMKL(χt) needed to carry out the proof are contained in
the following proposition.

Proposition 3.8. Let

χ := (. . . ; − 1
2 (ai − 1) + νi, . . . ,

1
2 (ai − 1) + νi; . . .)

be given in terms of strings, and let m̌ = gl(a1) × · · · × gl(ak) be the corresponding
Levi component. Assume that χ is integral (i.e. 〈χ, α̌〉 ∈ Z). In addition assume that the
coordinates of χ are

• in Z, in type B,

• in 1
2 + Z for type D.

If the strings are strongly nested, then

IM (χ) = IndG
M [LM (χ)].

The proof of the proposition will be given in § 10.

Remark. For the νj attached to factors of type D in z(Ǒ), it is important in the argument
that we do not deform to (0). The next example illustrates why.

Assume Ǒ = (2, 2, 2, 2) ⊂ sp(4). The parameters of the form 1
2 ȟ + ν are

(− 1
2 + ν1,

1
2 + ν1; − 1

2 + ν2,
1
2 + ν2), (3.15)
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and, because parameters are up to W -conjugacy, we may restrict attention to the region
0 � ν1 � ν2. In this case z(Ǒ) = so(4), and the unitarity region is 0 � ±ν1 + ν2 < 1.
Furthermore, m̌BC = gl(2) × gl(2), but m̌KL = m̌BC only if 0 < ν1. When ν1 = 0,
m̌KL = sp(2) × gl(2), the nilpotent orbit is rewritten (2, 2; (2, 2)), and 1

2 ȟ0 = ( 1
2 , 1

2 ). For
ν1 = 0, the induced representations

IMKL(χν2) := IndSp(4)
Sp(2)×GL(2)[L0( 1

2 , 1
2 ) ⊗ L1(− 1

2 + ν2,
1
2 + ν2)] (3.16)

are induced irreducible in the range 0 � ν2 < 1. For 0 < ν1 the representation

IndSp(4)
GL(4)[L((− 1

2 + ν1 + t, 1
2 + ν1 + t); (− 1

2 − ν1 − t, 1
2 − ν1 − t))] (3.17)

is induced irreducible for 0 � t � 1
2 − ν1.

The main point of the example is that IndSp(2)
GL(2)[L(− 1

2 + t, 1
2 + t)] is reducible at t = 0.

So we cannot conclude that L(χ) is unitary for a (ν1, ν2) with 0 < ν1 from the unitarity
of L(χ) for a parameter with ν1 = 0. Instead we conclude that the representation is
unitary in the region 0 � ±ν1 + ν2 < 1 because it is a deformation of the irreducible
module for ν1 = ν2 which is unitarily induced irreducible from a Stein complementary
series on GL(4).

4. Relevant K-types

In this section we define a special set of K-types (occurring in the spherical principal
series) which we call relevant. Their first important property is that the intertwining oper-
ators used to compute the hermitian form are particularly simple. This is the property
of petite. A more general notion was introduced and studied independently by Oda [27].
In the notation of § 5 these operators only depend on the W -structure of V K∩B . In § 4
we determine these Weyl group representations for the relevant K-types. In § 6 we carry
out the intertwining operator calculations in terms of the Weyl group representations.
These calculations are used to obtain necessary conditions for unitarity in § 7. But in §§ 9
and 10 they also prove to be crucial for determining unitarity and irreducibility of certain
modules needed to complete the determination of the unitary dual.

4.1. In the real case we will call a K-type (µ, V ) quasi-spherical if it occurs in the
spherical principal series. In § 4, we will use the notation M = K ∩ B. By Frobenius
reciprocity (µ, V ) is quasi-spherical if and only if V K∩B �= 0. Because the Weyl group
W (G, A) may be realized as NK(A)/ZK(A), this Weyl group acts naturally on this space.

The representations of W (An−1) = Sn are parametrized by partitions (a) :=
(a1, . . . , ak), ai � ai+1, of n, and we write σ((a)) for the corresponding representa-
tion. The representations of W (Bn) ∼= W (Cn) are parametrized as in [24] by pairs of
partitions, and we write as

σ((a1, . . . , ar), (b1, . . . , bs)), ai � ai+1, bj � bj+1,
∑

ai +
∑

bj = n. (4.1)

Precisely the representation parametrized by (4.1) is as follows. Let k =
∑

ai, l =∑
bj . Recall that W ∼= Sn � Zn

2 . Let χ be the character of Zn
2 which is trivial on the
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first k Z2s, sign on the last l. Its centralizer in Sn is Sk × Sl. Let σ((a)) and σ((b))
be the representations of Sk, Sl corresponding to the partitions (a) and (b). Then let
σ((a), (b), χ) be the unique representation of (Sk × Sl) � Zn

2 which is a multiple of χ

when restricted to Zn
2 , and σ(a) ⊗ σ(b) when restricted to Sk × Sl. The representation

in (4.1) is
σ((a), (b)) = IndW

(Sk×Sl)�Zn
2
[σ(a, b, χ)]. (4.2)

If (a) �= (b), the representations σ((a), (b)) and σ((b), (a)) restrict to the same irreducible
representation of W (Dn), which we denote again by the same symbol. When a = b, the
restriction is a sum of two inequivalent representations which we denote σ((a), (a))I,II. Let
W(a),I := Sa1 × · · · × Sar and W(a),II := Sa1 × · · · × S′

ar
, be the Weyl groups correspond-

ing to the Levi components considered in Remark 2.8 (2) in § 2.7. Then σ((a), (a))I is
characterized by the fact that its restriction to W(a),I contains the trivial representation.
Similarly σ((a), (a))II is the one that contains the trivial representation of W(a),II.

4.2. Symplectic groups

The group is Sp(n) and the maximal compact subgroup is U(n). The highest weight
of a K-type will be written as µ(a1, . . . , an) with ai � ai+1 and ai ∈ Z, or

µ(ar1
1 , . . . , ark

k ) := (a1, . . . , a1︸ ︷︷ ︸
r1

, . . . , ak, . . . , ak︸ ︷︷ ︸
rk

) (4.3)

when we want to emphasize the repetitions. We will repeatedly use the following restric-
tion formula.

Lemma 4.1. The restriction of µ(a1, . . . , an) to U(n − 1) × U(1) is∑
µ(b1, . . . , bn−1) ⊗ µ(bn),

where the sum ranges over all possible a1 � b1 � a2 � · · · � bn−1 � an, and

bn =
∑

1�i�n

ai −
∑

1�j�n−1

bj .

Definition 4.2. The representations µe(n − r, r) := µ(2r, 0n−r) and µo(k, n − k) :=
µ(1k, 0n−2k,−1k) are called relevant.

Proposition 4.3. The relevant K-types are quasi-spherical. The representation of
W (Cn) on V M is

µe(n − r, r) ←→ σ[(n − r), (r)],

µo(k, n − k) ←→ σ[(k, n − k), (0)].

The K-types µ(0n−r, (−2)r), dual to µe(n − r, r), are also quasi-spherical, and could
be used in the same way as µe(n − r, r).
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Proof. We do an induction on n. When n = 1, the only relevant representations of
U(1) are µe(1, 0) = µ(0) and µe(0, 1) = (2), which correspond to the trivial and the
sign representations of W (C1) = Z/2Z, respectively. Consider the case n = 2. There
are four relevant representations of U(2) with highest weights (2, 0), (1,−1), (2, 2) and
(0, 0). The first representation is the symmetric square of the standard representation, the
second one is the adjoint representation and the fourth one is the trivial representation.
The normalizer of A in K can be identified with the diagonal subgroup (±1,±1) inside
U(1) × U(1) ⊂ U(2). The Weyl group is generated by the elements[

i 0
0 1

]
,

[
1 0
0 i

]
,

[
0 1

−1 0

]
. (4.4)

The restriction to U(1) × U(1) of the four representations of U(2) is

(2, 0) → (2) ⊗ (0) + (1) ⊗ (1) + (0) ⊗ (2),

(1,−1) → (1) ⊗ (−1) + (0) ⊗ (0) + (−1) ⊗ (1),

(2, 2) → (2) ⊗ (2),

(0, 0) → (0) ⊗ (0).

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (4.5)

The space V M is the sum of all the weight spaces (p)⊗(q) with both p and q even. For the
last one, the representation of W on V M is σ[(2), (0)]. The third one is one dimensional
so V M is one dimensional; the Weyl group representation is σ((0), (2)). The second one
has V M one dimensional and the Weyl group representation is σ((11), (0)). For the first
one, V M is two dimensional and the Weyl group representation is σ((1), (1)). These facts
can be read off from explicit realizations of the representations.

Assume that the claim is proved for n − 1. Choose a parabolic subgroup so that its Levi
component is M ′ = Sp(n−1)×GL(1) and M is contained in it. Let H = U(n−1)×U(1)
be such that M ⊂ M ′ ∩ K ⊂ H.

Suppose that µ is relevant. The cases when k = 0 or r = 0 are one dimensional and
are straightforward. So we only consider k, r > 0. The K-type µ(2r, 0n−r) restricts to
the sum of

µ(2r, 0n−r−1) ⊗ µ(0), (4.6)

µ(2r−1, 1, 0n−r−1) ⊗ µ(1), (4.7)

µ(2r−1, 0n−r) ⊗ µ(2). (4.8)

Of the representations appearing, only µ(2r, 0n−r−1)⊗µ(0) and µ(2r−1, 1, 0n−r−1)⊗µ(2)
are quasi-spherical. So the restriction of V M to W (Cn−1) × W (C1) is the sum of

σ[(n − r − 1), (r)] ⊗ σ[(1), (0)], (4.9)

σ[(n − r), (r − 1)] ⊗ σ[(0), (1)]. (4.10)

The only irreducible representations of W (Cn) containing (4.9) in their restrictions to
W (Cn−1) are

σ[(1, n − r − 1), (r)], (4.11)

σ[(n − r), (r)]. (4.12)
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But the restriction of σ[(1, n − r − 1), (r)] to W (Cn−1) × W (C1) contains σ[(1, n − r −
1), (r−1)]⊗σ[(0), (1)], and this does not appear in (4.9), (4.10). Thus the representation
of W (Cn) on V M for (4.11) must be (4.7), and the claim is proved in this case.

Consider the case µ(1k, 0l,−1k) for k > 0, 2k + l = n. The restriction of this K-type
to U(n − 1) × U(1) is the sum of

µ(1k, 0l,−1k−1) ⊗ µ(−1), (4.13)

µ(1k−1, 0l,−1k) ⊗ µ(1), (4.14)

µ(1k−1, 0l+1,−1k−1) ⊗ µ(0), (4.15)

µ(1k, 0l−1,−1k) ⊗ µ(0). (4.16)

Of the representations appearing, only (4.15) and (4.16) are quasi-spherical. So the
restriction of V M to W (Cn−1) × W (C1) is the sum of

σ[(k − 1, k + l), (0)] ⊗ σ[(1), (0)], (4.17)

σ[(k, k + l − 1), (0)] ⊗ σ[(1), (0)]. (4.18)

The representation (4.18) can only occur in the restriction to W (Cn−1) × W (C1) of
σ[(1, k, k + l − 1), (0)] or σ[(k, k + l), (0)]. If k > 1, the first one contains σ[(1, k − 1, k +
l − 1), (0)] in its restriction, which is not in the sum of (4.17) and (4.18). If k = 1 then
(4.17) can only occur in the restriction of σ[(0, l + 2), (0)], or σ[(1, l + 1), (0)]. But V M

cannot consist of σ[(0, l + 2), (0)] alone, because (4.17) does not occur in its restriction.
If it consists of both σ[(0, l + 2), (0)] and σ[(1, l), (0)], then the restriction is too large.
The claim is proved in this case. �

4.3. Orthogonal groups

Because we are dealing with the spherical case, we can use the groups O(a, b),
SO(a, b), or the connected component of the identity, SOe(a, b). The corresponding Ks
are O(a) × O(b), S(O(a) × O(b)), and SO(a) × SO(b), respectively. We will use O(a, b)
for the calculation of relevant K-types. For SO(a), an irreducible representation will be
identified by its highest weight in coordinates, µ(x1, . . . , x[a/2]), or if there are repetitions,
µ(xn1

1 , . . . , xnk

k ). For O(a) we use the parametrization of Weyl [36]. Embed O(a) ⊂ U(a)
in the standard way. Then we denote by µ(x1, . . . , xk, 0[a/2]−k; ε) the irreducible O(a)-
component generated by the highest weight of the representation

µ(x1, . . . , xk, 1(1−ε)(a/2−k), 0a−k−(1−ε)(a/2−k))

of U(a). In these formulae, ε = ±, is often written as plus for 1, and minus for −1.

4.4. We describe the relevant K-types for the orthogonal groups O(a, a).

Definition 4.4 (even orthogonal groups). The relevant K-types for O(a, a)

µe([a/2] − r, r) := µ(0[a/2]; +) ⊗ µ(2r, 0l; +), (4.19)

µo(r, [a/2] − r) := µ(1r, 0l; +) ⊗ µ(1r, 0l; +), (4.20)

where r + l = [a/2].
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Proposition 4.5. The relevant K-types are quasi-spherical. The representation of
W (Da) of O(a, a) on V M is

σ[(r, a − r), (0)] ←→ µ(0[a/2]; +) ⊗ µ(2r, 0l; +), (4.21)

σ[(a − k), (k)] ←→ µ(1k, 0l; +) ⊗ µ(1k, 0l; +). (4.22)

When l = 0, and a is even,

σ[(a/2, a/2), (0)] ←→ µ(0a/2) ⊗ µ(2a/2−1,±2), (4.23)

σ[(a/2), (a/2)]I,II ←→ µ(1a/2−1,±1) ⊗ µ(1a/2−1,±1). (4.24)

We will prove this together with the corresponding proposition for O(a+1, a) in § 4.6.

4.5. We describe the relevant K-types for O(a + 1, a).

Definition 4.6 (odd orthogonal groups). The relevant K-types for O(a + 1, a) are

µe(a − r, r) := µ(0[(a+1)/2]; +) ⊗ µ(2r, 0l; +), (4.25)

µo(a − k, k) := µ(1k, 0l; +) ⊗ µ(1k, 0s; +), (4.26)

µo(k, a − k) := µ(1k+1, 0l; +) ⊗ µ(1k, 0s; +), (4.27)

where r + l = [a/2] in (4.25), k + l = [(a + 1)/2], k + s = [a/2] in (4.26), and k + 1 + l =
[(a + 1)/2], k + s = [a/2] in (4.27).

Proposition 4.7. The representations of W (Ba) on V M for the relevant K-types are

σ[(r, a − r), (0)] ←→ µ(0[(a+1)/2]; +) ⊗ µ(2r, 0l; +), (4.28)

σ[(a − k), (k)] ←→ µ(1k, 0[(a+1)/2]−k; +) ⊗ µ(1k, 0[a/2]−l; +), (4.29)

σ[(k), (a − k)] ←→ µ(1k+1, 0[(a+1)/2]−k−1; +) ⊗ µ(1k, 0[a/2]−k; +). (4.30)

When a is even,

σ[(a/2), (a/2)] ←→ µ(1a/2) ⊗ µ(1a/2−1,±1). (4.31)

When a is odd,

σ[((a − 1)/2), ((a − 1)/2)] ←→ µ(1(a−1)/2,±1) ⊗ µ(1(a−1)/2). (4.32)

The proof will be in § 4.6.

4.6. Proof of Propositions 4.5 and 4.7

We use the standard realization of the orthogonal groups O(a + 1, a) and O(a, a). Let

M̃ :=
{

(η0, η1, . . . , ηa, ε1, . . . , εa) : ηi, εj = ±1,
∏

ηi =
∏

εj = 1
}

, (4.33)
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viewed as the subgroup of O(a + 1) × O(a) with the ηi, εj on the diagonal. With the
appropriate choice of a ∼= Ra, M̃ ⊂ NK(a), and the action is

(ηi, εj) · (. . . , xk, . . . ) = (. . . , ηkεkxk, . . . ). (4.34)

Then M := K∩B is the subgroup of M̃ determined by the relations ηj = εj , j = 1, . . . , a.
Similarly for O(a) × O(a) but there is no η0.

We do the case O(a + 1, a); O(a, a) is similar. The representations µo(a − k, k) and
µo(k, a − k) can be realized as

k∧
Ca+1 ⊗

k∧
Ca, respectively

k+1∧
Ca+1 ⊗

k∧
(Ca).

Let ei be a basis of Ca+1 and fj a basis of Ca. The space V M is the span of the vectors
ei1 ∧ · · · ∧ eik

⊗ fi1 ∧ · · · ∧ fik
, and e0 ∧ ei1 ∧ · · · ∧ eik

⊗ fi1 ∧ · · · ∧ fik
. The elements of

W corresponding to short root reflections all have representatives of the form η0 = −1,
ηj = −1, the rest zero. The action of Sa ⊂ W on the space V M is by permuting the ei, fj

diagonally. Claims (4.22), (4.23) and (4.29), (4.30) follow from these considerations, we
omit further details.

For cases (4.21) and (4.28) we do an induction on r. We do the case O(a, a) only. The
claim is clear for r = 0. Since the first factor of µe([a/2]−r, r) is the trivial representation,
we only concern ourselves with the second factor. Consider

∧r
Ca ⊗

∧r
Ca. The space of

M -fixed vectors has dimension
(
a
r

)
, and a basis is

ei1 ∧ · · · ∧ eir ⊗ ei1 ∧ · · · ∧ eir . (4.35)

As a module of Sa, this is

IndSa

Sr×Sa−r
[triv ⊗ triv] =

∑
1�j�r

(j, a − j). (4.36)

On the other hand, the tensor product
∧r

Cr ⊗
∧r

Ca consists of representations with
highest weight µ(2α, 1β , 0γ). From the explicit description of

∧k
Ca, and the action of

M , we can infer that V M for β �= 0 is (0). This is because the representation occurs
in
∧α+β

Ca ⊗
∧α

Ca, which has no M -fixed vectors. But µ(2j , 0l) for j � r occurs (for
example by the P-R-V (Parthasarathy–Ranga Rao–Varadarajan) conjecture). By the
induction hypothesis, (j, a − j) occurs in µ(2j , 0l), for j < r, and so only (r, a − r) is
unaccounted for. Thus V M for µe([a/2] − r, r) be (r, a − r). The claim now follows from
the fact that the action of the short root reflections is trivial, and the description of the
irreducible representations of W (Ba).

4.7. General linear groups

The maximal compact subgroup of GL(a, R) is O(a), the Weyl group is W (Aa−1) = Sa

and
M ∼= O(1) × · · · × O(1)︸ ︷︷ ︸

a

.
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We list the case of the connected component GL(a, R)+ (matrices with positive deter-
minant) instead, because its maximal compact group is K = SO(a) which is connected,
and irreducible representations are parametrized by their highest weights.

Definition 4.8. The relevant K-types are the ones with highest weights

µ(2k, 0l).

The corresponding Weyl group representations on V M are σ[(k, a − k)].

We omit the details, the proof is essentially the discussion about the representation of
Sa on

∧
Ca ⊗

∧
Ca for the orthogonal groups.

4.8. Relevant W -types

Definition 4.9. Let W be the Weyl group of types B, C and D. The following W -types
will be called relevant :

σe(n − r, r) := σ[(n − r), (r)], σo(k, n − k) := σ[(k, n − k), (0)]. (4.37)

In type D for n even, and r = 1
2n, there are two W -types, σe[( 1

2n), ( 1
2n)]I,II :=

σ[( 1
2n), ( 1

2n)]I,II. If the root system is not simple, the relevant W -types are tensor prod-
ucts of relevant W -types on each factor.

5. Intertwining operators

5.1. The notation from § 4 is in effect. Recall that X(ν) denotes the spherical principal
series. Let w ∈ W . Then there is an intertwining operator

I(w, ν) : X(ν) → X(wν). (5.1)

Let ẇ be a representative of w. If f ∈ X(ν), then

I(w, ν)f(g) :=
∫

N/N∩wNw−1
f(gẇ−1n) dn.

These intertwining operators make sense in both the real and p-adic case. They have
the properties that the integral converges for Re〈ν, α〉 � 0, and I(w, ν) has an analytic
continuation for 〈Re ν, α〉 � 0.

If (µ, V ) is a K-type (K the maximal compact subgroup in the real case, G(R) in the
p-adic case), then I(w, ν) induces a map

IV (w, ν) : HomK [V, X(ν)] → HomK [V, X(wν)]. (5.2)

By Frobenius reciprocity, we get a map

RV (w, ν) : (V ∗)K∩B → (V ∗)K∩B . (5.3)

In case (µ, V ) is trivial the spaces are one dimensional and RV (w, ν) is a scalar. We
normalize I(w, ν) so that this scalar is 1. The RV (w, ν) are meromorphic functions in ν,
and the I(w, ν) have the following additional properties.
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(1) If w = sα1 · · · sαk
is a reduced decomposition (αi simple roots and sαi

the corre-
sponding root reflections) let �(w) := k. If w = w1 · w2 with �(w) = �(w1) + �(w2),
then I(w, ν) = I(w1, w2ν) ◦ I(w2, ν). In particular, I(w, ν) factors into a product
of intertwining operators Ij , one for each sαj

. These operators are

Ij : X(sαj+1 · · · sαk
· ν) → X(sαj · · · sαk

· ν). (5.4)

(2) Let P = MN be a standard parabolic subgroup (so A ⊂ M) and w ∈ W (M, A).
Because X(ν) = IndG

P [XM (ν)], we can induce the intertwining operator IM (w, ν) :
XM (ν) → XM (wν) to form the induced intertwining operator IndG

M [IM (w, ν)] :
X(ν) → X(wν),

IndG
M [IM (w, ν)] : IndG

P [XM (ν)] → IndG
P [XM (wν)].

Then I(w, ν) = IndG
M [IM (w, ν)].

(3) If Re〈ν, α〉 � 0 for all positive roots α, then RV (w0, ν) has no poles, and the image
of I(w0, ν) (w0 ∈ W is the long element) is L(ν).

(4) If −ν̄ is in the same Weyl group orbit as ν, let w be the shortest element so that
wν = −ν̄. Then the hermitian dual of X(ν) is X(ν)h = X(wν). Let 〈· , ·〉h be the
hermitian pairing between X(ν) and X(wν). It follows that L(ν) is hermitian with
inner product

〈v1, v2〉 := 〈v1, I(w, ν)v2〉h.

For the remainder of the section we consider the real case only.
Let α be a simple root and Pα = MαN be the standard parabolic subgroup so that

the derived part of the Lie algebra Mα is isomorphic to the sl(2, R) generated by the
root vectors E±α. We assume that θEα = −E−α, where θ is the Cartan involution
corresponding to K. Let Dα =

√
−1(Eα − E−α) and sα = e

√
−1πDα/2. Here by sα, we

actually mean the representative in NK(A) of the Weyl group reflection. Then s2
α = mα

is in K ∩ B ∩ Mα. Since the square of any element in K ∩ B is in the centre, and K ∩ B

normalizes the the root vectors, Ad m(Dα) = ±Dα. Grade V ∗ = ⊕V ∗
i according to the

absolute values of the eigenvalues of Dα (which are integers). Then K ∩ B preserves this
grading and

(V ∗)K∩B =
⊕

i even

(V ∗
i )K∩B .

The map ψα : sl(2, R) → g determined by

ψα

[
0 1
0 0

]
= Eα, ψα

[
0 0
1 0

]
= E−α

determines a map
Ψα : SL(2, R) → G (5.5)

with image Gα, a connected group with Lie algebra isomorphic to sl(2, R).
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Proposition 5.1. On (V ∗
2m)K∩B ,

RV (sα, ν) =

⎧⎪⎪⎨⎪⎪⎩
Id if m = 0,∏
0�j<m

2j + 1 − 〈ν, α̌〉
2j + 1 + 〈ν, α̌〉 Id if m �= 0.

In particular, I(w, ν) is an isomorphism unless 〈ν, α̌〉 ∈ 2Z + 1.

Proof. The formula is well known for SL(2, R). The second assertion follows from this
and the listed properties of intertwining operators. �

Corollary 5.2. For relevant K-types the formula is

RV (sα, ν) =

⎧⎪⎨⎪⎩
Id on the +1 eigenspace of sα,

1 − 〈ν, α̌〉
1 + 〈ν, α̌〉 Id on the −1 eigenspace of sα.

When restricted to (V ∗)K∩B , the long intertwining operator is the product of the
RV (sα, ∗) corresponding to the reduced decomposition of w0 and depends only on the
Weyl group structure of (V ∗)K∩B .

Proof. Relevant K-types have the property that the even eigenvalues of Dα are 0,±2
only. The element sα acts by 1 on the zero eigenspace of Dα and by −1 on the ±2
eigenspace. The claim follows from this. �

5.2. We now show that the formulae in the previous section coincide with corresponding
ones in the p-adic case. In the split p-adic case, spherical representations are a subset
of representations with I-fixed vectors, where I is an Iwahori subgroup. As explained
in [18], the category of representations with I fixed vectors is equivalent to the category
of finite-dimensional representations of the Iwahori–Hecke algebra H := H(I\G/I). The
equivalence is

V → VI . (5.6)

The papers [10] and [11] show that the problem of the determination of the unitary dual
of representations with I fixed vectors, is equivalent to the problem of the determination
of the unitary irreducible representations of H with real infinitesimal character. In fact
it is the affine graded Hecke algebras we will need to consider, and they are as follows.

Let A := S(ǎ), and define the affine graded Hecke algebra to be H := C[W ] ⊗ A as a
vector space, and usual algebra structure for C[W ] and A.

The generators of C[W ] are denoted by tα corresponding to the simple reflections sα,
while the generators of A are ω ∈ ǎ. Impose the additional relation

ωtα = sα(ω)tα + 〈ω, α̌〉, ω ∈ ǎ, (5.7)
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where tα is the element in C[W ] corresponding to the simple root α. If X(χ) is the
standard (principal series) module determined by χ, then

X(χ)I = H ⊗A Cχ. (5.8)

The intertwining operator I(w, χ) is a product of operators Iαi
according to a reduced

decomposition of w = sα1 · · · · · sαk
. If α is a simple root,

rα := (tαα̌ − 1)
1

α̌ − 1
, Iα : x ⊗ 1χ �→ xrα ⊗ 1sαχ. (5.9)

The I(w, χ) have the same properties as in the real case. The rα are multiplied on the
right, so we can replace α̌ with −〈ν, α̌〉 in the formulae. Furthermore,

C[W ] =
∑
σ∈Ŵ

Vσ ⊗ V ∗
σ .

Since rα acts as multiplication on the right, it gives rise to an operator

rσ(sα, ν) : V ∗
σ → V ∗

σ .

Theorem 5.3. The RV (sα, ν) for the real case on relevant K-types coincide with the
rσ(sα, ν) on the V ∗

σ
∼= (V ∗)K∩B .

Proof. These operators act the same way:

rσ(sα, ν) =

⎧⎪⎨⎪⎩
Id on the +1 eigenspace of sα,

1 − 〈ν, α̌〉
1 + 〈ν, α〉 Id on the −1 eigenspace of sα.

(5.10)

The assertion is now clear from Corollary 5.2 and formula (5.7). �

Remark 5.4. (1) The Hecke algebra for a p-adic group G is typically defined using
the dual root system of the complex group Ǧ. For example the formulae for rα in the
literature, e.g. [10–12], have roots instead of coroots.

(2) The intertwining operator Iα is the standard formula for SL(2) applied to I-fixed
vectors. For more details the reader may consult [12] and [19].

5.3. The main point of § 5.2 is that for the real case, and a relevant K-type (V, µ), the
intertwining operator calculations coincide with the intertwining operator calculations
for the affine graded Hecke algebra on the space V K∩B . Thus we will deal with the
Hecke algebra calculations exclusively, but the conclusions hold for both the real and
p-adic case. Recall from § 2.3 that to each χ we have associated a nilpotent orbit Ǒ, and
Levi components m̌BC and m̌KL. These are special instances of the following situation.
Assume that Ǒ is written as in (2.12). Explicitly, ((a1, a1), . . . , (ak, ak); (di)) satisfy the
following.
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ǧ of type B: (di) all odd; they are relabelled (2x0 + 1, . . . , 2x2m + 1);

ǧ of type C: (di) all even; they are relabelled (2x0, . . . , 2x2m);

ǧ of type D: (di) all odd; they are relabelled (2x0 + 1, . . . , 2x2m−1 + 1).

Similar to (2.13), let

m̌ := gl(a1) × · · · × gl(ak) × ǧ(n0), n0 = n −
∑

ai. (5.11)

We consider parameters of the form χ = 1
2 ȟ + ν.

Write χ0 for the parameter 1
2 ȟ, and χi := (− 1

2 (ai − 1) + νi, . . . ,
1
2 (ai − 1) + νi). We

focus on χ0 as a parameter on ǧ(n0). We attach two Levi components

ǧe:

B gl(x2m−1 + x2m−2 + 1) × · · · × gl(x1 + x0 + 1) × ǧ(x2m),

C gl(x2m−1 + x2m−2) × · · · × gl(x1 + x0) × ǧ(x2m),

D gl(x2m−1 + x2m−2 + 1) × · · · × gl(x1 + x0 + 1),

ǧo:

B gl(x2m + x2m−1 + 1) × · · · × gl(x2 + x1 + 1) × ǧ(x0),

C gl(x2m + x2m−1) × · · · × gl(x2 + x1) × ǧ(x0),

D gl(x2m−3 + x2m−4 + 1) × · · · × gl(x2m−2) × ǧ(x2m−1 + 1).

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(5.12)

There are one-dimensional representations L(χe) and L(χo) such that the spherical irre-
ducible representation L(χ0) = X̄(χ0) with infinitesimal character χ0 is the spherical
irreducible subquotient of Xe := IndG

Pe
(L(χe)) and Xo := IndG

Po
(L(χo)) respectively.

The parameters χe and χo are written in terms of strings as follows:

Xe:

B: · · · (−x2i−1, . . . , x2i−2) · · · (−x2m, . . . ,−1),

C: · · · (−x2i−1 + 1
2 , . . . , x2i−2 − 1

2 ) · · · (−x2m + 1
2 , . . . ,− 1

2 ),

D: · · · (−x2i−1, . . . , x2i−2)· · · ;

Xo:

B: · · · (−x2i, . . . , x2i−1) · · · (−x0, . . . ,−1),

C: · · · (−x2i + 1
2 , . . . , x2i−1 − 1

2 ) · · · (−x0 + 1
2 , . . . ,− 1

2 ),

D: · · · (−x2i, . . . , x2i−1) · · · (−x2m−2, . . . ,−1)(−x2m−1 + 1, . . . , 0).

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(5.13)

Theorem 5.5. For the Hecke algebra, p-adic groups,

[σ[(n − r), (r)] : Xe] = [σ[(n − r), (r)] : L(χ0)],

[σ[(k, n − k), (0)] : Xo] = [σ[(k, n − k), (0)] : L(χ0)]

hold.
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The proof is in § 6.9.
For a general parameter χ = χ0+ν, the strings defined in § 2 and the above construction

define parabolic subgroups with Levi components gl(a1) × · · · × gl(ak) × ǧe and gl(a1) ×
· · · × gl(ar) × ǧo, and corresponding Le(χ) and Lo(χ). We denote these induced modules
by Xe and Xo as well.

Corollary 5.6. The relations

[σ[(n − r), (r)] : Xe] = [σ[(n − r), (r)] : L(χ)],

[σ[(k, n − k), (0)] : Xo] = [σ[(k, n − k), (0)] : L(χ)]

hold in general. For real groups, in the notation of §§ 4.2–4.4,

[µe(r, n − r) : Xe] = [µe(r, n − r) : L(χ)],

[µo(k, n − k) : Xo] = [µo(k, n − k) : L(χ)].

Proof. The results in § 5.2 show that the intertwining operators on σe(k, n − k) for
the p-adic group equal the intertwining operators for µe(k, n − k) for the real group,
and similarly for σo and µo. Thus the multiplicities of the σe/σo in L(χ) for the p-adic
case equal the multiplicities of the corresponding µe/µo in L(χ) in the real case. We do
the p-adic case first. Recall Theorem 2.9 which states that IMKL(χ) = L(χ). The Levi
subgroup MKL is a product of GL factors, which we will denote MA, with a factor G(n0).
So for W -type multiplicities we can replace IMKL(χ) by IndMA×G(n0)[

⊗
triv ⊗ L(χ0)]. We

explain the case of σe = σe(k, n−k), that of σo being identical. By Frobenius reciprocity,

HomW [σe : L(χ)] = HomW [σe : IMKL(χ)]

= HomW (MA)×W (G(n0))[σe : triv ⊗ L(χ0)]. (5.14)

Using the formulae for restrictions of representations for Weyl groups of classical types,
it follows that

dim HomW [σe : L(χ)] =
∑
k′

dim HomW (G(n0))[σe(k′, n0 − k′) : L(χ0)]

=
∑
k′

dim HomW (G(n0))[σe(k′, n0 − k′) : Xe,G(n0)], (5.15)

where the last step is Theorem 5.3. Since Xe = IndG
MA×G(n0)[

⊗
L(χi) ⊗ Xe,G(n0)(χ0)],

again by Frobenius reciprocity, one can show that this is also equal to dim HomW [σe : Xe].
This proves the claim for the p-adic case.

In the real case the proof is complete once we observe that in all the steps for the p-adic
case, the multiplicity of triv ⊗ µe(k′, n0 − k′) in the restriction of µe(k, n − k) matches
the multiplicity of triv ⊗ σe(k′, n0 − k′) in the restriction of σe(k, n − k). Similarly for µo

and σo. �
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6. Hecke algebra calculations

6.1. The proof of the results in § 5.3 is by a computation of intertwining operators
on the relevant K-types. It only depends on the W -type of V K∩B , so we work in the
setting of the Hecke algebra. The fact that we can deal exclusively with W -types, is a
big advantage. In particular we do not have to worry about disconnectedness of Levi
components. We will write GL(k) for the Hecke algebra of type A and G(n) for the
types B, C or D as the case may be. This is so as to emphasize that the results are about
groups, real or p-adic.

The intertwining operators will be decomposed into products of simpler operators
induced from operators coming from maximal Levi subgroups. We introduce these first.

Suppose M is a Levi component of the form

GL(a1) × · · · × GL(al) × G(n0). (6.1)

Let χi be characters for GL(ai). We simplify the notation somewhat by writing

χi ←→ (νi) := (− 1
2 (ai − 1) + νi, . . . ,

1
2 (ai − 1) + νi). (6.2)

The parameter is antidominant, and so L(χi) occurs as a submodule of the principal
series X((νi)). The module is spherical one dimensional, and the action of a is

χi(ω) = 〈ω, ( 1
2 (ai − 1) + νi, . . . ,− 1

2 (ai − 1) + νi)〉, ω ∈ a, (6.3)

while W acts trivially. The trivial representation χ0 of G(n0) corresponds to the string
(−n0 + ε, . . . ,−1 + ε) where

ε :=

⎧⎪⎨⎪⎩
0 H of type B,
1
2 H of type C,

1 H of type D.

(6.4)

We abbreviate this as (ν0). Again L(χ0) is the trivial representation, and because χ0 is
antidominant, it appears as a submodule of the principal series X(χ0). We abbreviate

XM (· · · (νi) · · · ) := IndG∏
GL(ai)×G(n0)

[⊗
χi ⊗ triv

]
. (6.5)

The module XM (· · · (νi) · · · ) is a submodule of the standard module X(χ) with parameter
corresponding to the strings

χ := (. . . ,− 1
2 (ai − 1) + νi, . . . ,

1
2 (ai − 1) + νi, . . . ,−n0 + ε, . . . ,−1 + ε). (6.6)

In the setting of the Hecke algebra, the induced modules (6.5) is really

XM (· · · (νi) · · · ) = H ⊗HM

[⊗
χi ⊗ triv

]
.

Let wi,i+1 ∈ W be the shortest Weyl group element which interchanges the strings
(νi) and (νi+1) in ν, and fixes all other coordinates. The intertwining operator Iwi,i+1 :
X(ν) → X(wi,i+1ν) restricts to an intertwining operator

IM,i,i+1(· · · (νi)(νi+1) · · · ) : XM (· · · (νi)(νi+1) · · · ) → Xwi,i+1M (· · · (νi+1)(νi) · · · ). (6.7)
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This operator is induced from the same kind for GL(ai + ai+1), where

Mi,i+1 = GL(ai) × GL(ai+1) ⊂ GL(ai + ai+1)

is the Levi component of a maximal parabolic subgroup.
Let wl ∈ W be the shortest element which changes (νl) to (−νl), and fixes all other

coordinates. It induces an intertwining operator

IM,l(· · · (νl)(ν0)) : XM (· · · (νl), (ν0)) → XwlM (· · · (−νl), (ν0)). (6.8)

In this case, wlM = M , so we will not always include it in the notation. In type D,
if n0 = 0, the last entry of the resulting string might have to stay − 1

2 (al − 1) + νl

instead of 1
2 (al − 1) − νl. This operator is induced from the same kind on G(al + n0)

with Ml = GL(al) × G(n0) ⊂ G(al + n0) the Levi component of a maximal parabolic
subgroup.

Lemma 6.1. The operators IM,i,i+1 and IM,l are meromorphic in νi in both the real
and p-adic case.

(1) IM,i,i+1 has poles only if 1
2 (ai − 1) + νi − 1

2 (ai+1 − 1) − νi+1 ∈ Z. If so, a pole only
occurs if

− 1
2 (ai − 1) + νi < − 1

2 (ai+1 − 1) − νi+1,
1
2 (ai − 1) + νi < 1

2 (ai+1 − 1) + νi+1.

(2) IM,l has a pole only if 1
2 (al − 1) + νl ≡ ε (mod Z). In that case, a pole only occurs

if
− 1

2 (al − 1) + νl < 0.

Proof. We prove the assertion for IM,i,i+1, the other one is similar. The fact that the
integrality condition is necessary is clear. For the second condition, it is sufficient to
consider the case M = GL(a1) × GL(a2) ⊂ GL(a1 + a2). If the strings are strongly
nested, then the operator cannot have any pole because XM is irreducible. It remains
to show there is no pole in the case when − 1

2 (a2 − 1) + ν2 � − 1
2 (a1 − 1) + ν1, and

1
2 (a1 − 1) + ν1 > 1

2 (a2 − 1) + ν2. Let

M ′ := GL(1
2 (a1 + a2) + ν2 + ν1) × GL( 1

2 (a1 − a2) + ν1 − ν2) × GL(a2),

(ν′
1) = (− 1

2 (a1 − 1) + ν1, . . . ,
1
2 (a2 − 1) + ν2),

(ν′
2) = ( 1

2 (a2 − 1) + 1 + ν2, . . . ,
1
2 (a1 − 1) + ν1),

(ν′
3) = (ν2) = (− 1

2 (a2 − 1) + ν2, . . . ,
1
2 (a2 − 1) + ν2).

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (6.9)

Then XM ((ν1)(ν2)) ⊂ XM ′((ν′
1)(ν

′
2)(ν

′
3)), and IM,1,2 is the restriction of

Iw2,3M ′,1,2((ν′
1)(ν

′
3)(ν

′
2)) ◦ IM ′,2,3((ν′

1)(ν
′
2)(ν

′
3))

to XM . Because the strings (ν′
1)(ν

′
3) are strongly nested, Iw2,3M ′,1,2 has no pole, and

IM ′,2,3 has no pole because it is a restriction of operators coming from SL(2)s which do
not have poles. The claim follows. �
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Let σ be a W -type. We are interested in computing rσ(w, . . . (νi) . . . ), where w changes
all the νi for 1 � i to −νi. The operator can be factored into a product of rσ(wi,i+1, ∗) of
the type (6.7) and rσ(wl, ∗) of the type (6.8). These operators are more tractable. Here
is a more precise explanation. Let M be the Levi component

GL(a1) × · · · × GL(ai + ai+1) × · · · in case (6.7), (6.10)

GL(a1) × · · · × G(al + n0) in case (6.8). (6.11)

Since XM is induced from the trivial W (M) module,

HomW [σ, XM ((νi))] = HomW (M)[σ|W (M) : triv ⊗ XMi,i+1((νi), (νi+1)) ⊗ triv]
in case (6.7),

(6.12)

HomW [σ, X((νi))] = HomW (M)[σ|W (M) : triv ⊗ XMl
((νl), (ν0))] in case (6.8),

(6.13)

where Mi,i+1 = GL(ai) × GL(ai+1) is a maximal Levi component of GL(ai + ai+1) and
Ml = GL(al) × G(n0) is a maximal Levi component of G(al + n0). To compute the
rσ(wi,i+1, ∗) and rσ(wl, ∗), it is enough to compute the corresponding rσj

for the σj

occurring in the restriction σ|W (M) in the cases GL(ai) × GL(ai+1) ⊂ GL(ai + ai+1) and
GL(al) × G(n0) ⊂ G(al + n0). The restrictions of relevant W -types to Levi components
consist of relevant W -types of the same kind, i.e. σ[(n − r), (r)] restricts to a sum of
representations of the kind σe, and σ[(k, n − k), (0)] restricts to a sum of σo. Typically
the multiplicities of the factors are 1.

We also note that
XM |W =

∑
σ∈Ŵ

Vσ ⊗ (V ∗
σ )W (M). (6.14)

So the rσ(w, ∗) map (V ∗
σ )W (M) to (V ∗

σ )W (wM).

6.2. Maximal Levi components, summary of results

In the next sections we will compute the cases of Levi components of maximal parabolic
subgroups. We summarize the results. A typical Levi component will be denoted GL(k)×
G(n) ⊂ G(k + n). The type refers to the type of G(n).

Theorem 6.2.

Type A. The interwtining operator IM,1,2((ν1)(ν2)) restricted to σ(m, k + n − m) is
multiplication by the scalar

rσ(m,k+n−m)(k, n, ν1, ν2) =
∏

0�j�m−1

(ν1 − 1
2 (k − 1)) − ( 1

2 (n − 1) + ν2 + 1) + j

(ν1 + 1
2 (k − 1)) − (− 1

2 (n − 1) + ν2 − 1) − j
.

(6.15)

https://doi.org/10.1017/S1474748009000231 Published online by Cambridge University Press

https://doi.org/10.1017/S1474748009000231


304 D. Barbasch

Type B. For σ = σe(m, k + n − m),

rσe(m,k+n−m)((ν)) =
∏

0�j�m−1

n + 1
2 − (− 1

2 (k − 1) + ν) − j

n + 1
2 + ( 1

2 (k − 1) + ν) − j
. (6.16)

Type C. For σ = σe(m, k + n − m),

rσe(m,k+n−m)((ν)) =
∏

0�j�m−1

n + 1
2 − (− 1

2 (k − 1) + ν) − j

n + 1
2 + ( 1

2 (k − 1) + ν) − j
. (6.17)

Type D. For σ = σe(m, k + n − m),

rσe(m,k+n−m)((ν)) =
∏

0�j�m−1

n − (− 1
2 (k − 1) + ν) − j

n + ( 1
2 (k − 1) + ν) − j

. (6.18)

For types B and C the formulae hold for n = 0 as well. In type D when n = 0, there are
two cases GL(k) ⊂ G(k) and GL(k)′ ⊂ G(n). The formula is the same for rσe(n−m,m)((ν))
and rσe(n−m,m)((ν)′): ∏

0�j<m

( 1
2 (k − 1) − ν) − j

( 1
2 (k − 1) + ν) − j

. (6.19)

For 2m = n there are two representations with subscript I and II; the formula above is
the same.

For σ = σo(m, k + n − m) and types B, C and D, the scalar rσo(m,k+n−m)((ν)(ν0))
equals

∏
0�j�m−1

(ν − 1
2 (k − 1)) − (1 − ε) + j

(ν + 1
2 (k − 1)) − (−n − ε) − j

(−n − ε) − (−ν + 1
2 (k − 1)) + j

(1 − ε) − (−ν − 1
2 (k − 1)) − j

. (6.20)

In this case n > 0 for σo to occur in the induced module.

6.3. GL(k) × GL(n) ⊂ GL(k + n)

This is the case of Ii,i+1 with i < l. The module XM ((ν1), (ν2)) induced from the
characters corresponding to

(− 1
2 (k − 1) + ν1, . . . ,

1
2 (k − 1) + ν1), (− 1

2 (n − 1) + ν2, . . . ,
1
2 (n − 1) + ν2) (6.21)

has the following Sk+n structure. Let s := min(k, n) and write σ(m, k + n − m) for the
module corresponding to the partition (m, k + n − m), 0 � m � s. Then

XM ((ν1), (ν2))|W =
⊕

0�m�s

σ(m, k + n − m). (6.22)
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Lemma 6.3. For 1 � m � s, the intertwining operator IM,1,2((ν1)(ν2)) restricted to σ

gives

rσ(m,k+n−m)(ν1, ν2) =
∏

0�j�m−1

(ν1 − 1
2 (k − 1)) − ( 1

2 (n − 1) + ν2 + 1) + j

(ν1 + 1
2 (k − 1)) − (− 1

2 (n − 1) + ν2 − 1) − j
.

Proof. The proof is an induction on k, n and m. We omit most details but give the
general idea. Assume 0 < m < s, the case m = s is simpler. Embed XM ((ν1), (ν2)) into
XM ′((ν′), (ν′′), (ν2)), where M ′ = GL(k − 1) × GL(1) × GL(n), corresponding to the
strings

(− 1
2 (k−1)+ν1, . . . ,

1
2 (k−3)+ν1), ( 1

2 (k−1)+ν1), (− 1
2 (n−1)+ν2, . . . ,

1
2 (n−1)+ν2). (6.23)

The intertwining operator IM,1,2(ν1, ν2) is the restriction of

IM ′,1,2(ν′, ν2, ν
′′) ◦ IM ′,2,3(ν′; ν′′, ν2) (6.24)

to XM ((ν1), (ν2)) ⊂ XM ′((ν′), (ν′′), (ν2)). By an induction on k + n we can assume that
these operators are known. The W -type σ(m, k + n − m) occurs with multiplicity 1 in
XM ((ν1), (ν2)) and with multiplicity 2 in XM ′((ν′), (ν′′), (ν2)). The restrictions are

σ(m, k + n − m)|W (M ′) = triv ⊗ σ(m − 1, n + 1 − m) + triv ⊗ σ(m, n − m) for IM ′,1,2,

(6.25)

σ(m, k + n − m)|W (M ′) = σ(1, n) + σ(0, n + 1) for IM ′,2,3. (6.26)

The representation σ(m, k + n − m) has a realization as harmonic polynomials in S(a)
spanned by ∏

1�
�m

(εi�
− εj�

), (6.27)

where (i1, j1), . . . , (ik, jk) are m pairs of integers satisfying 1 � i
, j
 � k+n, and i
 �= j
.
We apply the intertwining operator to the Sk × Sn-fixed vector

e :=
∑

x∈Sk×Sn

x · [(ε1 − εk+1) × · · · × (εm − εk+m)]. (6.28)

The intertwining operator IM ′,2,3, has a simple form on the vectors

e1 :=
∑

x∈Sk−1×Sn+1

x · [(ε1 − εk+1) × · · · × (εm − εk+m)] in σ(0, n + 1), (6.29)

e2 :=
∑

x∈Sk−1×S1×Sn

x · [(ε1 − εk+1) × · · · × (εm−1 − εk+m−1)(εk − εk+m)] in σ(1, n),

(6.30)

which appear in (6.26). They are mapped into scalar multiples (given by the lemma) of
the vectors e′

1, e′
2 which are invariant under Sk−1 × Sn × S1, and transform according to
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triv ⊗ σ(0, n + 1) and triv ⊗ σ(1, n). We choose

e′
1 = e1,

e′
2 :=

∑
x∈Sk−1×Sn×S1

x · [(ε1 − εk) × · · · × (εm−1 − εk+m−2)(εk+n − εk+m−1)].

⎫⎪⎬⎪⎭ (6.31)

The intertwining operator IM ′,1,2 has a simple form on the vectors invariant under Sk−1×
Sn × S1 transforming according to σ(m, k + n − m − 1) and σ(m − 1, k + n − m). We can
choose multiples of

f1 :=
∑

x∈Sk−1×Sn×S1

x · [(ε1 − εk) × · · · × (εm−1 − εk+m−2)(εm − εk+m−1)],

in σ(m − 1, k + n − m),
(6.32)

f2 :=
∑

x∈Sk−1×Sn×S1

x · [(ε1 − εk) × · · · × (εm−1 − εk+m−2)

· (em + · · · + εk−1 + εk + εk+m + · · · + εk+n−1 − (k + n − 2m + 1)εn)],

in σ(m, k + n − m − 1).
(6.33)

The fact that f1 transforms according to σ(m, k + n − 1) follows from (6.27). The fact
that f2 transforms according to σ(m − 1, k + n) is slightly more complicated. The prod-
uct
∏

(ε1 − εk) × · · · × (εm−1 − εk+m−2) transforms according to σ(m − 1, m − 1) under
S2m−2. The vector

[em + · · · + εk−1 + εk + εk+m + · · · + εk+n−1 − (k + n − 2m + 1)εk+n]

is invariant under the Sk+n−2m−1 acting on the coordinates εm, . . . , εk, εk+m, . . . , εk+n−1.
Since σ(m, k + n − m − 1) does not have such invariant vectors, the product inside the
sum in (6.33) must transform according to σ(m − 1, k + n − m). The average under
x in (6.33) is non-zero. The operator IM ′,2,3 maps f1 and f2 into multiples (using the
induction hypothesis) of the vectors f ′

1, f ′
2 which are the Sn ×Sk−1 ×S1 invariant vectors

transforming according to σ(m, k + n − 1) and σ(m − 1, k + n − m). The composition
IM ′,1,2 ◦ IM ′,2,3 maps e into a multiple of

e′ :=
∑

σ∈Sn×Sk

σ · [(ε1 − εn+1) × · · · × (εm − εn+m)]. (6.34)

The multiple is computable by using the induction hypothesis and the expression of

• e in terms of e1, e2,

• e′
1, e′

2 in terms of f1, f2, and

• e′ in terms of f ′
1, f ′

2.
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For example for the case k = 1, we get the following formulae:

e = n(ε1 + · · · + εk) − k(εk+1 + · · · + εk+n),

e1 = (n + 1)(ε1 + · · · + εk−1) − (k − 1)(εk + · · · + εk+n),

e2 = nεk − (εk+1 + · · · + εk+n),

f1 = n(ε1 + · · · + εk−1) − (k − 1)(εk + · · · + εk+n−1),

f2 = (ε1 + · · · + εk−1) + (εk + · · · + εk+n−1) − (k + n − 1)εk+n,

e′ = −k(ε1 + · · · + εn) − n(εn+1 + · · · + εk+n),

e′
1 = (n + 1)(ε1 + · · · + εk−1) − (k − 1)(εk + · · · + εk+n),

e′
2 = −(εk + · · · + εk+n−1) + n(εk+n),

f ′
1 = −(k + 1)(ε1 + · · · + εn) + n(εn+1 + · · · + εk+n−1),

f ′
2 = (ε1 + · · · + εn) + (εn+1 + · · · + εk+n−1) − (k + n − 1)εk+n.

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(6.35)

Then

e =
k − 1
n + 1

e1 − k + n

n + 1
e2,

e′
1 =

k + n

k + n − 1
f1 +

k − 1
k + n − 1

f2,

e′
2 =

1
k + n − 1

f1 − n

k + n − 1
f2,

e′ =
k + n

k + n − 1
f ′
1 − n

k + n − 1
f ′
2.

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(6.36)

�

6.4. GL(k) × G(n) ⊂ G(n + k)

In the next sections we prove Theorem 5.3 in the case of a parabolic subgroup with
Levi component GL(k) × G(n) for the induced module

XM ((ν1)(ν0)) = IndG
M [L(χ1) ⊗ L(χ0)]. (6.37)

The notation is as in § 6.1.
The strings are

(− 1
2 (k − 1) + ν, . . . , 1

2 (k − 1) + ν)(−n + 1 + ε, . . . ,−1 + ε). (6.38)

Recall that ε = 0 when the Hecke algebra is type B, ε = 1
2 for type C, and ε = 1 for

type D, and

rσ(ν) : (V ∗
σ )W (M) → (V ∗

σ )W (M). (6.39)

We will compute rσ(w1, (ν)(ν0)) by induction on k. In this case the relevant W -types
have multiplicity less than or equal to 1 so rσ is a scalar.
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6.5. We start with the special case k = 1 when the maximal parabolic subgroup P has
Levi component M = GL(1) × G(n) ⊂ G(n + 1). In type D we assume n � 1. Then

XM |W = σ[(n + 1), (0)] + σ[(1, n), (0)] + σ[(n), (1)], (6.40)

and all the W -types occurring are relevant. In types B and C the operator rσ(ν) is the
restriction to (V ∗

σ )W (M) of the product

r1,2 ◦ · · · ◦ rn,n+1 ◦ rn+1 ◦ rn,n+1 ◦ · · · ◦ r1,2 (6.41)

as an operator on Vσ. Here ri,j is the rσ(w, ∗) corresponding to the root εi − εj and rn+1

is the rσ corresponding to εn+1 or 2εn+1 in types B and C. In type D, the operator is

r1,2 ◦ · · · ◦ rn,n+1 ◦ r̃n,n+1 ◦ · · · ◦ r1,2, (6.42)

where ri,i+1 are as before, and r̃n,n+1 corresponds to εn + εn+1. Since the multiplicities
are 1, this is a scalar.

Proposition 6.4. The scalar rσ(w1, ((ν)(ν0))) is

σe(1, n) = σ[(n), (1)] σo(1, n) = σ[(1, n), (0)]

B
n + 1 − ν

n + 1 + ν
−n + 1 − ν

n + 1 + ν

C
1
2 + n − ν
1
2 + n + ν

1
2 + n − ν
1
2 + n + ν

1
2 − ν
1
2 + ν

D
n − ν

n + ν

n − ν

n + ν

1 − ν

1 + ν
(6.43)

Proof. We perform an induction on n.
The reflection representation σ[(n), (1)] has dimension n + 1 and the usual basis {εi}.

The W (M)-fixed vector is ε1. The representation σ[(1, n), (0)] has a basis ε2i − ε2j with
the symmetric square action. The W (M)-fixed vector is

ε21 − 1
n

(ε22 + · · · + ε2n+1).

The case n = 0 for type C is clear; the intertwining operator is 1 on µo(1, 0) = triv
and (1

2 − ν)/( 1
2 + ν) on µe(0, 1) = sgn. We omit the details for type B. In type for n = 1,

i.e. D2, the middle W -type in (6.40) decomposes further

σ[(2), (0)] + σ[(1), (1)]I + σ[(1), (1)]II + σ[(0), (2)]. (6.44)

The representations σ[(1), (1)]I,II are one dimensional with bases ε1 ± ε2. The result is
straightforward in this case as well.

https://doi.org/10.1017/S1474748009000231 Published online by Cambridge University Press

https://doi.org/10.1017/S1474748009000231


The unitary spherical spectrum for split classical groups 309

We now do the induction step. We give details for type B. In the case σe(1, n), embed
XM in the induced module from the characters corresponding to

(ν)(−n)(−n + 1, . . . ,−1). (6.45)

Write M ′ = GL(1)×GL(1)×G(n− 1) for the Levi component corresponding to these
three strings. Then the intertwining operator I : XM ((ν)(ν0)) → XM ((−ν)(ν0)) is the
restriction of

IM ′,1,2((−n), (−ν)(ν0)) ◦ IM ′,2((−n)(ν)(ν0)) ◦ IM ′,1,2(ν, (−n), (ν0)). (6.46)

The rσ have a corresponding decomposition

(rσ)M ′,1,2((−ν), (−n)(ν0)) ◦ (rσ)M ′,2((−n)(ν)(ν0)) ◦ (rσ)M ′,1,2((ν)(−n)(ν0)). (6.47)

We need the restrictions of µe(1, n) and µo(1, n) to W (M ′). We have

IndW (Bn+1)
W (Bn−1)

[σ[(n − 1), (0)]] = σ[(n + 1), (0)] + 2σ[(n), (1)] + 2σ[(1, n), (0)]

+ 2σ[(1, n − 1), (1)] + σ[(n − 1), (2)] + σ[(n − 1), (1, 1)]
+ σ[(2, n − 1), (0)] + σ[(1, 1, n − 1), (0)], (6.48 a)

IndW (Bn+1)
W (Bn) [σ[(n), (0)]] = σ[(n + 1), (0)] + σ[(n), (1)] + σ[(1, n), (0)], (6.48 b)

IndW (Bn+1)
W (B1)W (Bn)[σ[(1), (0)] ⊗ σ[(n), (0)]] = σ[(n + 1), (0)] + σ[(1, n), (0)], (6.48 c)

IndW (Bn+1)
W (B1)W (Bn)[σ[(0), (1)] ⊗ σ[(n), (0)]] = σ[(n − 1), (1)]. (6.48 d)

Thus µe(1, n) occurs with multiplicity 2 in XM ′ . The W (M ′) fixed vectors are the linear
span of ε1, ε2. The intertwining operators IM ′,1,2 and IM ′,2 are induced from maximal
parabolic subgroups whose Levi components we label M1 and M2. Then ε1+ε2 transforms
like triv⊗ triv under W (M1) and ε1 − ε2 transforms like sgn⊗ triv. The vector ε1 is fixed
under W (Bn) (which corresponds to M2) and the vector ε2 is fixed under W (Bn−1) and
transforms like µo(1, n) under W (Bn). The matrix rσ is, according to (6.47),⎡⎢⎢⎣

1
2 + ν − n

ν − n + 1
2 + ν − n

ν − n + 1
1 + ν − n + 1

1
2 + ν − n

⎤⎥⎥⎦ ·

⎡⎣1 0

0
n − ν

n + ν

⎤⎦ ·

⎡⎢⎢⎣
1

1 + ν + n

ν + n

1 + ν + n

ν + n

1 + ν + n

1
2 + ν + n

⎤⎥⎥⎦ . (6.49)

So the vector ε1 is mapped into

n + 1 − ν

n + 1 + ν
ε1

as claimed.
For σo(1, n) we apply the same method. In this case the operator IM ′,2 is the identity

because in the representation µo(1, n) the element tn corresponding to the short simple
root acts by 1.
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The calculation for type D is analogous, we sketch some details. We decompose the
strings into

(ν)(−n + 1, . . . ,−1)(0), (6.50)

and M ′ = GL(1) × GL(n − 1) × GL(1). Then

IM,1((ν)(ν0)) = IM ′,1,2((−n + 1, . . . ,−1)(−ν)(0)) ◦ IM ′,1((−n + 1, . . . ,−1)(ν)(0))

◦ IM ′,1,2((ν)(−n + 1, . . . ,−1)(0)).
(6.51)

�

6.6. In this section we consider (6.38) for k > 1, n � 1 and the W -types σe(m, n+k−m)
for 0 � m � k (notation as in Definition 4.9). These are the W -types which occur in
XM , with M = GL(k) × G(n) ⊂ G(k + n).

Proposition 6.5. The rσ(w1, ((ν)(ν0))) for σ = σe(m, n+k−m) are scalars. They equal
type B, ∏

0�j�m−1

n + 1 − (− 1
2 (k − 1) + ν) − j

n + 1 + ( 1
2 (k − 1) + ν) − j

; (6.52)

type C, ∏
0�j�m−1

n + 1
2 − (− 1

2 (k − 1) + ν) − j

n + 1
2 + ( 1

2 (k − 1) + ν) − j
; (6.53)

type D, ∏
0�j�m−1

n − (− 1
2 (k − 1) + ν) − j

n + ( 1
2 (k − 1) + ν) − j

. (6.54)

Proof. The proof is by induction on k. The case k = 1 was done in § 6.5 so we only need
to do the induction step. For types B and C factor the intertwining operator as follows.
Decompose the string

((ν′)( 1
2 (k − 1) + ν)(ν0)) := ((− 1

2 (k − 1) + ν, . . . , 1
2 (k − 3) + ν)( 1

2 (k − 1) + ν)(ν0)) (6.55)

and let M ′ := GL(k − 1) × GL(1) × G(n), and M ′′ = GL(1) × GL(k − 1) × G(n). Thus

IM,1 = IM ′′,2((− 1
2 (k − 1) − ν)(ν′)(ν0)) ◦ IM ′,1,2((ν′)(− 1

2 (k − 1) − ν)(ν0))

◦ IM ′,2((ν′)( 1
2 (k − 1) + ν)(ν0)). (6.56)

IM ′,1,2 and IM ′,2 were computed earlier, while IM ′′,2 is known by induction. Then

σe(m, n + k − m)|W (GL(k−1))×W (G(n+1))

= triv ⊗ [σe(1, n) + σe(0, n + 1)] + · · · , (6.57)

σe(m, n + k − m)|W (GL(k))×W (G(n+k−1))

= [(k) ⊗ triv + (1, k − 1) ⊗ triv] + · · · , (6.58)

σe(m, n + k − m)|W (GL(1))×W (G(n+k−1))

= triv ⊗ [σe(m − 1, n + k − m) + σe(m, n + k − 1 − m)] + · · · , (6.59)
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where · · · denote W -types which are not spherical for W (M), so do not matter for the
computations.

The W -type

σe(m, n + k − m) ∼=
m∧

σe(1, n + k − 1).

It occurs with multiplicity 2 in XM ′ for 0 < m < min(k, n) and multiplicity 1 for
m = min(k, n). We will write out an explicit basis for the invariant S1 × Sk−1 × W (Bn)
vectors. Formulae (6.53)–(6.55) then come down to a computation with 2 × 2 matrices
as in the case k = 1. Let

e :=
1

m!(k − m)!

∑
x∈Sk

x · [ε1 ∧ · · · ∧ εm]. (6.60)

This is the Sk × W (Bn) fixed vector of σe(m, n + k − m). It decomposes as

e = e0 + e1 = f0 + f1, (6.61)

where

e0 =
1

m!(k − 1 − m)!

∑
x∈Sk−1×S1

x · [ε1 ∧ · · · ∧ εm],

e1 =
1

(m − 1)!(k − m)!

∑
x∈Sk−1×S1

x · [ε1 ∧ · · · ∧ εm−1] ∧ εk,

f0 =
1

m!(k − 1 − m)!

∑
x∈S1×Sk−1

x · [ε2 ∧ · · · ∧ εm+1],

f1 =
1

(m − 1)!(k − m)!

∑
x∈S1×Sk−1

ε1 ∧ x · [ε2 ∧ · · · ∧ εm].

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(6.62)

Also let

e′
0 = e′′

0 =
1

(m − 1)!(k − m)!

∑
x∈Sk

x · [ε1 ∧ · · · ∧ εm],

e′
1 =

∑
x∈Sk−1×S1

x · [ε1 ∧ · · · ∧ εm−1 ∧ (εm − εk)],

e′′
1 =

∑
x∈S1×Sk−1

x · [(−ε1 + εm+1) ∧ ε2 ∧ · · · ∧ εm+1].

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
(6.63)

Then

e0 =
k − m

k
e′
0 +

m

k
e′
1, e1 =

m

k
e′
0 − m

k
e′
1,

e′′
0 = f0 + f1, e′′

1 = f0 − k − m

m
f1.

⎫⎪⎬⎪⎭ (6.64)
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We now compute the action of the intertwining operators. The following relations hold:

IM ′,2(e0) = e0, IM ′,2(e1) =
n + ε − ( 1

2 (k − 1) + ν)
n + ε + ( 1

2 (k − 1) + ν)
e1,

IM ′,12(e′
0) = e′′

0 , IM ′,12(e′
1) =

2ν − 1
2ν + k − 1

e′′
1 ,

I ′
M ′′,2(f0) =

∏
0�j�m−2

n + ε − (− 1
2 (k − 1) + ν) − j

n + ε + ( 1
2 (k − 3) + ν) − j

f0,

IM ′′,2(f1) =
∏

0�j�m−1

n + ε − (− 1
2 (k − 1) + ν) − j

n + ε + ( 1
2 (k − 3) + ν) − j

f1,

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(6.65)

where ε = 1 in type B, ε = 1
2 in type C, and ε = 0 in type D. Then

IM ′,2(e0 + e1) = e0 +
n + ε − ( 1

2 (k − 1) + ν)
n + ε + ( 1

2 (k − 1) + ν)
e1. (6.66)

Substituting the expressions of e0, e1 in terms of e′
0, e′

1, we get[
k − m

k
+

m

k

n + ε − ( 1
2 (k − 1) + ν)

n + ε + ( 1
2 (k − 1) + ν)

]
e′
0 +

m

k

[
1 −

n + ε − ( 1
2 (k − 1) + ν)

n + ε + ( 1
2 (k − 1) + ν)

]
e′
1. (6.67)

Applying IM,2 to this has the effect that e′
0 is sent to e′′

0 and the term in e′
1 is multiplied

by (2ν − 1)/(2ν + k − 1) and e′
1 is replaced by e′′

1 . Substituting the formulae for e′′
0 and

e′′
1 in terms of f0, f1, and applying IM ′′,2, we get the claim of the proposition. �

6.7. We now treat the case σ = σo(m, n + k − m). We assume n > 0 or else these
W -types do not occur in the induced module XM .

Proposition 6.6. The rσ(w1, ((ν)(ν0))) are scalars. They equal

∏
0�j�m−1

(ν − 1
2 (k − 1)) − (1 − ε) + j

(ν + 1
2 (k − 1)) − (−n − ε) − j

·
(−n − ε) − (−ν + 1

2 (k − 1)) + j

(1 − ε) − (−ν − 1
2 (k − 1)) − j

. (6.68)

Proof. The intertwining operator IM (ν) decomposes in the same way as (6.56). Fur-
thermore, σo(m, n + k − m) =

∧m
σo(1, n + k − 1). The difference from the cases σe is

that while σe(1, n + k − 1) is the reflection representation, and therefore realized as the
natural action on ε1, . . . , εn+k, σo(1, n+ k − 1) occurs in S2σe(1, n+ k − 1), generated by
ε2i − ε2j with i �= j. We can apply the same technique as for σe(m, n + k − m), and omit
the details. �

GL(k) ⊂ G(k) in types B and C

The formulae in Propositions 6.5 and 6.6 hold with n = 0. The proof is the same, but
because n = 0, (ν0) is not present. The operator IM ′,2 is an intertwining operator in
SL(2) and therefore simpler.
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6.8. GL(k) ⊂ G(k) in type D

In this subsection we consider the maximal Levi components M := GL(k) ⊂ G(k) and
M ′ := GL(k)′ ⊂ G(k) for type Dn. The parameter corresponds to the string

(ν) := (− 1
2 (k − 1) + ν, . . . , 1

2 (k − 1) + ν)

or

(ν′) := (− 1
2 (k − 1) + ν, . . . ,− 1

2 (k − 1) − ν).

k even. The W -structure of XM ((ν)) and XM ′((ν)′) is σe[(n − r), (r)] for 0 � r <
1
2k, and σe[( 1

2k), ( 1
2k)]I, or σe[( 1

2k), ( 1
2k)]II respectively, with multiplicity 1. There are

intertwining operators

IM ((ν)) : XM ((ν)) → XM ((−ν)),

IM ′((ν)′) : XM ′((ν)′) → XM ′((−ν)′)

}
(6.69)

corresponding to the shortest Weyl group element changing ((ν)) to ((−ν)). They
determine scalars rσ((ν)) and rσ((ν)′).

k odd. The W -structure in this case is σe[(n − r), (r)] with 0 � r � [ 12k] for both XM

and XM ′ , again with multiplicity 1. In this case there is a shortest Weyl group element
which changes ((ν)) to ((−ν)′), and one which changes ((ν)′) to ((−ν)). These elements
give rise to intertwining operators

IM ((ν)) : XM ((ν)) → XM ′((−ν)′),

IM ′((ν)) : XM ′((ν)′) → XM ((−ν)).

}
(6.70)

Because the W -structure of XM and XM ′ is the same, and W -types occur with mul-
tiplicity 1, these intertwining operators define scalars rσ(ν) and rσ((ν)′).

Proposition 6.7. The scalars rσ((ν)) and rσ((ν)′) are

rσe[(n−r),(r)]((ν)) =
∏

0�j<r

( 1
2 (k − 1) − ν) − j

( 1
2 (k − 1) + ν) − j

. (6.71)

These numbers are the same for ((ν)) and ((ν)′) and representations with subscripts I, II;
they depend only on r.

6.9. Proof of Theorem 5.3

We use the results in the previous sections to prove the theorem in general. We give
the details in the case of the group of type B and W -types σe. Thus the Hecke algebra
is type C. There are no significant changes in the proof for the other cases. Recall the
notation from § 2.3. Conjugate ν the middle element for the nilpotent orbit with partition
(2x0, . . . , 2x2m) so that it is dominant (i.e. the coordinates are in decreasing order),

ν = (x2m − 1
2 , . . . , x2m − 1

2 , . . . , x0 − 1
2 , . . . , x0 − 1

2 , . . . , 1
2 , . . . , 1

2 ).
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Then ν is dominant, so X(ν) has a unique irreducible quotient L(ν). We factor the long
intertwining operator so that

X(ν) I1−→ Xe(ν) I2−→ X(−ν), (6.72)

where Xe was defined in § 5.3. The claim will follow if the decomposition has the property
that the operator I1 is onto, and I2 is into, when restricted to the σe isotypic component.

Proof that I1 is onto. The operator I1 is a composition of several operators. First take
the long intertwining operator induced from the Levi component GL(n),

X(x2m − 1
2 , . . . , 1

2 ) → X( 1
2 , . . . , x2m − 1

2 ), (6.73)

corresponding to the shortest Weyl group element that permutes the entries of the param-
eter from decreasing order to increasing order. The image is the induced from the corre-
sponding irreducible spherical module L( 1

2 , . . . , x2m− 1
2 ) on GL(n). In turn this is induced

irreducible from one-dimensional spherical characters on a GL(x0) × · · · × GL(x2m) Levi
component corresponding to the strings

( 1
2 , . . . , x0 − 1

2 ) · · · ( 1
2 , . . . , x2m − 1

2 )

or any permutation thereof. This is well known by results of Bernstein–Zelevinski in the
p-adic case, [34] for the real case.

Compose with the intertwining operator

X(· · · ( 1
2 , . . . , x2m − 1

2 )) → X(· · · (−x2m + 1
2 , . . . ,− 1

2 )), (6.74)

all other entries unchanged. This intertwining operator is induced from the standard long
intertwining operator on G(x2m) which has image equal to the trivial representation. The
image is an induced module from characters on GL(x0) × · · · × GL(x2m−1) × G(x2m).
Now compose with the intertwining operator

X(· · · ( 1
2 , . . . , x2m−1 − 1

2 )(−x2m + 1
2 , . . . ,− 1

2 ))

→ X(· · · (−x2m−1 + 1
2 , . . . ,− 1

2 )(−x2m + 1
2 , . . . ,− 1

2 )) (6.75)

(again all other entries unchanged). This is IM,2m−1 defined in (6.8), so its restriction of
(6.75) to the σe isotypic component is an isomorphism. Now compose this operator with
the one corresponding to

X(· · · ( 1
2 , . . . , x2m−2 − 1

2 )(−x2m−1 + 1
2 , . . . , 1

2 ) · · · )
→ X(· · · (−x2m−1 + 1

2 , . . . , x2m−2 − 1
2 ) · · · ) (6.76)

with all other entries unchanged. This is induced from

GL(x0) × · · · × GL(x2m−3) × GL(x2m−2 + x2m−1) × G(x2m)

https://doi.org/10.1017/S1474748009000231 Published online by Cambridge University Press

https://doi.org/10.1017/S1474748009000231


The unitary spherical spectrum for split classical groups 315

and the image is the representation induced from the character corresponding to the
string

(−x2m−1 − 1
2 , . . . ,− 1

2 , 1
2 , . . . , x2m−2) on GL(x2m−2 + x2m−1).

Now compose further with the intertwining operator

X(· · · (−x2m−1 + 1
2 , . . . , x2m−2 − 1

2 )(−x2m − 1
2 , . . . ,− 1

2 ))

→ X((−x2m−1 + 1
2 , . . . , x2m−2 − 1

2 ) · · · (−x2m − 1
2 , . . . ,− 1

2 )) (6.77)

from the representation induced from

GL(x0) × · · · × GL(x2m−3) × GL(x2m−2 + x2m−1) × G(x2m)

to the induced from

GL(x2m−2 + x2m−1) × GL(x0) × · · · × GL(x2m−3) × G(x2m).

By Lemma 6.3, this intertwining operator is an isomorphism on any σe isotypic com-
ponent. In fact, because the strings are strongly nested, the irreducibility results for
GL(n), Theorem 2.2 and Proposition 3.8 for type A, imply that the induced modules are
isomorphic.

We have constructed a composition of intertwining operators from the standard module
X(ν) where the coordinates of ν are positive and in decreasing order (i.e. dominant) to
a module induced from

GL(x2m−2 + x2m−1) × GL(x0) × · · · × GL(x2m−3) × G(x2m)

corresponding to the strings

((−x2m−1 + 1
2 , . . . , x2m−2 − 1

2 )( 1
2 , . . . , x0 − 1

2 ), . . . ,

( 1
2 , . . . , x2m−3 − 1

2 )(−x2m + 1
2 , . . . ,− 1

2 ))

so that the restriction to any σe isotypic component is onto. We can repeat the procedure
with x2m−4, x2m−3 and so on to get an intertwining operator from X(ν) to the induced
from

GL(x2m−1 + x2m−2) × · · · × GL(x1 + x0) × G(x2m)

corresponding to the strings

((−x2m−1 + 1
2 , . . . , x2m−2 − 1

2 ) · · · (−x1 + 1
2 , . . . , x0 − 1

2 ), (−x2m + 1
2 , . . . ,− 1

2 )).

This is the operator I1, and it is onto on the σe(∗) isotypic components.

Proof that I2 is into. We now deal with I2. Consider the group G(x1 + x0 + x2m) and
the Levi component M = GL(x1 + x0) × G(x2m). Let M ′ be the Levi component

M ′ := GL(x2m−1 + x2m−2) × · · · × GL(x3 + x2) × GL(x1) × GL(x0) × G(x2m). (6.78)
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Then Xe embeds in

XM ′(· · · (−x1 + 1
2 , . . . ,− 1

2 )( 1
2 , . . . , x0 − 1

2 )(−x2m + 1
2 , . . . ,− 1

2 )).

The intertwining operator IM ′,m+1 which changes the string (x0 − 1
2 , . . . , 1

2 ) to (−x0 +
1
2 , . . . ,− 1

2 ) is an isomorphism on the σe W -types, by the results in §§ 6.1–6.6. Since
the strings are strongly nested, the operators IM,i,i+1 are all isomorphisms, so we can
construct an intertwining operator to an induced module XM ′′(ν′′) where

M ′′ = GL(x1) × GL(x0) × GL(x2m−1 + x2m−2) × · · · × G(x2m),

ν′′ = (−x1 + 1
2 , · · · − 1

2 )(−x0 + 1
2 , . . . ,− 1

2 ) · · · ,

}
(6.79)

which is an isomorphism on the σe isotypic components. Repeating this argument for x3,
x2 up to x2m−1, x2m−2 we get an intertwining operator from Xe to an induced module
XM(3)(ν(3)) where

M (3) := GL(x1) × GL(x0) × · · · × GL(x2m−1) × GL(x2m−2) × G(x2m),

ν(3) := (−x1 + 1
2 , . . . , 1

2 )(−x0 + 1
2 , . . . ,− 1

2 )
· · · (−x2m−1 + 1

2 , . . . ,− 1
2 )(−x2m−2 + 1

2 , . . . ,− 1
2 )(−x2m + 1

2 , . . . ,− 1
2 ),

⎫⎪⎬⎪⎭ (6.80)

which is an isomorphism on the σe isotypic components. Let

M (4) := GL(x1) × GL(x0) × · · · × GL(x2m−1) × G(x2m)

and let ν(4) be the same as ν(3) but the last string is viewed as giving a parameter of a one-
dimensional representation on GL(x2m). Then M (4) ⊂ M (3), and XM(3)(ν(3)) is a sub-
module of XM(4)(ν(4)). The induced module from M (4) to M (5) := GL(x2m + · · · + x0) is
irreducible because the strings are strongly nested on the GL factors. Thus the intertwin-
ing operator which takes ν(4) to −ν is an isomorphism on XM(4)(ν(4)). So the induced
intertwining operator to G is therefore injective and maps to X(−ν). The composition
of all these operators is I1, and is therefore injective on the σe-isotypic components. The
proof is complete in this case.

The case of σo is similar, and we omit the details.

7. Necessary conditions for unitarity

7.1. We will need the following notions.

Definition 7.1. We will say a spherical irreducible module L(χ) is r-unitary if the
form is positive on all the relevant W -types. Similarly, an induced module IM (χ) :=
IndG

M [LM (χ)] is r-irreducible if all relevant W -types occur with the same multiplicity in
IM (χ) as in L(χ).

7.2. We recall (6.4),

ε =

⎧⎪⎨⎪⎩
1
2 G of type B (H of type C),

0 G of type C (H of type B),

1 G of type D.
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Definition 7.2. A string of the form (f + ν, . . . , F + ν) with f, F ∈ ε + Z is called
adapted, if it is

• of even length for G of type B,

• of odd length for G of types C and D.

Otherwise we say the string is not adapted.

We will consider the following case. Let Ǒ ⊂ ǧ correspond to the partition

Ǒ ←→ ((a1, a1), . . . (ar, ar); d1, . . . , dl) (7.1)

so that Ǒ meets the Levi component m̌ = gl(a1)×· · ·×gl(ar)× ǧ(n0), with 2n0 +[1−ε] =
d1 + · · · + dl, where [x] is the integer part of x. The intersection of Ǒ with each gl(ai)
is the principal nilpotent, and the intersection with ǧ(n0) is the even nilpotent orbit Ǒ0

with partition (d1, . . . , dl). Let

χi = (fi + νi, . . . , Fi + νi), 1 � i � r,

χ0 = 1
2 ȟ0, where ȟ0 is a neutral element for (d1, . . . , dl),

}
(7.2)

and χ be the parameter obtained by concatenating the χi. Then L(χ) is the spherical
subquotient of

IndG
M

[ ⊗
1�i�r

L(χi) ⊗ L(χ0)
]
. (7.3)

The next theorem gives necessary conditions for the unitarity of L(χ).

Theorem 7.3. In types B and C, the nilpotent orbit Ǒ0 is arbitrary. In type D assume
that either Ǒ0 �= (0), or else that the rank is even. The representation L(χ) is unitary
only if

(1) any string that is not adapted can be written in the form

(−E + τ, . . . , E − 1 + τ), 0 < τ � 1
2 , E ≡ ε (mod Z); (7.4)

(2) any string that is adapted can be written in the form

(−E + τ, . . . , E + τ), 0 < τ � 1
2 , E ≡ ε (mod Z),

or

(−E − 1 + τ, . . . , E − 1 + τ), 0 < τ � 1
2 , E ≡ ε (mod Z).

⎫⎪⎬⎪⎭ (7.5)

This is simply the fact that the νj satisfy 0 < νj < 1
2 or 1

2 < νj < 1 in Theorem 3.2.
The proof will be given in the next sections. It is by induction on the dimension of ǧ,
the number of strings with coordinates in an Aτ (Definition 3.7) with τ �= 0, and by
downward induction on the dimension of Ǒ. The unitarity of the representation when
there are no coordinates in any Aτ with τ �= 0 is done in § 9.
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7.3. The proposition in this section is a restatement of Theorem 7.3 for the case of a
parameter of the form (7.6). It is the first case in the initial step of the induction proof of
Theorem 7.3. I have combined the two cases in (2) into a single string (−E+ν, . . . , E+ν)
with 0 < ν < 1 by changing (−E−1+τ, . . . , E−1+τ) into (−E+(1−τ), . . . , E+(1−τ)).
This notation seemed more convenient for the case when there is a single such string
present.

Consider the representation L(χ) corresponding to the strings

(a + ε + ν, . . . , A + ε + ν)(−x0 + ε, . . . ,−1 + ε), |a| � A, 0 < ν < 1, (7.6)

where a, A ∈ Z, and ε is as in 7.2. This is the case when L(χ) is the spherical subquotient
of an induced from a character on a maximal parabolic subalgebra of the form gl(A −
a + 1) × g(x0). The second string may not be present; these are the cases x0 = −1 for g

of types B and D, x0 = 0 for type C.

Proposition 7.4. In type D, assume that if there is no string (−x0 + ε, . . . ,−1 + ε),
then A − a + 1 is even. Let L(χ) correspond to (7.6). Then L(χ) is r-unitary if and only
if a + ε = −A − ε, and the following hold.

(1) Assume that (a+ ε+ν, . . . , A+ ε+ν) is adapted. If x0 = A−a+1, then 0 � ν < 1,
otherwise ν = 0.

(2) If (a + ε + ν, . . . , A + ε + ν) is not adapted, then 0 � ν < 1
2 .

Proof. This is a corollary of the formulae in § 6.3. �

7.4. Initial step

We do the case when there is a single Aτ with 0 < τ < 1
2 , and the coordinates form a

single string. We write the string as in (7.6), (a + ε + ν, . . . , A + ε + ν) with 0 < ν < 1.
We let Ǒ be the nilpotent orbit with partition ((A − a + 1, A − a + 1); d1, . . . , dl). Let
m̌ := gl(A − a + 1) × ǧ(n0), and let Ǒ0 be the intersection of Ǒ with ǧ(n0). In type D,
either Ǒ0 �= (0) or else A − a + 1 is even. The statement of Theorem 7.3 is equivalent to
the following proposition.

Proposition 7.5. Assume Ǒ0 is even, and χ is attached to Ǒ. Then L(χ) is r-unitary
only if a + ε = −A − ε, and the following hold.

(1) If (a + ε + ν, . . . , A + ε + ν) is adapted, then ν = 0, unless there is dj = A − a + 1,
in which case 0 � ν < 1.

(2) If (a + ε + ν, . . . , A + ε + ν) is not adapted, then 0 � ν < 1
2 .

Proof. We do the case of G of type C only, the others are similar. So ε = 0, and adapted
means the length of the string is odd, not adapted means the length of the string is even.
The nilpotent orbit Ǒ0 corresponds to the partition (2x0 + 1, . . . , 2x2m + 1) and the
parameter has strings

(1, . . . x0)(0, 1, . . . , x1) · · · (1, . . . , x2m).

The partition of Ǒ is (A − a + 1, A − a + 1, 2x0 + 1, . . . , 2x2m + 1).
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We want to show that if A + a > 0, or if A + a = 0 and there is no xi = A, then L(χ)
is not r-unitary. We do an upward induction on the rank of ǧ and a downward induction
on the dimension of Ǒ. In the argument below with deformations of strings, we use
implicitly the irreducibility results from § 2.6. So the first case is when Ǒ is maximal, i.e.
the principal nilpotent (m = 0). The claim follows from Proposition 7.4. So we assume
that m is strictly greater than 0.

Assume x2i < A � x2i+1 for some i. This case includes the possibility x2m < A. We
will show by induction on rank of ǧ and dimension of Ǒ that the form is negative on a
W -type of the form σ[(n−r), (r)]. So we use the module Xe (notation as in § 5.3). If there
is any pair x2j = x2j+1, the module Xe is unitarily induced from GL(2x2j + 1) × G(n −
2x2j − 1) and all W -types σ[(n− r), (r)] have the same multiplicity in L(χ) as in Xe. We
can remove the string corresponding to (x2jx2j+1) in Xe as justified by Lemma 3.6. By
induction on rank we are done. Similarly we can remove any pair (x2j , x2j+1) such that
either x2j+1 � |a| or A � x2j as follows. Let M := GL(x2j + x2j+1 + 1) × G(n − x2j −
x2j+1 − 1). There is χM such that L(χ) is the spherical subquotient of

IndG
M [L(−x2j+1, . . . , x2j) ⊗ L(χM )]. (7.7)

Precisely, χM is obtained from χ by removing the entries (1, . . . , x2j), (0, 1, . . . , x2j+1).
Write

χt := (−x2j+1 + t, . . . , x2j + t; χM ). (7.8)

The induced module

Xe(χt) := IndG
M [L(−x2j+1 + t, . . . , x2j + t) ⊗ L(χM )] (7.9)

has L(χt) as its irreducible spherical subquotient. For 0 � t � 1
2 (x2j+1 − x2j), the

multiplicities of σ[(n − r, r)] in L(χt) and Xe(χt) coincide. Thus the signatures on the
σ[(n − r), (r)] in L(χt) are constant for t in the above interval. At t = 1

2 (x2j+1 − x2j),
Xe(χt) is unitarily induced from triv⊗X ′

e on GL(x2j +x2j+1+1)×G(n−x2j −x2j+1−1)
and we can remove the string corresponding to (x2jx2j+1). The induction hypothesis
applies to X ′

e.
When A + a = 0, by the above argument, we are reduced to the case

Ǒ0 ←→ (2x0 + 1, 2x1 + 1, 2x2 + 1), x0 < A < x1 � x2. (7.10)

We reduce to (7.10) when A + a > 0 as well. We assume 2m = 2i + 2, since pairs
(x2j , x2j+1) with A � x2j can be removed. Suppose there is a pair (x2j , x2j+1) such that
|a| < x2j+1, and j �= i. The assumption is that x2i < A � x2i+1 so x2j+1 � x2i < A.

We consider the deformation χt in (7.8) with

0 � t < ν, a < 0,

−ν < t � 0, a � 0.

In either case Xe(χt) = Xe(χ), so the multiplicities of the σ[(n − r), (r)] do not change
until t reaches ν in the first case, −ν in the second case. If the signature on some

https://doi.org/10.1017/S1474748009000231 Published online by Cambridge University Press

https://doi.org/10.1017/S1474748009000231


320 D. Barbasch

σ[(n − r), (r)] isotypic component is positive semidefinite on L(χ), the same has to hold
when t = ν or −ν respectively. The corresponding nilpotent orbit for this parameter
is strictly larger, but it has two strings with coordinates which are not integers (so the
induction hypothesis does not apply yet). For example, if a < 0, the strings for Xe(χν)
are (aside from the ones that were unchanged)

(−x2j+1 + ν, . . . , A + ν), (a + ν, . . . , x2j + ν). (7.11)

We can deform the parameter further by replacing the second string by (a+ν−t′, . . . , x2j+
ν−t′) with 0 � t′ < ν. The strings of the corresponding Xe do not change until t′ reaches
ν. At t′ = ν the corresponding nilpotent orbit Ǒ′ has partition

(. . . , 2|a| + 1, . . . , (2x2j+1 + 1)̂, . . . , A + x2j+1 + 1, A + x2j+1 + 1, . . . ) (7.12)

which contains Ǒ in its closure. Since x2j+1 < A, the induction hypothesis applies. The
form is indefinite on a W -type σ[(n − r), (r)], so this holds for the original χ as well.

We have reduced to case (7.10), i.e. the partition of Ǒ0 has just three terms (2x0 +
1, 2x1 + 1, 2x2 + 1). We now reduce further to the case

Ǒ0 ←→ (2x0 + 1), x0 < A, (7.13)

which is the initial step.
Let I(t) be the induced module corresponding to the strings

(−x2 + t, . . . , x1 + t)(a + ν, . . . , A + ν)(−x0, . . . ,−1), (7.14)

i.e. induced from

GL(x1 + x2) × GL(−a + A + 1) × G(x0). (7.15)

Consider the irreducible spherical module for the last two strings in (7.14), inside the
induced module from the Levi component GL(−a+A+1)×G(x0) ⊂ G(−a+A+1+x0).
By § 7.1, the form is negative on σ[(x0−a+A), (1)] if x0 < a, negative on σ[(A), (x0+1−a)]
if a � x0. In the second case the form is positive on all σ[(A + r), (x0 + 1 − a − r)] for
1 < r < x0 + 1 − a. So let r0 := 1 or x0 + 1 − a depending on these two cases. The
multiplicity formulae from § 6.3 imply that

[σ[(n − r0), (r0)] : I(t)] = [σ[(n − r0), (r0)] : L(χ)] for 0 � t � 1
2 (x2 − x1).

Thus signatures do not change when we deform t to 1
2 (x2 − x1), where I(t) is unitarily

induced. We conclude that the form on L(χ) is negative on σ[(n − r0), (r0)].

Assume x2i−1 < A � x2i. In this case we can do the same arguments using Xo and
σ[(k, n − k), (0)]. We omit the details. �
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7.5. Induction step

The case when the parameter has a single string with coordinates in an Aτ with
0 < τ < 1

2 was done in § 7.4. So we assume there is more than one string. Again we do
the case G of type C, and omit the details for the other ones.

Write the two strings as in (2.6),

(e + τ1, . . . , E + τ1), (f + τ2, . . . , F + τ2), (7.16)

where 0 < τ1 � 1
2 and 0 < τ2 � 1

2 . Recall that because we are in type C, e, E, f, F ∈ Z,
and ε = 0.

We need to show that if F + f > 0 or F + f < −2 when F + f is even, or F + f < −1
when F + f is odd, then the form is negative on a relevant W -type. Because τ1, τ2 > 0,
and since r-reducibility and r-unitarity are not affected by small deformations, we may
as well assume that (f + τ2, . . . , F + τ2) is the only string with coordinates in Aτ2 , and
(e + τ1, . . . , E + τ1) the only one with coordinates in Aτ1 .

The strategy is as follows. Assume that L(χ) is r-unitary. We deform (one of the strings
of) χ to a χt in such a way that the corresponding induced module is r-irreducible over a
finite interval, but is no longer so at the endpoint, say t0. Because of the continuity in t, the
module L(χt0) is still r-unitary. The deformation is such that L(χt0) belongs to a larger
nilpotent orbit than L(χ), so the induction hypothesis applies, and we get a contradiction.
Sometimes we have to repeat the procedure before we arrive at a contradiction.

So replace the first string by

(e + τ1 + t, . . . , E + τ1 + t). (7.17)

If χ = (e + τ1, . . . E + τ1; χM ), then

χt = (e + τ1 + t, . . . , E + τ1 + t; χM ),

X(χt) := IndG
M [L(e + τ1 + t, . . . , E + τ1 + t) ⊗ L(χM )],

where the Lie algebra of M is m = gl(E − e + 1) × g(n − E + e − 1) (so m̌ = gl(E − e +
1) × ǧ(n − E + e − 1)).

If E < |e|, we deform t in the negative direction, otherwise in the positive direction. If
t + τ1 reaches 0 or 1

2 , before the nilpotent orbit changes, we should rewrite the string to
conform to the conventions (2.42) and (2.43). This means that we rewrite the string as
(e′ + τ ′

1, . . . , E
′ + τ ′

1) with 0 � τ ′
1 � 1

2 , and continue the deformation with a t going in the
direction t < 0 if E′ < |e′|, and t > 0 if E′ � |e′|. This is not essential for the argument.
We may as well assume that the following cases occur.

(1) The nilpotent orbit changes at t0 = −τ1.

(2) the nilpotent orbit does not change, and at t0 = −τ1, either e, E > x2m + 1 or
−e,−E > x2m + 1. This is the easy case when t can be deformed to ∞ without
any r-reducibility occurring.

(3) The nilpotent orbit changes at a t0 such that 0 < τ1 + t0 � 1
2 .
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In the first case, the induction hypothesis applies, and since the string (f +τ2, . . . , F + τ2)
is unaffected, we conclude that the signature is negative on a relevant W -type. In the
second case we can deform the string so that either e + τ1 + t = x2m + 1 or E + τ1 + t =
−x2m − 1. The induction hypothesis applies, and the form is negative definite on a W -
relevant type. In the third case, the only way the nilpotent orbit can change is if the
string (e + τ1 + t0, . . . , E + τ1 + t0) can be combined with another string to form a
strictly longer string. If τ1 + t0 �= τ2, the induction hypothesis applies, and since the
string (f + τ2, . . . , F + τ2) is unaffected, the form is negative on a relevant W -type. If the
nilpotent does not change at t = τ2 − τ1, continue the deformation in the same direction.
Eventually either (1) or (2) are satisfied, or else we are in case (3), and the strings in
(7.16) combine to give a larger nilpotent. There are four cases:

(1) e < f � E � F, e � f � E < F,

(2) f � e � F < E, f < e � F � E,

(3) e � E = f − 1 < F,

(4) f � F = e − 1 < E.

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (7.18)

Assume |e| � E. Then t is deformed in the positive direction so τ1 < τ2. If e � 0,
we look at the deformation (7.17) for −τ1 � t � 0. If the nilpotent changes for some
−τ1 < t < 0, the string (f + τ2, . . . , F + τ2) is not involved, the induction hypothesis
applies, so the parameter is not r-unitary. Otherwise at t = −τ1 there is one less string
with coordinates in an Aτ with τ �= 0, and again the induction hypothesis applies so the
original parameter is not r-unitary. Thus we are reduced to the case 0 < e < E. Then
consider the nilpotent orbit for the parameter with t = −τ1 +τ2. In cases (1), (2) and (3)
of (7.18), the new nilpotent is larger, and one of the strings is

(e + τ2, . . . , F + τ2), (7.19)

instead of (7.16), and e + F > 0. The induction hypothesis applies, so the parameter is
not r-unitary, nor is the original one.

In case (4) of (7.18), the new nilpotent corresponds to the strings

(f + τ2, . . . , E + τ2). (7.20)

The induction hypothesis applies, so f +E = 0,−2 if f +E is even or f +E = −1 if it is
odd. If this is the case, consider a new deformation in (7.17), this time −1 + τ2 < t � 0.
We may as well assume that the parameter is r-irreducible in this interval, or else the
argument from before gives the desired conclusion. So we arrive at the case when t =
−1 + τ2. The new nilpotent corresponds to the strings

(f + τ2, . . . , E − 1 + τ2), (e − 1 + τ1), (F + τ2). (7.21)

Write the parameter as (χ′; e − 1 + τ2, F + τ2). Since e − 1 = F , the induced module

I = IndG
GL(2)×G(n−2)[L(e − 1 + τ2, F + τ2) ⊗ L(χ′)] (7.22)
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is unitarily induced from a module which is hermitian and r-irreducible. But the param-
eter on GL(2) is not unitary unless e − 1 = F = 0. Furthermore, f + E − 1 = 0,−2 if
f + E is odd or f + E − 1 = −1 if f + E is even. So the original parameter (7.16) is

(1 + τ1, . . . , E + τ1), (1 − E + τ2, . . . , τ2), f + E = 0,

(1 + τ1, . . . , E + τ1), (−E + τ2, . . . , τ2), f + E = −2,

(1 + τ1, . . . , E + τ1), (−E − 1 + τ2, . . . , τ2), f + E = −1.

⎫⎪⎬⎪⎭ (7.23)

Apply the deformation t + τ2 in the second string with −τ2 < t � 0. We may as well
assume that the parameter stays r-irreducible in this interval. But then the induction
hypothesis applies at t = −τ2 because there is one less string with coordinates in Aτ

with τ �= 0. However, the first string does not satisfy the induction hypothesis.

Assume |e| > E. The same argument applies, but this time it is e < E < 0 that
requires extra arguments, and in case (3) instead of case (4) of (7.18) we have to consider
several deformations.

7.6. Proof of the necessary condition for unitarity in Theorem 3.2

We first reduce to the case of Theorem 7.3. The difference is that the coordinates in
A0 may not form a 1

2 ȟ for an even nilpotent orbit. However, because of Theorem 2.9,
and properties of petite K-types, r-reducibility and r-unitary are unaffected by small
deformations of the χ′

1, . . . , χ
′
r (notation as in (2.59)). So we can deform the strings

corresponding to χ′
1, . . . , χ

′
r with coordinates in A0, so that their coordinates are no

longer in A0. Then the assumptions in Theorem 7.3 are satisfied.
The argument now proceeds by analysing each size of strings separately. In the deforma-

tions that we will consider, strings of different sizes cannot combine so that the nilpotent
orbit attached to the parameter changes.

Fix a size of strings with coordinates not in A0. If the strings are not adapted, they
can be written in the form

(−E − 1 + τi, . . . , E + τi), 0 < τi � 1
2 , E ≡ ε (mod Z). (7.24)

So there is nothing to prove. Now consider a size of strings that are adapted. Suppose
there are two strings of the form

(−E − 1 + τi, . . . , E − 1 + τi), 0 < τi � 1
2 , E ≡ ε (mod Z). (7.25)

Let m := gl(2E+1)×g(n−2E−1) (recall that g(a) means a subalgebra/Levi component
of the same type as g of rank a) and write

χ := ((−E − 1 + τi, . . . , E − 1 + τi; −E − 1 + τi, . . . , E − 1 + τi); χM ). (7.26)

The module

IndG
M [L(−E − 1 + τi, . . . , E − 1 + τi; −E − 1 + τi, . . . , E − 1 + τi) ⊗ L(χM )] (7.27)
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is r-irreducible, and unitarily induced from a hermitian module on M where the module
on GL(2E + 1) is not unitary. Thus L(χ) is not unitary either. So L(χ) is unitary only
if for each τi there is at most one string of the form (−E − 1 + τi, . . . , E − 1 + τi).

Suppose there are two strings as in (7.24) with τ1 < τ2. If there is no string (−E +
τ3, . . . , E+τ3) with τ1 < τ3 < τ2, then when we deform (−E−1+τ1+t, . . . , E−1+τ1+t)
for 0 � t � τ2 − τ1, X(χt) stays r-irreducible. At t = τ2 − τ1 we are in case (7.25), so the
parameter is not unitary.

On the other hand, suppose that there are two strings of the form

(−E + τi, . . . , E + τi), same τi. (7.28)

Let m be as before, and write

χ := ((−E + τi, . . . , E + τi; −E + τi, . . . , E + τi); χM ). (7.29)

The module

IndG
M [L(−E + τi, . . . , E + τi; −E + τi, . . . , E + τi) ⊗ L(χM )] (7.30)

is irreducible, and unitarily induced from a hermitian module on M where the module
on GL(2E + 1) is unitary. Thus L(χ) is unitary if and only if L(χM ) is unitary.

So we may assume that for each τi there is at most one string of the form (−E +
τi, . . . , E + τi).

Similarly if there are two strings of the form (−E+τ1, . . . , E+τ1) and (−E+τ2, . . . , E+
τ2), such that there is no string of the form (−E−1+τ3, . . . , E−1+τ3) with τ1 < τ3 < τ2

we reduce to the case (7.28).
Let τk be the largest such that a string of the form (−E + τk, . . . , E + τk) occurs,

and τk+1 the smallest such that a string (−E − 1 + τk+1, . . . , E − 1 + τk+1) occurs. If
τk > τk+1, we can deform (−E + τk + t, . . . , E + τk + t) with 0 � t � 1 − τk − τk+1. No
r-reducibility occurs, and we are again in case (7.25). The module is not unitary. If on
the other hand τk < τk+1, the deformation (−E − 1 + τk+1 + t, . . . , E − 1 + τk+1 − t) for
0 � t � 1 − τk − τk+1 brings us to the case (7.28).

Together the above arguments show that conditions (1) and (2) of Theorem 3.2 in
types C and D must be satisfied. It remains to check that for the case of adapted strings,
if there is an odd number of a given size 2E + 1, then there is a dj = 2E + 1. This is
condition (3) in Theorem 3.2.

The arguments above (also the unitarity proof in the case Ǒ = (0)) show that an
L(χ) is unitary only if it is of the following form. There is a Levi component m =
gl(a1) × · · · × gl(ar) × g(n −

∑
ai), and parameters χ1, . . . , χr, χ0 such that,

L(χ) = IndG
M

[⊗
L(χi) ⊗ L(χ0)

]
, (7.31)

with the following additional properties:

(1) the χi for i > 0 are as in Lemma 3.4, with 0 < ν < 1
2 , in particular unitary;

(2) χ0 is such that there is at most one string for every Aτ with τ �= 0, and the strings
are of different sizes.
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In addition, conditions (1) and (2) of Theorem 3.2 are satisfied for the strings. To complete
the proof we therefore only need to consider the case of L(χ0). We can deform the
parameters of the strings in the Aτ with τ �= 0 to zero without r-reducibility occurring.
If L(χ) is unitary, then so is the parameter where we deform all but one τ �= 0 to zero.
But for a parameter with a single string belonging to an Aτ with τ �= 0, the necessary
conditions for unitarity are given in § 7.4.

8. Real nilpotent orbits

In this chapter we review some well-known results for real nilpotent orbits. Some addi-
tional details and references can be found in [21]. The notation in this section differs
from the previous sections, and is spelled out in § 8.2.

8.1. To motivate the need for these results we start with a review of properties the
asymptotic associated support/cycle, and wavefront set.

Let π be an admissible (gc, K) module. We review some facts from [14]. The distri-
bution character Θπ lifts to an invariant eigendistribution θπ in a neighbourhood of the
identity in the Lie algebra. For f ∈ C∞

c (U), where U ⊂ g is a small enough neighbour-
hood of 0, let ft(X) := t− dim gcf(t−1X). Then

θπ(ft) = t−d
∑

j

cjµ̂Oj(R)(f) +
∑
i>0

td+iDd+i(f). (8.1)

The Di are homogeneous invariant distributions (each Di is tempered and the support of
its Fourier transform is contained in the nilpotent cone). The µOj

are invariant measures
supported on real forms Oj of a single complex orbit Oc, and µOj(R) is the Liouville
measure on the nilpotent orbit associated to the symplectic form induced by the Cartan–
Killing form. Furthermore, d = dimC Oc/2, and the number cj is called the multiplicity
of Oj(R) in the leading term of the expansion. The closure of the union of the supports of
the Fourier transforms of all the terms occurring in (8.1) is called the asymptotic support,
denoted AS(π). The leading term in (8.1) will be called AC(π). We will use the fact that
the nilpotent orbits in the leading term are contained in the wavefront set of θπ at the
origin, denoted WF(π).

Alternatively, [32] attaches to each π a combination of θ-stable orbits with integer
coefficients

AV(π) =
∑

ajOj , (8.2)

where Oj are nilpotent Kc-orbits in sc. The main result of [28] is that AC(π) in (8.1)
and AV(π) in (8.2) correspond via Theorem 8.6. Precisely, the leading term in formula
(8.7), and (8.2) are the same, when we identify real and θ stable nilpotent orbits via the
Kostant–Sekiguchi correspondence. We will use this when we need to compare AC(π) and
AV(π). The algorithms in § 8 compute the associated variety of an induced representation
as a set, which we also denote by AV(π) when there is no possibility of confusion. The
multiplicities are computed in the real setting in [5, Theorem 5.0.7]. The formula is as
follows. Let p = m + n be a real parabolic subalgebra. Suppose AC(π) =

∑
cjOj,m, for
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a representation π of M . Let vj ∈ Oj,m be representatives, and write vij = vj + Xij for
representatives of the induced orbits Oij from Oj,m. Then

AC(IndG
P (π)) =

∑
i,j

cj

∣∣∣∣CG(vij)
CP (vij)

∣∣∣∣Oij . (8.3)

We will need an analogue of (8.3) for θ-stable induction (derived functors construc-
tion or cohomological induction) and AV(π). We present a special case which is well
known, e.g. [31]. Fix a regular dominant integral infinitesimal character χ. The Beilinson–
Bernstein localization functor ∆χ provides an equivalence of categories between admis-
sible (gc, K) modules, and Kc-equivariant holonomic Dχ-modules on the flag variety
B := Gc/Bc. Fix χ to be the infinitesimal character of the trivial representation, and
let Ch(π) be the characteristic cycle of ∆χ(π). A review of its definition and properties
can be found for example in [1, Chapter 19]. Let pc = lc + uc be a θ-stable parabolic
subalgebra, and P be the generalized flag variety of parabolic subalgebras of type pc,
and f : B → P the canonical projection map. Then Q̄ := Kc · pc ⊂ P is closed, and let
Q be the Kc-orbit which is open in f−1(Q̄). If S̄ is the D-module on P corresponding
to the trivial local system on Q̄, let S be the irreducible module corresponding to the
trivial local system on Q, and π be the irreducible (gc, K) module corresponding to S by
localization. Then Ch(S̄ ) = T ∗

Q̄
P, the conormal bundle of Q̄. By Theorem 20.1 of [1],

Ch(S ) = T ∗
QB.

Let
µ : T ∗B → g

∗

be the moment map. Then µ(T ∗
QB) = Kc · (uc ∩ sc) is a union of finitely many nilpotent

Kc-orbits in sc. The unique orbit which intersects µ(T ∗
QB) in a dense open set is called

indsc
uc∩sc

(0). Similarly write indgc
pc

(0) for the unique nilpotent Gc-orbit which intersects
uc in an open set.

Proposition 8.1. Assume that µ|T ∗
QB is birational. Then

AdGc indsc
uc∩sc

(0) = indgc
pc

(0),

and
AC(π) = indsc

uc∩sc
(0).

Proof. The first assertion is a dimension count, recall that for e ∈ sc, dim AdGce =
2 dim AdKce. The second assertion follow from the results in [20], particularly Corol-
lary 2.5.6. Under the assumptions of the proposition, and the notation in [20] preceding
Corollary 2.5.6, Fν is a single point, so cFν = 1. �

Let ξ be a unitary character of the Levi component of a θ-stable parabolic subalgebra
qc = lc + uc. Cohomological induction (detailed in, for example, [23]) associates to ξ a
family of (gc, K) modules Ri

qc
(ξ). Extending the notion of AC or AV by linearity to the

Grothendieck group, we can talk about AC(
∑

(−1)iRi
qc

(ξ)) or AV(
∑

(−1)iRi
qc

(ξ)).
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We first consider the case when ξ is dominant for ∆(uc), and the infinitesimal character
is regular integral, in particular equal to the one of the trivial representation. Then all
Ri

qc
(ξ) = 0 except for i = S := dim(uc ∩ kc), and case Ri

qc
(ξ) is π corresponding to S

defined earlier.

Corollary 8.2.

AC
(∑

(−1)iRi
qc

(ξ)
)

= (−1)S .

In particular if ξ is such that Ri
qc

(ξ) = 0 for i �= S, then

AC(RS
qc

(ξ)) = indsc
qc∩sc

(0)

(in particular RS
qc

(ξ) is also non-zero).

Proof. Embed π into a coherent family as in [20]. The polynomial cFν
is a constant

multiple of

Ch(S )
∏

α∈∆+(lc)

〈ν, α̌〉
/ ∏

α∈∆+(lc)

〈ρlc , α̌〉. (8.4)

The result follows from Proposition 8.1 combined with the fact that Ch(S ) = 1 and the
other factor is 1 when evaluated at ν = ξ + ρlc . �

We will use such results in the case of highest weight modules as well. Fix a Borel
subgroup Bc = HcNc with Lie algebra bc = hc + nc ⊂ pc. The nilradical Nc acts on
B and on P with finitely many orbits. All the notions described earlier for (gc, K)
orbits have a counterpart in this setting (but simpler: for example, we do not need
to use cohomological induction). For example, again fixing a regular integral dominant
infinitesimal character χ, the localization functor provides an equivalence between the
category of highest weight modules and Nc-equivariant Dχ-modules. The orbit Q̄ is a
single point, and Q is the set of Borel subalgebras contained in pc. The analogue of the
representation π is U(gc) ⊗pc Cρ(nc).

Corollary 8.3. For any character ξ of lc,

AC(U(gc) ⊗pc Cξ) = indgc
pc

(0).

8.2. The results in this section are well known, an account with details is given for
example in [21]. Fix a real form g of a complex semisimple Lie algebra gc. Let θc be the
complexification of the Cartan involution θ of g, and write for the conjugation. Let Gc

be the adjoint group with Lie algebra gc, and let

gc = kc + sc, g = k + s (8.5)

be the Cartan decomposition. Write Kc ⊂ Gc for the subgroup corresponding to kc, and
G and K for the real Lie groups corresponding to g and k.
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Theorem 8.4 (Jacobson–Morozov).

(1) There is a one-to-one correspondence between Gc-orbits Oc ⊂ gc of nilpotent ele-
ments and Gc-orbits of Lie triples {e, h, f}, i.e. elements satisfying

[h, e] = 2e, [h, f ] = −2f, [e, f ] = h.

This correspondence is realized by completing a nilpotent element e ∈ O to a Lie
triple.

(2) Two Lie triples {e, h, f} and {e′, h′, f ′} are conjugate if and only if the elements h

and h′ are conjugate.

8.3. Suppose e ∈ g is nilpotent. Then one can still complete it to a Lie triple e, h, f ∈ g.
A Lie triple where all the elements are in g is called real and denoted as ρ-stable. ρ-stable
is a definition. A Lie triple is called Cayley if in addition θ(h) = −h, θ(e) = −f . Every
real Lie triple is conjugate by G to one which is Cayley.

Theorem 8.5 (Kostant–Rao). Two real Lie triples are conjugate if and only if the
elements e − f and e′ − f ′ are conjugate under G. Equivalently, two Cayley triples are
conjugate if and only if e − f and e′ − f ′ are conjugate under K.

8.4. Suppose e ∈ sc is nilpotent. Then e can be completed to a Lie triple satisfying

θc(e) = −e, θc(h) = h, θc(f) = −f. (8.6)

We call such a triple θ-stable. To any Cayley triple {e, h, f} one can associate a θ-stable
triple {ẽ, h̃, f̃} as in (8.6), by the formulae

ẽ := 1
2 (e + f + ih), h̃ := i(e − f), f̃ := 1

2 (e + f − ih). (8.7)

A Lie triple is called normal if in addition to (8.6) it satisfies ē = f , h̄ = −h.

Theorem 8.6 (Kostant–Sekiguchi).

(1) Any θ-stable triple is conjugate via Kc to a normal one.

(2) Let ẽ, ẽ′ ∈ sc be nilpotent elements, and complete them to normal triples {ẽ, h̃, f̃}
and {ẽ′, h̃′, f̃ ′}. Then ẽ and ẽ′ are conjugate by Kc, if and only if the corresponding
Lie normal triples are conjugate by Kc, if and only if h̃ and h̃′ are conjugate
under Kc.

(3) Two θ-stable triples are conjugate under K if and only if the elements h̃, h̃′ are
conjugate under Kc.

(4) The correspondence (8.7) is a bijection between G orbits of nilpotent elements in
g and Kc orbits of nilpotent elements in sc.

Proposition 8.7. The correspondence between real and θ-stable orbits preserves closure
relations.

Proof. This is the main result in [13]. �
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8.5. Let pc = mc + nc be a parabolic subalgebra of gc. Let cc := AdMc · e be the orbit
of a nilpotent element e ∈ mc. According to [25], the induced orbit from cc is the unique
Gc orbit Cc which has the property that Cc ∩ [cc + nc] is dense (and open) in cc + nc.

Proposition 8.8. Let E = e + n ∈ e + nc ⊂ cc + nc.

(1) dimZMc(e) = dimZGc(E).

(2) Cc ∩ [cc + nc] is a single Pc orbit.

This is Theorem 1.3 in [25]. In particular, an element E′ = e′ + n′ ∈ cc + nc is in Cc if
and only if the map

adE′ : pc → Te′cc + nc, adE′(y) = [E′, y] (8.8)

is onto.
Another characterization of the induced orbit is the following.

Proposition 8.9. The orbit Cc is the unique open orbit in AdGc(e+nc) = AdGc(cc+nc),
as well as in the closure AdGc(e + nc) = AdGc(cc + nc).

We omit the proof, but note that the statements about the closures follow from the
fact that Gc/Pc is compact.

Proposition 8.10. The orbit Cc depends on cc ⊂ mc, but not on nc.

Proof. This is proved in § 2 of [25]. We give a different proof which generalizes to the
real case. Let ξ ∈ hc ⊂ mc be an element in the centre of mc such that 〈ξ, α〉 �= 0 for all
roots α ∈ ∆(nc, hc). Then by a standard argument,

AdPc(ξ + e) = ξ + cc + nc. (8.9)

Again because Gc/Pc is compact,⋃
t>0

AdGc(tξ + e)
∖ ⋃

t>0

AdGc(tξ + e) = AdGc(cc + nc). (8.10)

Formula (8.10) is valid for any parabolic subgroup with Levi component Mc. The claim
follows because the left-hand side of (8.10) only depends on Mc and the orbit cc. �

We now consider the case of real induction. Let p = m+n be a real parabolic subalgebra,
e ∈ m a nilpotent element, and c := AdMe.

Definition 8.11. The ρ-induced set from c to g is the finite union of orbits Ci := AdGEi

such that one of the following equivalent conditions hold.

(1) Ci is open in AdG(c + n) and
⋃

Ci = AdG(e + n).

(2) The intersection Ci ∩ [c + n] is open in c + n, and the union of the intersections is
dense in c + n.
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We write

indg
p(c) =

⋃
Ci (8.11)

and we say that each Ei is real or ρ-induced from e. Sometimes we will write indg
p(e).

We omit the details of the proof of the equivalence of the two statements.

Proposition 8.12. The ρ-induced set depends on the orbit c of e and the Levi component
m, but not on n.

Proof. The proof is essentially identical to the one in the complex case. We omit the
details. �

In terms of the θ-stable versions ẽ of e, and Ẽi of Ei, ρ-induction is computed in [7].
This is as follows. Let hc ⊂ mc be the complexification of a maximally split real Cartan
subalgebra h, and ξ ∈ Z(mc) ∩ sc an element of h such that

α ∈ ∆(n, h) if and only if α(ξ) > 0.

Then ⋃
AdKc(Ẽi) =

⋃
t>0

AdKc(tξ + ẽ)
∖ ⋃

t>0

AdKc(tξ + ẽ). (8.12)

8.6. Let qc = lc + uc be a θ-stable parabolic subgroup, and write q̄c = lc + ūc for its
complex conjugate. Let e ∈ lc ∩ sc be a nilpotent element.

Proposition 8.13. There is a unique Kc-orbit orbit OKc(E) so that its intersection
with OLc∩Kc(e) + (uc ∩ sc) is open and dense.

Proof. This follows from the fact that e + (uc ∩ sc) is formed of nilpotent orbits, there
are a finite number of nilpotent orbits, and being complex, the Kc-orbits have even real
dimension. �

Definition 8.14. The orbit OKc(E) as in the proposition above is called θ-induced from
e, and we write

indgc
qc

(Olc(e)) = OKc(E),

and say that E is θ-induced from e.

Remark. The induced orbit is characterized by the property that it is the (unique)
largest dimensional one which meets e + uc ∩ sc. It depends on e as well as qc, not just e

and lc.
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8.7. u(p, q)

Let V be a complex finite dimensional vector space of dimension n. There are two
inner classes of real forms of GL(V ). One is such that θ is an outer automorphism. It
consists of the real form GL(n, R), and when n is even, also U∗(n). The other one is such
that θ is inner, and consists of the real forms U(p, q) with p + q = n. In §§ 8.7–8.10, we
investigate ρ and θ induction for the forms u(p, q), and then derive the corresponding
results for so(p, q) and sp(n, R) from them in §§ 8.11–8.12. The corresponding results
for the other real forms are easier, the case of GL(n, R) is well known, and we will not
need u(n)∗. The usual description of u(p, q) is that V is endowed with a hermitian form
(· , ·) of signature (p, q), and u(p, q) is the Lie algebra of skew hermitian matrices with
respect to this form. Fix a positive definite hermitian form 〈· , ·〉. We will identify the
complexification of g := u(p, q) with gc := gl(V ), and the complexification of U(p, q) with
GL(V ). Up to conjugacy by GL(V ),

(v, w) = 〈θv, w〉, θ2 = 1. (8.13)

The eigenspaces of θ on V will be denoted V ±. The Cartan decomposition is gc = kc +sc,
where kc is the +1 eigenspace, and sc the −1 eigenspace of Ad θ.

The classification of nilpotent orbits of u(p, q) is by signed tableaux as in Theorem 9.3.3
of [21]. The same parametrization applies to θ stable orbits under Kc.

8.8. A parabolic subalgebra of gl(V ) is the stabilizer of a generalized flag

(0) = W0 � W1 � · · · � Wk = V. (8.14)

Fix complementary spaces Vi,

Wi = Wi−1 + Vi, i > 0. (8.15)

They determine a Levi component

l ∼= gl(V1) × · · · × gl(Vk). (8.16)

Conjugacy classes under Kc of θ-stable parabolic subalgebras are parametrized by
ordered pairs (p1, q1), . . . , (pk, qk) such that the sum of the pi is p, and the sum of the
qi is q. A realization in terms of flags is as follows. Choose the Wi to be stable under θ,
or equivalently that the restriction of the hermitian form to each Wi is non-degenerate.
In this case we may assume that the Vi are θ-stable as well, and let qc = lc + uc be the
corresponding parabolic subalgebra of gl(V ). The signature of the form restricted to Vi

is (pi, qi), so that
lc ∩ g ∼= u(p1, q1) × · · · × u(pk, qk). (8.17)

The following algorithm for computing the induced orbit in the case g ∼= u(p, q) and a
maximal parabolic subalgebra holds.
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Suppose the signature of V1 is (a+, a−). Then add a+ pluses to the beginning of the largest
possible rows of e starting with minus and a− minuses to the largest possible rows of e

starting with plus. If a+ is larger than the number of rows starting with minus, add a
new row of size 1 starting with plus. A similar rule applies to a−.

If e ∈ gl(V1), the analogous procedure applies, but the a+ pluses are added at the end
of the largest possible rows finishing in minus and a− minuses to the end of the largest
possible rows finishing in plus.

Because induction is transitive, the above algorithm can be generalized to compute
the θ-induced of any nilpotent orbit. We omit the details. See [17] and [31] for related
results.

8.9. Conjugacy classes under G of real parabolic subalgebras are given by ordered
subsequences n1, . . . , nk and a pair (p0, q0) such that

∑
ni + p0 = p and

∑
ni + q0 = q.

The complexification of the corresponding real parabolic subalgebra is given as follows.
Start with a partial flag

(0) = W0 � · · · � Wk (8.18)

such that the hermitian form is trivial when restricted to Wk, and complete it to

(0) = W0 � · · · � Wk � W ∗
k � · · · � W ∗

0 = V. (8.19)

Choose transverse spaces

Wi = Wi−1 + Vi, W ∗
i = W ∗

i−1 + V ∗
i , W ∗

k = Wk + V0. (8.20)

They determine a Levi component

lc = gl(V1) × · · · × gl(Vk) × gl(V0) × gl(V ∗
k ) × · · · × gl(V ∗

1 ), (8.21)

so that
lc ∩ g = gl(V1, C) × · · · × gl(Vk, C) × u(p0, q0). (8.22)

Then ni = dimVi, and (p0, q0) is the signature of V0.

8.10. Suppose pc = mc + nc is the complexification of a real parabolic subalgebra
corresponding to the flag (0) ⊂ V1 ⊂ V1 + V0 ⊂ V1 + V0 + V ∗

1 , and let e ⊂ gl(V0) be a
real nilpotent element. The rest of the notation is as in § 8.5.

Theorem 8.15. The tableau of an orbit AdG(Ei) which is in the ρ-induced set indg
p(c),

is obtained from the tableau of e as follows.
Add two boxes to the end of each of dim V1 of the largest rows such that the result is

still a signed tableau.

Proof. We use (8.9) and (8.10). Let α ∈ Hom[V1, V
∗
1 ] ⊕ Hom[V ∗

1 , V1] be non-degenerate
such that α2 = Id⊕ Id, and extend it to an endomorphism ξ ∈ gl(V ) so that its restriction
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to V0 is zero. This is an element such that the centralizer of ad ξ is m, in particular,
[ξ, e] = 0. Let

P (X) = Xm + am−1X
m−1 + · · · + a0 (8.23)

be any polynomial in X ∈ gl(V ). Suppose ti ∈ R are such that ti → 0, and assume there
are gi ∈ K such that tigi(ξ + e)g−1

i → E. Then

ker tmi P (gi(ξ + e)g−1
i ) ∼= ker P (ξ + e). (8.24)

On the other hand,

tmi P (gi(ξ + e)g−1
i ) = [tigi(ξ + e)g−1

i ]m + am−1ti[tigi(ξ + e)g−1
i ]m−1 + · · · + tmi Id → Em,

(8.25)
as ti → 0. Thus

dim kerEm|V± � dim kerP (ξ + e)|V± . (8.26)

Choosing P (X) = (X2 −1)Xn, we conclude that E must be nilpotent. Choosing P (X) =
Xm, (X±1)Xm−1 or P (X) = (X2−1)Xm−2, we can bound the dimensions of kerEm|V±

to conclude that it must be in the closure of one of the nilpotent orbits given by the
algorithm of the theorem. The fact that these nilpotent orbits are in (8.10) follows by a
direct calculation which we omit. �

8.11. sp(V )

Suppose gc
∼= sp(V0), where (V0, 〈· , ·〉) is a real symplectic vector space of dimension n.

The complexification (V, 〈· , ·〉) admits a complex conjugation , and we define a non-
degenerate hermitian form

(v, w) := 〈v, w̄〉 (8.27)

which is of signature (n, n). Denote by u(n, n) the corresponding unitary group. Since
sp(V0) stabilizes (· , ·), it embeds in u(n, n), and the Cartan involutions are compatible.
The results of §§ 8.2–8.4 together with § 8.7 imply the following classification of nilpotent
orbits of sp(V0) or equivalently θ-stable nilpotent orbits. See Chapter 9 of [21] for a more
detailed explanation.

Each orbit corresponds to a signed tableau so that every odd part occurs an even number
of times. Odd sized rows occur in pairs, one starting with plus the other with minus.

A real parabolic subalgebra of sp(V ) is the stabilizer of a flag of isotropic subspaces

(0) = W0 ⊂ · · · ⊂ Wk, (8.28)

so that the symplectic form restricts to 0 on Wk. As before, complete this to a flag

(0) = W0 ⊂ · · · ⊂ Wk ⊂ W∗
k ⊂ · · · ⊂ W∗

0 = V. (8.29)

We choose transverse spaces

Wi = Wi−1 + Vi, W∗
k = Wk + W, W∗

i−1 = W∗
i + V ∗

i (8.30)
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in order to fix a Levi component. We get

l ∼= gl(V1) × · · · × gl(Vk) × sp(W). (8.31)

If we assume that Vi, W are θ-stable, then the corresponding parabolic subalgebra is
θ-stable as well, and the real points of the Levi component are

l0 ∼= u(p1, q1) × · · · × u(pk, qk) × sp(W), (8.32)

where (pi, qi) is the signature of Vi. The Levi component of the parabolic subalgebra
corresponding to (8.30) in gl(V ) satisfies

l
′ ∼= u(p1, q1) × · · · × u(pk, qk) × u(n0, n0) × u(qk, pk) × · · · × u(q1, p1). (8.33)

For a maximal θ-stable parabolic subalgebra, the Levi component l satisfies l ∼=
u(p1, q1) × sp(W). Let e ∈ sp(W ) be a θ-stable nilpotent element. The algorithm for
induced nilpotent orbits in § 8.8 implies the following algorithm for indgc

qc
(e).

(1) Add p boxes labelled with pluses to the beginning of the longest rows starting with
minuses, and q minuses to the beginning of the longest rows starting with pluses.

(2) Add q pluses to the ending of the longest possible rows starting with minuses, and
p minuses to the beginning of the longest possible rows starting with pluses.

Unlike in the complex case, the result is automatically the signed tableau corresponding
to a nilpotent element in sp(V ). Again see [17] and [31] for related results.

For a maximal real parabolic subalgebra, we must assume that V̄ 1 = V1, W̄ = W. Let
V1,0 and W0 be their real points. The Levi component satisfies

l ∼= gl(V1,0) × sp(W0). (8.34)

The results in § 8.10 imply the following algorithm for real induction.

(1) Add two boxes to the largest dimV1 rows of e so that the result is still a signed
tableau for a nilpotent orbit.

(2) Suppose dimV1 is odd and the last row that would be increased by 2 is odd size
as well. In this case there is a pair of rows of this size, one starting with plus the
other with minus. In this case increase these two rows by one each.

8.12. so(p, q)

Suppose g ∼= so(V0), where (V0, 〈· , ·〉) is a real non-degenerate quadratic space of
signature (p, q). The complexification admits a hermitian form 〈· , ·〉 with signature (p, q)
as well as a complex non-degenerate quadratic form (· , ·), which restrict to 〈· , ·〉 on
V0. The form 〈· , ·〉 gives an embedding of o(p, q) into u(p, q) with compatible Cartan
involutions. The results of §§ 8.2–8.4 together with § 8.7 imply the following classification
of nilpotent orbits of so(V0) or equivalently θ-stable nilpotent orbits. See Chapter 9 of [21]
for more details.
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Orbits correspond to signed tableaus so that every even part occurs an even number of
times. Even sized rows occur in pairs, one starting with plus the other with minus. When
all the rows have even sizes, there are two nilpotent orbits denoted I and II.

A parabolic subalgebra of so(V ) is the stabilizer of a flag of isotropic subspaces

(0) = W0 ⊂ · · · ⊂ Wk, (8.35)

so that the quadratic form restricts to 0 on Wk. As before, complete this to a flag

(0) = W0 ⊂ · · · ⊂ Wk ⊂ W∗
k ⊂ · · · ⊂ W∗

0 = V. (8.36)

We choose transverse spaces

Wi = Wi−1 + Vi, W∗
k = Wk + W, W∗

i−1 = W∗
i + V ∗

i (8.37)

in order to fix a Levi component,

l ∼= gl(V1) × · · · × gl(Vk) × so(W). (8.38)

To get a θ-stable parabolic subalgebra we must assume Vi, W are θ-stable. If the signature
of Vi with respect to 〈· , ·〉 is (pi, qi), and that of W is (p0, q0), then

l0 ∼= u(p1, q1) × · · · × u(pk, qk) × so(p0, q0). (8.39)

The parabolic subalgebra corresponding to (8.36) in gl(V ) satisfies

l
′ ∼= u(p1, q1) × · · · × u(pk, qk) × u(p0, q0) × u(pk, qk) × · · · × u(p1, q1). (8.40)

For a maximal θ-stable parabolic subalgebra, the Levi component l satisfies l ∼= u(p1, q1)×
so(W). Let e ∈ so(W ) be a θ-stable nilpotent element. The algorithm for induced nilpo-
tent orbits in § 8.8 implies the following algorithm for indgc

qc
(e).

(1) Add p1 pluses to the beginning of the longest possible rows starting with minuses,
and q1 minuses to the beginning of the longest possible rows starting with pluses.

(2) Add p1 pluses to the ending of the longest possible rows starting with minuses, and
q1 minuses to the beginning of the longest possible rows starting with pluses.

Unlike in the complex case, the result is automatically a signed tableau for a nilpotent
element in so(V ).

For a maximal real parabolic subalgebra, we must assume that V̄ 1 = V1, W̄ = W. Let
V1,0 and W0 be their real points. The Levi component satisfies

l ∼= gl(V1,0) × so(W0). (8.41)

The results in § 8.10 imply the following algorithm for real induction.

Add two boxes to dim V1 of the largest possible rows so that the result is still a signed
tableau for a nilpotent orbit. Suppose dim V1 is even and the last row that would be
increased by 2 is even size as well. In this case there is a pair of rows of this size, one
starting with plus the other with minus. Increase these two rows by one each so that the
result is still a signed tableau. When there are only even sized rows and dim V1 is even
as well, type I goes to type I and type II goes to type II.
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9. Unitarity

In this section we prove the unitarity of the representations of the form L(χ) where
χ = 1

2 ȟ. As already mentioned, in the p-adic case this is done in [10]. It amounts to the
observation that the Iwahori–Matsumoto involution preserves unitarity, and takes such
an L(χ) into a tempered representation.

The idea of the proof in the real case is described in [3]. We will do an induction on
rank. We rely heavily on the properties of the wavefront set, asymptotic support and
associated variety, and their relations to primitive ideal cells and Harish-Chandra cells.
The facts about asymptotic support and associated variety are in § 8.1, and those about
cells are in §§ 9.1–9.3. Details are in [14], [16] and [4]. In §§ 9.4–9.6 we give details of the
proof of the unitarity in the case of SO(2n + 1). The proof is simpler than in [3].

9.1. We will make heavy use of the results in [33]. Fix a regular integral infinitesimal
character χreg. Let GG(χreg) be the set of parameters of irreducible admissible (gc, K)
modules with infinitesimal character χreg. We will suppress the superscript G whenever
there is no danger of confusion. The explicit description of GG(χreg) is well known, called
the Langlands or Vogan classification. We will use the description in [33]. Denote by
ZG(χreg) the corresponding Grothendieck group of characters. Recall from [33] (and
references therein) that there is an action of the Weyl group on ZG(χreg), called the
coherent continuation action. As a set, G(χreg) decomposes into a disjoint union of blocks
B, and so ZG decomposes into a direct sum

ZG(χreg) =
⊕

ZGB(χreg). (9.1)

Each ZGB(χreg) is preserved by the coherent continuation action. We give the explicit
description of the ZGB in all classical cases. Many of the details, and complementary
explanations can be found in [26].

Type B. In order to conform to the duality between type B and type C in [33], we
only consider the real forms with p > q. The Weyl group acts on the linear space∑

ZGSO(p,q)(χreg), and the representation is∑
p>q

ZGSO(p,q)(χreg) =
∑
a,b,τ

IndWn

Wa×Wb×W2s×St
[sgn ⊗ sgn ⊗ σ[τ, τ ] ⊗ triv], (9.2)

where τ is a partition of s, and a + b + 2s + t = n. The multiplicity of a σ[τL, τR] in one
of the induced modules in (9.2) is as follows. Choose a τ that fits inside both τL and τR,
and label it with a bullet. Add the number ‘a’ of r and the number ‘b’ of r′ to τR, at
most one to each row for inducing from the sign representations of Wa and Wb. Add ‘t’
c, at most one to each column, to τL or τR for inducing from the trivial representation on
St. The multiplicity of σ in the induced module for a given (τ, a, b) is then the number of
ways that τL, τR can be filled in this way. This procedure uses induction in stages, and
the well-known formula

IndWn

Sn
(triv) =

∑
k+l=n

σ[(k), (l)]. (9.3)
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Example. Let gc = so(5). The real forms are so(3, 2), so(4, 1), so(5). The choices of
(τ, a, b, t) are

(1, 1, 0, 0), (1, 0, 1, 0), (1, 0, 0, 1),

(0, 2, 0, 0), (0, 1, 1, 0), (0, 1, 0, 1), (0, 0, 2, 0), (0, 0, 1, 1), (0, 0, 0, 2).

}
(9.4)

Let σ = σ[(1), (1)]. Then its multiplicity is given by the number of labellings

(•, •), ∅, ∅,

∅, ∅, (c, r), ∅, (c, r′), (c, c).

}
(9.5)

For σ = σ[(0), (2)] we get

∅, ∅, ∅,

∅, (0, rr′), (0, rc), ∅, (0, r′c), (0, cc).

}
(9.6)

�
The following formula sorts the representations according to the various real forms

SO(p, q) with p + q = 2n + 1. Each real form gives a single block. A representation
occurring in G, labelled as above, occurs in ZGSO(p,q) with

p = n + 1 + |#r′ − #r| − ε, where ε =

{
0 if #r′ � #r,

1 otherwise.
(9.7)

In the above example, (•, •), (c, c), (0, rr′), (0, rc) and (0, cc) belong to so(3, 2) while
(c, r′) and (0, r′c) belong to so(4, 1).

To each pair of partitions parametrizing a representation of W ,

τL = (r0, . . . , r2m), τR = (r1, . . . , r2m−1), ri � ri+2, (9.8)

Lusztig attaches a symbol(
r0 r2 + 1 · · · r2m + m

r1 r3 + 1 · · · r2m−1 + m − 1

)
. (9.9)

The symbol is called special if

r0 � r1 � r2 + 1 � r3 + 1 � · · · � r2m + m. (9.10)

Two representations belong to the same double cell if and only if their symbols have the
same entries. Given a special symbol of the form (9.9), the corresponding nilpotent orbit
Oc has partition obtained as follows. Form the set

{2r2i + 2i + 1, 2r2j−1 + 2j − 2 : 0 � i � m, 1 � j � m}, (9.11)

and order the numbers in increasing order, x0 � · · · � x2m. The partition of Oc is

(x0, x1 − 1, . . . , xi − i, . . . , x2m − 2m). (9.12)
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Type C. The representation G(χreg) is obtained from the one in type B by tensoring
with sign. Thus

ZG(χreg) =
∑
a,b,τ

IndWn

St×W2s×Wa×Wb
[sgn ⊗ σ[τ, τ ] ⊗ triv ⊗ triv], (9.13)

where τ is a partition of s, and a + b + 2s + t = n. This takes into account the duality
in [33] of types B and C. We write r for the sign representation of St, and c and c′ for
the trivial representations of Wa, Wb. A representation of W is parametrized by a pair
of partitions (τL, τR), with

τL = (r0, . . . , r2m), τR = (r1, . . . , r2m−1), ri � ri+2. (9.14)

The associated symbol is(
r0 r2 + 1 · · · r2m + m

r1 r3 + 1 · · · r2m−1 + m − 1

)
, (9.15)

and it is called special if

r0 � r1 � r2 + 1 � r3 + 1 � · · · � r2m + m. (9.16)

Two representations belong to the same double cell if their symbols have the same entries.
Given a special symbol as in (9.15), the nilpotent orbit Oc attached to the double cell
has partition obtained as follows. Order the set

{2r2i + 2i, 2r2j−1 + 2j − 1 : 0 � i � m, 1 � j � m} (9.17)

in increasing order, x0 � · · · � x2m. Then the partition of Oc is

(x0, . . . , xj − j, . . . , x2m − 2m). (9.18)

The decomposition into blocks is obtained from the one for type B by tensoring with
sgn.

Type D. Since in this case σ[τL, τR] and σ[τR, τL] parametrize the same representation
(except of course when τL = τR which corresponds to two non-isomorphic represen-
tations), we assume that the size of τL is the larger one. The Cartan subgroups are
parametrized by integers (t, u, 2s, p, q), p + q + 2s + t + u = n. There are actually two
Cartan subgroups for each s > 0, related by the outer automorphism of order 2. Then∑

ZGSO(p,q)(χreg) =
∑

IndW ′
n

Wa×Wb×W ′
2s×Wt×Wu

[sgn ⊗ sgn ⊗ σ[τ, τ ]I,II ⊗ triv ⊗ triv],

(9.19)

where a+b+2s+ t+u = n. The sum is also over τ which is a partition of s. We label the
σ by •s, trivial representations by c and c′ and the sgn representations by r and r′. These
are added to τL when inducing. In this case the sum on the left is over the real forms
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SO(p, q) with all p+ q = 2n. Each real form gives rise to a single block. A representation
labelled as above belongs to the block ZGSO(p,q) with p = n + #r′ − #r.

If
τL = (r0, . . . , r2m−2), τR = (r1, . . . , r2m−1), (9.20)

then the associated symbol is(
r0 r2 + 1 · · · r2m−2 + m − 1
r1 r3 + 1 · · · r2m−1 + m − 1

)
. (9.21)

A representation is called special if the symbol satisfies

r0 � r1 � r2 + 1 � r3 + 1 � · · · � r2m−1 + m − 1. (9.22)

Two representations belong to the same double cell if their symbols have the same entries.
The nilpotent orbit Oc attached to the special symbol is given by the same procedure as
for type B.

9.2. We follow § 14 of [33]. We say that π′ � π if π′ is a factor of π ⊗ F with F a
finite-dimensional representation with highest weight equal to an integer sum of roots.
Two irreducible representations π, π′ are said to be in the same Harish-Chandra cell if
π′ � π and π � π′. The Harish-Chandra cell of π is denoted C(π).

Recall the relation
LR
< from Definition 14.6 of [33]. The cone above π is defined to be

C̄LR(π) := {π′ : π′ LR
< π}. (9.23)

The subspace in ZG generated by the elements in sC̄LR(π) is a representation of
W denoted V̄LR(π). The equivalence

LR
≈ is defined by

γ
LR
≈ φ ⇐⇒ γ

LR
< φ

LR
< γ. (9.24)

The Harish-Chandra cell C(π) is then

C(π) = {π′ : π′ LR
≈ π}. (9.25)

Define
CLR
+ (π) = C̄LR(π)\C(π) (9.26)

and V(π) and V̄LR(π)+ in analogy with V̄LR(π). Thus there is a representation of W on
V(π) by the natural isomorphism

V(π) ∼= V
LR

(π)/V̄LR(π)+. (9.27)

Let Oc ⊂ gc be a nilpotent orbit. We say that a Harish-Chandra cell C(π) is attached to
a complex orbit Oc if

AdGc(AS(π)) = Ōc.

The sum of the Harish-Chandra cells attached to Oc is denoted V(Oc).
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Let ha ⊂ gc be an abstract Cartan subalgebra and let Πa be a set of (abstract)
simple roots. Let γ be a Langlands parameter of an irreducible representation L(γ)
with infinitesimal character the same as the trivial representation (or some fixed finite-
dimensional representation). Denote by τ(γ) the τ -invariant as defined in [33]. Given a
block B and disjoint orthogonal sets S1, S2 ⊂ Πa, define

B(S1, S2) = {γ ∈ B | S1 ⊂ τ(γ), S2 ∩ τ(γ) = ∅}. (9.28)

If in addition we are given a nilpotent orbit Oc ⊂ gc, we can also define

B(S1, S2,Oc) = {γ ∈ B(S1, S2) | AS(L(γ)) ⊂ Ōc}. (9.29)

If an Si is absent from the notation, assume Si = ∅.
Let Wi = W (Si), and define

mS(σ) = [σ : IndW
W1×W2

(sgn ⊗ triv)],

mB(σ) = [σ : GB(χreg)].

}
(9.30)

In the case of Gc viewed as a real group, the cones defined by (9.23) are parametrized
by nilpotent orbits in gc. In other words, π′ LR

< π if and only if AS(π′) ⊂ AS(π). So let
C(Oc) be the cone corresponding to Oc. Note that in this case Wc

∼= W × W , and the
representations are of the form σ ⊗ σ.

Theorem 9.1. Let G be the real points of a connected linear reductive group Gc. Then

|B(S1, S2,Oc)| =
∑

σ⊗σ∈C(Oc)

mB(σ)mS(σ).

Proof. Consider ZB(S1, S2,Oc) ⊂ ZB(∅, ∅,Oc). Then B(∅, ∅,Oc) is a representation of
W which consists of the representations in V(π) with AS(π) ⊂ Ōc. The fact that the
representation V(π) is formed of σ with σ ⊗ σ ∈ C(Oc) follows from the argument before
Theorem 1 of [26]. This accounts for mB(σ) in the sum. The expressions of the action of
W given by Lemma 14.7 in [33] and Frobenius reciprocity imply that the dimension of
ZB(S1, S2,Oc) equals the left-hand side of the formula in the theorem, and it equals the
cardinality of B(S1, S2,Oc). �

9.3. Assume that Ǒ is even. Then λ := 1
2 ȟ is integral, and it defines a set S2 by

S2 = S(λ) = {α ∈ Πa | (α, λ) = 0}. (9.31)

Let Oc be the nilpotent orbit attached to Ǒ by the duality in [15]. Then the special
unipotent representations Unip(Ǒ) attached to Ǒ, are defined to be the representations
π with infinitesimal character λ and AS(π) ⊂ Oc. The translation principle in Chapter 8
Definition 8.6, and discussed in greater detail in Chapter 16, particularly Lemma 16.2
and Theorem 16.4, of [1], establish a bijection between the irreducible admissible repre-
sentations in

⋃
B(∅, S(λ)) at regular integral infinitesimal character λ′, and irreducible
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admissible representations at infinitesimal character λ. Because this bijection is realized
as tensoring with a finite-dimensional representation and projecting onto the appropriate
infinitesimal character, AS(π) is preserved. Thus there is a bijection

Unip(Ǒ) ←→
⋃
B

B(∅, S(λ),Oc). (9.32)

So we can use Theorem 9.3 to count the number of unipotent representations. In the
classical groups case, mB(σ) is straightforward to compute. For the special unipotent
case, mS(σ) equals 0 except for the representations occurring in a particular left cell
sometimes also called the Lusztig cell, which we denote C̄L(Oc). The multiplicities of
the representations occurring in C̄L(Oc) are all 1. These representations are in 1–1 cor-
respondence with the conjugacy classes in Lusztig’s quotient of the component group
Ā(Ǒ). See [16] for details.

Theorem 9.2.
|Unip(Ǒ)| =

∑
B

∑
σ∈C̄L(Oc)

mB(σ).

Theorem 9.3 (McGovern [26]). In the classical groups Sp(n), SO(p, q), each Harish-
Chandra cell is of the form C̄L(Oc).

Definition 9.4. We say that a nilpotent orbit Oc is smoothly cuspidal if it satisfies

type B, all odd sizes except for the largest one occur an even number of times;

type C, all even sizes occur an even number of times;

type D, all odd sizes occur an even number of times,

For O(R), a real form of Oc, write A(O(R)) for its (real) component group.

Proposition 9.5. Let Oc be a smoothly cuspidal orbit with dual Ǒ. Then A(Ǒ) = Ā(Ǒ),
and in particular, |CL(Oc)| = |A(Ǒ)|. Furthermore,

|Unip(Ǒ)| =
∑
O(R)

|A(O(R))|,

where the sum is over all real forms O(R) of Oc.

Proof. This is Theorem 5.3 in [3]. The proof consists of a direct calculation of multi-
plicities in the coherent continuation representation using the results developed earlier
in this section. �

Remark. This proposition does not hold for orbits that are not smoothly cuspidal. An
example is when Oc is the principal nilpotent orbit. �

We omit the proof of the following proposition. It involves results of Borho, MacPher-
son, Joseph and Kashiwara which say that the AS-set of an irreducible highest weight
module is the closure of a single nilpotent orbit. See references in [15], and also another
proof in [35].
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Proposition 9.6. Assume Ǒ is even. Then the AS-set of L(χǑ) satisfies the property
that AdGc(AS(L(χǑ))) is the closure of the special orbit Oc dual (in the sense of [15])
to Ǒ.

9.4. We now return to type G = SO(2n + 1). Consider the spherical irreducible rep-
resentation L(χǑ) with χǑ = 1

2 ȟ corresponding to a nilpotent orbit Ǒ in sp(n). If the
orbit Ǒ meets a proper Levi component m̌, then L(Ǒ) is a subquotient of a representation
which is unitarily induced from a unipotent representation on m (compare with (1.3)).
By induction, L(χǑ) is unitary. Thus we only consider the cases when Ǒ does not meet
any proper Levi component. This means

Ǒ = (2x0, . . . , 2x2m), 0 � x0 < · · · < xi < xi+1 < · · · < x2m, (9.33)

so these orbits are even.

Proposition 9.7. Let Ǒ be as in (9.33). The Harish-Chandra cell of L(χǑ) corresponds
to Oc with partition

(1, . . . , 1︸ ︷︷ ︸
r1

, 2, . . . , 2︸ ︷︷ ︸
r2

, . . . , 2m, . . . , 2m︸ ︷︷ ︸
r2m

, 2m + 1, . . . , 2m + 1︸ ︷︷ ︸
r2m+1

), (9.34)

where

r2i+1 = 2(x2m−2i − x2m−2i−1 + 1),

r2i = 2(x2m−2i+1 − x2m−2i − 1),

r2m+1 = 2x0 + 1.

The columns of Oc are (2x2m + 1, 2x2m−1 − 1, . . . , 2x0 + 1).

Proof. The proof is a calculation involving Lusztig cells and their duals. We omit the
details. �

Remark. In general if Ǒ is distinguished, then Oc is smoothly cuspidal. But there are
many more smoothly cuspidal orbits. For example the orbit with partition (2, 2) in sp(4)
is smoothly cuspidal, but its dual is Ǒ with partition (1, 1, 3) which is not distinguished.

Definition 9.8. Given an orbit Oc with partition (9.34) or more generally a smoothly
cuspidal orbit, we call the split real form Ospl the one which satisfies for each row size,

types C and D, the number of rows starting with plus and minus is equal;

type B, in addition to the condition in types C and D for rows of size less than 2m+1,
for size 2m + 1, the number of starting with plus is one more than those starting
with minus.

Theorem 9.9. The WF-set of the spherical representation L(χǑ) with Ǒ satisfying
(9.33) is the closure of the split real form Ospl of the (complex) orbit Oc given by (9.34).
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Proof. The main idea is outlined in [3]. We use the fact that if π is a factor of π′, then
WF(π) ⊂ WF(π′). We do an induction on m, the number of parts in the partition of Ǒ.
The claim amounts to showing that if E occurs in WF(L(χǑ)), then the signatures of
E, E2, . . . are greater than the pairs

(x2m + 1, x2m), (x2m + x2m−1, x2m + x2m−1), . . . ,

(x2m + · · · + x1, x2m + · · · + x1), (x2m + · · · + x1 + x0 + 1, x2m + · · · + x1 + x0).
(9.35)

The first pair is the signature of E, the second the signature of E2 and so on. The first
pair of numbers is obtained by counting the pluses and minuses in the first column of
the nilpotent orbit, the second pair by counting the same in the first two columns and
so on.

The statement is clear when m = 0; L(χǑ) is the trivial representation. Let Ǒ1 be the
nilpotent orbit corresponding to

(2x0, . . . , 2x2m−2). (9.36)

By induction, WF(L(χǑ1
)) is the split real form of the nilpotent orbit corresponding to

the partition

(1, . . . , 1︸ ︷︷ ︸
r′
1

, 2, . . . , 2︸ ︷︷ ︸
r′
2

, . . . , 2m − 2, . . . , 2m − 2︸ ︷︷ ︸
r′
2m−2

, 2m − 1, . . . , 2m − 1︸ ︷︷ ︸
r′
2m−1

), (9.37)

where the columns are (2x2m−2 +1, 2x2m−3 − 1, . . . , 2x0 +1). Let p be the real parabolic
subalgebra with Levi component g(n − x2m − x2m−1) × gl(x2m + x2m−1). There is a
character χ of gl(x2m+x2m−1) such that π := L(χǑ) is a factor of π′ := Indg

p[L(χǑ1
) ⊗ χ].

But by § 8, WF(π′) is in the closure of nilpotent orbits corresponding to partitions

(2, . . . , 2︸ ︷︷ ︸
r1/2+r2

, . . . , 2m, . . . , 2m︸ ︷︷ ︸
r2m

, 2m + 1, . . . , 2m + 1︸ ︷︷ ︸
r2m+1

) if r1 even, (9.38)

or
(1, 1, 2, . . . , 2︸ ︷︷ ︸

(r1−1)/2+r2

, . . . , 2m, . . . , 2m︸ ︷︷ ︸
r2m

, 2m + 1, . . . , 2m + 1︸ ︷︷ ︸
r2m+1

) if r1 odd, (9.39)

and the dots refer to sizes as in (9.34). It follows that the signatures for Ek in WF(L(χǑ))
are greater than the pairs

(a+, a−), (x2m + x2m−1, x2m + x2m−1), . . . , (9.40)

for some a++a− = x2m+1, and the dots are pairs as in (9.35). Also, each row size greater
than two and less than 2m + 1 has an equal number that start with plus and minus. For
size 2m + 1 there is one more row starting with plus than minus.

We now do the same argument with Ǒ2 corresponding to

(2x0, . . . , 2x2m−3, (2x2m−2)̂, (2x2m−1)̂, 2x2m).
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The WF-set corresponding to L(χǑ2
) is the split real form of the nilpotent orbit with

partition

(1, . . . , 1︸ ︷︷ ︸
r′′
1

, 2, . . . , 2︸ ︷︷ ︸
r′′
2

, . . . , 2m − 2, . . . , 2m − 2︸ ︷︷ ︸
r′′
2m−2

, 2m − 1, . . . , 2m − 1︸ ︷︷ ︸
r′′
2m−1

), (9.41)

with columns (2x2m +1, 2x2m−3 − 1, . . . , 2x0 +1). Let p be the real parabolic subalgebra
with Levi component g(n − x2m−1 − x2m−2) × gl(x2m−1 + x2m−2). There is a character
χ of gl(x2m−1 + x2m−2) such that π := L(χǑ) is a factor of π′′ := Indg

p[L(χǑ2
) ⊗ χ]. But

by § 8, WF(π′′) is in the closure of nilpotent orbits corresponding to partitions

(1, . . . , 1︸ ︷︷ ︸
r1+r2/2

, 3, . . . , 3︸ ︷︷ ︸
r2/2+r3

, . . . , 2m, . . . , 2m︸ ︷︷ ︸
r2m

, 2m + 1, . . . , 2m + 1︸ ︷︷ ︸
r2m+1

) if r2 even, (9.42)

or

( 1, . . . , 1︸ ︷︷ ︸
r1+(r2−1)/2

, 2, 2, 3, . . . , 3︸ ︷︷ ︸
(r2−1)/2+r3

. . . , 2m, . . . , 2m︸ ︷︷ ︸
r2m

, 2m + 1, . . . , 2m + 1︸ ︷︷ ︸
r2m+1

) if r2 odd, (9.43)

where the dots refer to pairs as in (9.34). Thus WF(L(χǑ)) is also contained in the
closure of the nilpotent orbits with signatures

(x2m + 1, x2m), (x2m + 1 + a+, x2m + a−),

(x2m + 1 + x2m−1 + x2m−2, x2m + 1 + x2m−1 + x2m−2), . . . , (9.44)

for some a+ + a− = x2m−1, and the dots refer to pairs as in (9.35).
The claim follows. �

9.5. Consider the special case when

x0 = x1 − 1 � x2 = x3 − 1 � · · · � x2m−2 = x2m−1 − 1 � x2m. (9.45)

This makes Oc of the form (9.34) with r2i = 0, i.e. the partition of Oc has only odd terms.
The (Lusztig) cell C̄L(Oc) has size 2m (which is true for any Oc with Ǒ distinguished, not
just for the particular form (9.45)). We produce 2m distinct irreducible representations
with AC-set equal to Ospl. So g is so(2p+1, 2p). Let h be the compact Cartan subalgebra.
We write the coordinates

(a1, . . . , ap | b1, . . . , bp), (9.46)

where the first p coordinates before the | are in the Cartan subalgebra of so(2p + 1) and
the last p coordinates are in so(2p). The roots εi ± εj , εi with 1 � i, j � p are all compact
and so are εp+k ± εp+l with 1 � k, l � p. The roots εi ± εp+k, εp+k are non-compact. Let
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qc = lc + uc be a θ-stable parabolic subalgebra with Levi component

l := lc ∩ g

= u(x2i1+1, x2i1) × u(x2i2 , x2i2+1) × · · · × u(x2im−1 , x2im−1+1) × so(x2m + 1, x2m)

or

l := lc ∩ g

= u(x2i1+1, x2i1) × u(x2i2 , x2i2+1) × · · · × u(x2im−1+1, x2im−1) × so(x2m + 1, x2m)

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
(9.47)

(depending on the parity of m), where the ij are the numbers 0, . . . , m−1 in some order.
The parabolic subalgebra qc corresponds to the weight

ξ = (mx2i1+1 , . . . , 1x2im−1+1, 0x2m | mx2i1 , . . . , 1x2im−1 , 0x2m)

or

ξ = (mx2i1+1 , . . . , 1x2im−1 , 0x2m | mx2i1 , . . . , 1x2im−1+1, 0x2m),

⎫⎪⎬⎪⎭ (9.48)

depending whether m is odd or even.
The derived functor modules Ri

qc
(ξ) from characters on lc have AC-set contained in

Ospl. To get infinitesimal character χǑ, these characters can only be

ξ±
ij

:= ±( 1
2 , . . . , 1

2 ), (9.49)

on the unitary factors u(x2ij+1, x2ij ) or u(x2ij , x2ij+1), and trivial on g(x2m). We need
to show that there are choices of parabolic subalgebras qc as in (9.47) and characters as
in (9.49) so that we get 2m non-zero and distinct representations. For this we have to
specify the Langlands parameters.

For each subset A := {k1, . . . , kr} ⊂ {0, . . . , m − 1}, kj in decreasing order, label the
complement Ac := {�1, . . . , �t}, Ac also labelled in decreasing order, and consider the
θ-stable parabolic subalgebra qc,A as in (9.47) and (9.48) corresponding to

{i1, . . . , im−1} = {k1, . . . , kr, �1, . . . , �t}. (9.50)

We will consider the representations Rqc,A
(ξA), where ξA is the concatenation of the ξ±

ij

with plus for the first r, and minus for the last t.

Lemma 9.10.

Ri
qc,A

(ξA) =

{
0 if i �= dim(uc,A ∩ kc),

non-zero irreducible if i = dim(uc,A ∩ kc).

Proof. For the vanishing part we check that the conditions in Proposition 5.93 in [23,
Chapter V, § 7] are satisfied. It is sufficient to show that

indg,K
q̄c,A,L∩K(Z#

q̄c,A
) := U(g) ⊗q̄c,A

Z#
q̄c,A

(9.51)

is irreducible. Here Z#
q̄c,A

is the one-dimensional module corresponding to ξA − ρ(uc,A),
with

ρ(uc,A) := 1
2

∑
α∈∆(uA,c)

α.
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The derived functors are normalized so that if W has infinitesimal character χ, then so
do the Ri

qc
(W ).

The notions and results about associated cycles in § 8.1 apply. The associated cycle of
(9.51) is Oc, the dual of Ǒ from (9.34), and the multiplicity is 1. Any composition factor
cannot have associated cycle formed of nilpotent orbits of strictly smaller dimension than
Oc because the results in [16] apply. So if there is more than one factor, the multiplicity
of Oc would be strictly larger than 1. Thus (9.51) is irreducible.

By the same reasoning, Rdim(uc,A∩kc)
qc,A (ξA) is irreducible if non-zero because the

multiplicity of the corresponding nilpotent orbit in sc in AV is 1. To show that
Rdim(uc,A∩kc)

qc,A (ξA) �= 0, we use the bottom layer K-types defined in [23, Chapter V,
§ 6]. To simplify the notation slightly, we write

a1 = x2k1+1, b1 = x2k1 , . . . , ar = x2kr , br = x2kr+1, r even,

a1 = x2k1+1, b1 = x2k1 , . . . , ar = x2kr+1, br = x2kr , r odd,

}
(9.52)

and uc for uc,A. Let also a :=
∑

aj , b :=
∑

bj . Note that |aj −bj | = 1, and also |a−b| = 1.
Then

µ := ξ + 2ρ(u ∩ s) − ρ(u) = (1a, 0p−a | 1b, 0p−b) (9.53)

is dominant, therefore bottom layer. The aforementioned results then imply the non-
vanishing. �

We now show that there are 2m distinct representations. To do this we will compute
Langlands parameters. We rely on the notation and conventions in Chapter 11 of [1].
Many details are in the references to earlier work given there. In [1] a Langlands parame-
ter is a triple Λ = (Λcan, R+

iR, R+
R
), where Λcan is an irreducible representation of a θ-stable

Cartan subgroup HR (denoted TR in [1]). Attached to such data is a standard module
X(Λ), with a canonical irreducible subquotient M(Λ). We will determine λ̃ := dΛcan and
the lowest K-types of the derived functor modules constructed earlier. The Lie algebra of
H decomposes according to the ±1 eigenvalues of θ into h = t+a. Then λ̃ = (λ, ν). Recall
from [32, Chapter 5] that the centralizer of a is a quasi-split θ-stable Levi component
l, and that M(Λ) is determined by the fact that it contains a lowest K-type µ related
to λ by the formula λ = µ + 2ρc + ρ + v where v =

∑
ciαi is a combination of strongly

orthogonal imaginary roots with coefficients 0 < ci � 1
2 .

To compute λ and µ, we will need to use the intermediate parabolic subalgebras

qc,A ⊂ q
′
c,A ⊂ q

′′
c,A ⊂ gc (9.54)

with Levi components

l
′
A = u(a1, b1) × · · · × u(ar, br) × g(n − a − b),

l
′′
A = u(a, b) × g(n − a − b).

}
(9.55)

Apply induction in stages from qc,A to q′
c,A first. On the factor g(n − a − b) the K-

type µ in (9.53) is trivial, so the Langlands parameter is that of the spherical prin-
cipal series. Similarly on the u(aj , bj) assume the infinitesimal character is χj :=
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(max(aj , bj), . . . ,min(aj , bj)) with the coordinates going down by 1, and the Langlands
parameter is that of a principal series with the appropriate one-dimensional Langlands
subquotient. Let hA ⊂ l′c,A be the the most split Cartan subalgebra. In particular the
real roots are

αd := εd + εd+p,
∑
j�s

aj < d <
∑
j�s

aj + min(aj , bj), 0 � s � r − 1. (9.56)

For each factor u(aj , bj) the Langlands parameter is of the form (λj , νj) where λj ∈
hA ∩ kc, and νj ∈ hA ∩ sc. Then

λj = ( 1
2

aj | 1
2

bj ), (9.57)

while

〈νj , αd〉 = max(aj , bj) −
(

d −
∑
j�s

aj

)
. (9.58)

Proposition 9.11. The representations Rdim(uc,A∩kc)
qc,A (ξA) have Langlands parameters

(λG, ν), where λG is obtained by concatenating the λj in (9.57) and ν satisfies (9.58).

Proof. We write l′c = l′c,A and l′ = l′c,A ∩ g. There is a non-zero map Xl′c(λ
G,−ν) →

Ll′(λG,−ν) given by the Langlands classification. Thus there is a map

Rdim kc∩u
′
c

q′
c,L′∩K [Xl′(λG,−ν)] → Rdim kc∩u

′
c

q′
c,L′∩K (Ll′c(λ

G,−ν)) = Rdim kc∩uc

qc,L∩K (ξA), (9.59)

which is non-zero on the bottom layer K-type (9.53). On the other hand, because these
are standard modules,

Ri
q(Xl′(λG, ν)) =

{
X(λG, ν) if i = dim kc ∩ uc,

0 otherwise.
(9.60)

The proof follows. �

9.6.

Theorem 9.12. The spherical unipotent representations L(χǑ) with Ǒ even are unitary.

Proof. We present the details for G = SO(n + 1, n). Write g(n) for the Lie algebra
containing Ospl the split real form of Oc, same as the support AC(L(χǑ)). There is a
(real) parabolic subalgebra p+ with Levi component m+ := gl(n1) × · · · × gl(nk) × g(n)
in g+ of rank n1 + · · · + nk + n, such that the split form O+

spl of

O+
c := (1, 1, 3, 3, . . . , 2a − 1, 2a − 1, 2a + 1)

for some a depending on (2x0, . . . , 2x2m) is induced from O on g(n), trivial on the gl
factors. We will consider the representation

I(π) := Indg
+

m+ [triv ⊗ · · · ⊗ triv ⊗ π]. (9.61)
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We show that the form on I(π) induced from π is positive definite; this implies that the
form on π is definite. We do this by showing that the possible factors of I(π) have to be
unitary, and the forms on their lowest K-types are positive definite.

By the results in §§ 8 and 9, more specifically §§ 8.1 and 9.3, and particularly Propo-
sition § 9.5, we conclude that there are 3a · 2a unipotent representations in the block of
the spherical irreducible representation; all the factors of I(π) are in this block. Here
3a is the number of real forms of O+

c , and 2a is the number of representations in the
corresponding Lusztig cell. We describe how to get 3a · 2a distinct representations. For
each real form O+

j of O+
c we produce one representation π such that AC(π) = Ō+

j . Then
Theorem 9.3 implies that there is a Harish-Chandra cell with 2a representations with
this property, since Ā(Ǒ) = A(Ǒ) = (Z/2)a. Since these cells must be disjoint, this gives
the required number.

From § 8.1, each such form O+
j is θ-stable induced from the trivial nilpotent orbit on

a parabolic subalgebra with Levi component a real form of

gl(1) × gl(3) × · · · × gl(2a − 1) × gc(m).

Using the results in [23], for each such parabolic subalgebra, we can find a derived functor
induced module from an appropriate one-dimensional character, that is non-zero and has
associated variety equal to the closure of the given real form. Actually it is enough to
construct this derived functor module at regular infinitesimal character where the fact
that it is non-zero irreducible is considerably easier.

So in this block, there is a cell for each real form of O+
c , and each cell has 2a irreducible

representations with infinitesimal character χǑ. In particular for Ospl, the Levi compo-
nent is u(1, 0) × u(1, 2) × u(3, 2) × · · · × so(a, a + 1). For this case, § 9.5 produced exactly
2a parameters; their lowest K-types are of the form µe(n − k, k). These are the only
possible constituents of the induced from L(χǑ). Since the constituents of the restriction
of a µe(n − k, k) to a Levi component are again µe(m − l, l)s, the only way L(χǑ) can
fail to be unitary is if the form is negative on one of the K-types µe(n − k, k). But §§ 5
and 6.3 show that the form is positive on the K-types µe of L(χǑ). �

10. Irreducibility

10.1. To complete the classification of the unitary dual we also need to prove the
following irreducibility theorem. It is needed to show that the regions in Theorem 3.2 are
indeed unitary in the real case.

Theorem 10.1. Assume Ǒ is even, and such that xi−1 = xi = xi+1 for some i. Let
m = gl(xi) × g(n − xi), and Ǒ1 ⊂ g(n − xi) be the nilpotent orbit obtained from Ǒ by
removing two rows of size xi. Then

L(χǑ) = IndG(n)
GL(xi)×G(n−xi)

[triv ⊗ L(χǑ1
)].

In the p-adic case this follows from the work of Kazhdan–Lusztig [10]. In the real case,
it follows from the following proposition.
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Proposition 10.2. The associated variety of a spherical representation L(χǑ) is given
by the sum with multiplicity one of the following real forms of the complex orbit Oc.

Types B and D. On the odd sized rows, the difference between the number of pluses
and number of minuses is 1, 0 or −1.

Type C. On the even sized rows, the difference between the number of pluses and
number of minuses is 1, 0 or −1.

The proof of the proposition is lengthy, and follows from more general results which
are unpublished. We will give a different proof of Theorem 10.1 in the next sections.

Remark. When Ǒ1 is even, but Ǒ is not, and just xi = xi+1, the proof follows from [10]
in the p-adic case, and the Kazhdan–Lusztig conjectures for non-integral infinitesimal
character in the real case. We have already used these results in the course of the paper.

�

The outline of the proof is as follows. In § 10.2, we prove some auxiliary reducibility
results in the case when Ǒ is induced from the trivial nilpotent orbit of a maximal Levi
component. In § 10.3, we combine these results with intertwining operator techniques to
complete the proof of Theorem 10.1.

10.2. We need to study the ρ-induced modules from the trivial module on m ⊂ g(n)
where m ∼= gl(n), or in some cases m ∼= gl(a) × g(b) with a + b = n.

Type B

Assume Ǒ corresponds to the partition 2x0 = 2x1 = 2a in sp(n, C). The infinitesimal
character is (−a + 1

2 , . . . , a − 1
2 ) and the nilpotent orbit Oc corresponds to

(1, 1, 2, . . . , 2︸ ︷︷ ︸
2a−2

, 3).

We are interested in the composition series of

IndG(2a)
GL(2a)[triv]. (10.1)

There are three real forms of Oc in so(2a + 1, 2a):

+ − +
+ −
− +
...

...
+ −
− +
+
+

+ − +
+ −
− +
...

...
+ −
− +
+
−

− + −
+ −
− +
...

...
+ −
− +
+
+

(10.2)
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The associated cycle of (10.1) is the middle nilpotent orbit in (10.2) with multiplicity 2.
Section 6 shows that there are at least two factors characterized by the fact that they
contain the petite K-types which are the restrictions to S[O(2a + 1) × O(2a)] of

µ(0a; +) ⊗ µ(0a; +),

µ(1, 0a−1; −) ⊗ µ(0a; −).

}
(10.3)

Thus because of multiplicity 2, there are exactly two factors. One of the factors is spher-
ical. The non-spherical factor has Langlands parameter

λG = ( 1
2 , 0, . . . , 0 | 0, . . . , 0),

ν = (0, a − 1
2 , a − 1

2 , . . . , 3
2 , 3

2 , 1
2 ).

}
(10.4)

The Cartan subalgebra for the non-spherical parameter is such that the root ε1 is non-
compact imaginary, εi, εi ± εj with j > i � 2, are real. The standard module X(λG, ν)
which has X̄(λG, ν) as quotient is the one for which ν is dominant. Thus we conjugate
the Cartan subalgebra such that ε2a is non-compact imaginary, εi, εi ± εj with i < j < 2a

are real, and the usual positive system ∆+ = {εi, εi ± εj}i<j .

Type C

Consider Ǒ which corresponds to the partition 2x0 = 2x1 = 2a + 1 < 2x2 = 2b + 1 in
so(n, C). The infinitesimal character is

(−a, . . . , a)(−b, . . . ,−1). (10.5)

The nilpotent orbit Oc is induced from the trivial one on gl(2a+1)×g(b) and corresponds
to

(1, . . . , 1︸ ︷︷ ︸
2b−2a−2

, 2, 2, 3, . . . , 3︸ ︷︷ ︸
2a

). (10.6)

We are interested in the composition series of

IndG(2a+b+1)
GL(2a+1)×G(b)[triv]. (10.7)

There are three real forms of (10.6):

+ − +
− + −
...

...
+ − +
− + −
+ −
+ −
+
−
...
+
−

+ − +
− + −
...

...
+ − +
− + −
+ −
− +
+
−
...
+
−

+ − +
− + −
...

...
+ − +
− + −
− +
− +
+
−
...
+
−

(10.8)
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The AC cycle of (10.7) consists of the middle nilpotent orbit in (10.8) with multiplicity 2.
By a similar argument as for type B, we conclude that the composition series consists of
two representations containing the petite K-types

µ(0n),

µ(1a+1, 0b−1, (−1)a+1).

}
(10.9)

These are also the lowest K-types of the representations. The non-spherical representa-
tion has parameter

λG = ( 1
2

a
, 0b, (− 1

2 )a),

ν = ( 1
2

a
, 0b, 1

2
a).

}
(10.10)

Type D

Let Ǒ correspond to the partition 2x0 = 2x1 = 2a + 1 in so(n, C). The infinitesimal
character is (−a, . . . , a). The real forms of the nilpotent orbit O are

+ −
− +
...

...
+ −
− +

(10.11)

There are two nilpotent orbits with this partition labelled I and II. Each of them is
induced from m ∼= gl(2a), there are two such Levi components. We are interested in the
induced modules

IndG(2a)
GL(2a)[triv]. (10.12)

The multiplicity of the nilpotent orbit (10.11) in the AC cycle of (10.12) is 1, so the
representations are irreducible.

We summarize these calculations in a proposition.

Proposition 10.3. The composition factors of the induced module from the trivial
representation on m, where m = gl(2a) for SO(2a+1, 2a) and SO(2a, 2a), or gl(2a+1)×
g(b) in type Sp(4a + 2b + 2), all have relevant lowest K-types. In particular, the induced
module is generated by spherically relevant K-types. Precisely,

type B, the representation is generated by the K-types of the form µe;

type C, the representation is generated by the K-types of the form µo;

type D, the representation is generated by the spherical K-type µe(0) = µo(0).
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10.3. We now prove the irreducibility result mentioned at the beginning of the sec-
tion in the case of g of type B; the other cases are similar. Recall that we denote
Ǒ = (2x0, 2x1, . . . , 2x2m). Let Ǒ1 be the nilpotent orbit where we have removed two
entries equal to 2a from Ǒ. Let m := gl(2a) × g(n − 2a). Then L(χǑ) is the spherical
subquotient of the induced representation

I(a, L(χǑ1
)) := Indg

m[(−a + 1
2 , . . . , a − 1

2 ) ⊗ L(χǑ1
)]. (10.13)

It is enough to show that if a parameter is unipotent, and satisfies xi−1 = xi = xi+1 = a,
then I(a, L(χǑ1

)) is generated by its K-types µe. This is because by Theorem 5.3, the
K-types of type µe in (10.13) occur with full multiplicity in the spherical irreducible
subquotient, and the module is unitary. We will use various irreducibility results stated
in § 2 without mention.

First, we reduce to the case when there are no 0 < xj < a. Let ν be the dominant
parameter of L(χǑ), and assume i is the smallest index so that xi−1 = a. There is an
intertwining operator

X(ν) → I( 1
2 , . . . , x0 − 1

2 ; . . . ; 1
2 , . . . , xi−2 − 1

2 ; ν′), (10.14)

where I is induced from

gl(x0) × · · · × gl(xi−2) × g

(
n −

∑
j<i−1

xj

)

with characters on the gl factors corresponding to the strings in (10.14), and the irre-
ducible module L(ν′) on g(n −

∑
j<i−1 xj). The intertwining operator is onto, and thus

the induced module is generated by its spherical vector. By the induction hypothesis,
the induced module from (−a+ 1

2 , . . . , a− 1
2 )⊗L(ν′′) on gl(2a) × g(n −

∑
j�i xj) is irre-

ducible. The parameter ν′′ is such that the induced module has infinitesimal character
ν′, and contains L(ν′) as its spherical subquotient. But

I( 1
2 , . . . , x0 − 1

2 ; . . . ; 1
2 , . . . , xi−2 − 1

2 ; −a + 1
2 , . . . , a − 1

2 ; ν′′)
∼= I(−a + 1

2 , . . . , a − 1
2 ; 1

2 , . . . , x0 − 1
2 ; . . . ; 1

2 , . . . , xi−2 − 1
2 , ν′′). (10.15)

This module maps by an intertwining operator onto I(a, L(χǑ1
)), so I(a, L(χǑ1

)) is
generated by its spherical vector.

So we have reduced to the case when

x0 = x1 = x2 = a

or

x0 = 0 < x1 = x2 = x3 = a.

⎫⎪⎬⎪⎭ (10.16)

Suppose we are in the first case of (10.16) and m = 1. The infinitesimal character is

(a − 1
2 , a − 1

2 , a − 1
2 , . . . , 1

2 , 1
2 , 1

2 ),

https://doi.org/10.1017/S1474748009000231 Published online by Cambridge University Press

https://doi.org/10.1017/S1474748009000231


The unitary spherical spectrum for split classical groups 353

each coordinate occurring three times. The induced module

I(−a + 1
2 , . . . , a − 1

2 ) (10.17)

of g(2a) is a direct sum of irreducible factors computed in § 10.2; in particular it is
generated by K-types of the form µe(2a − k, k) (with k = 0, 1). Consider the module

I(a − 1
2 ; . . . ; 1

2 ; −a + 1
2 , . . . , a − 1

2 ), (10.18)

induced from characters on GL(1) × · · · × GL(1) × GL(2a). It is a direct sum of induced
modules from the two factors of (10.17). Each such induced module is a homomorphic
image of the corresponding standard module with dominant parameter. So (10.18) is also
generated by its µe isotypic components. But then

I(a − 1
2 ; . . . ; 1

2 ; −a + 1
2 , . . . , a − 1

2 ) ∼= I(−a + 1
2 , . . . , a − 1

2 ; a − 1
2 ; . . . ; 1

2 ) (10.19)

so the latter is also generated by its µe isotypic components. Finally, the intertwining
operator

I(a − 1
2 ; . . . ; 1

2 ) → I( 1
2 , . . . , a − 1

2 ) (10.20)

is onto, and the image of the intertwining operator

I( 1
2 , . . . , a − 1

2 ) → I(−a + 1
2 , . . . ,− 1

2 ) (10.21)

is onto L(−a + 1
2 , . . . ,− 1

2 ). Thus the module induced from gl(2a) × g(a),

I(−a + 1
2 , . . . , a − 1

2 ; L(−a + 1
2 , . . . ,− 1

2 )), (10.22)

is generated by its µe isotypic components. Since the multiplicity of these K-types in
(10.22) is the same as in the irreducible spherical module, it follows that they must be
equal.

Now suppose that we are in the first case of (10.16) and m > 1, or in the second case,
and m > 2. The parameter has another x2m−1 � x2m. We use an argument similar to
the one above to show that the module

I(−x2m−1 + 1
2 , . . . , x2m − 1

2 , L(χǑ2
)), (10.23)

induced from gl(x2m−1 + x2m) × g(n − x2m−1 − x2m), where Ǒ2 is the nilpotent orbit
with partition obtained from Ǒ by removing 2x2m−1, 2x2m, is generated by its µe isotypic
components. The claim then follows because the induced module is a homomorphic image
of (10.23). Precisely, X(ν) maps onto

I(x2m−1 + 1
2 , . . . , x2m − 1

2 ; 1
2 , . . . , x0 − 1

2 ; . . . ; 1
2 , . . . , x2m−2 − 1

2 ;

L(−x2m−1 + 1
2 ,−x2m−1 + 1

2 , . . . ,− 1
2 ,− 1

2 )). (10.24)

So this module is generated by its spherical vector. Replace L(−x2m−1 + 1
2 ,−x2m−1 +

1
2 , . . . ,− 1

2 ,− 1
2 ) by I(−x2m−1 + 1

2 , . . . , x2m−1 − 1
2 ). The ensuing module is a direct sum of
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two induced modules by § 10.2. They are both homomorphic images of standard modules,
so generated by their lowest K-types, which are of type µe. Next observe that the map

I(x2m−1 + 1
2 , . . . , x2m − 1

2 ; 1
2 , . . . , x0 − 1

2 ; . . . ;
1
2 , . . . , x2m−2 − 1

2 ; −x2m−1 + 1
2 , . . . , x2m−1 − 1

2 )

→ I(−x2m−1 + 1
2 , . . . x2m − 1

2 ; 1
2 , . . . , x0 − 1

2 ; . . . ; 1
2 , . . . , x2m−2 − 1

2 ) (10.25)

is onto. So the target module is generated by its µe isotypic components. The module

I( 1
2 , . . . , x0 − 1

2 ; . . . ; 1
2 , . . . , x2m−2 − 1

2 ) (10.26)

(the string (−x2m−1 + 1
2 , . . . , x2m − 1

2 ) has been removed) has L(−x2m−2 + 1
2 , . . . , 1

2 ) as
its unique irreducible quotient, because it is the homomorphic image of an X(ν̃) with
ν̃ dominant. Therefore, it is generated by its spherical vector. Combining this with the
induction assumption, we conclude that

I(−x2m−1 + 1
2 , . . . , x2m − 1

2 ; −a + 1
2 , . . . , a − 1

2 ; L(Ǒ3)) (10.27)

is generated by its µe isotypic components. Here Ǒ3 is obtained from Ǒ2 by removing
two entries equal to 2a. It is isomorphic to

I(−a + 1
2 , . . . , a − 1

2 ; −x2m−1 + 1
2 , . . . , x2m − 1

2 ; L(Ǒ3)). (10.28)

Finally, the multiplicities of the µe isotypic components of I(−x2m−1 + 1
2 , . . . , x2m −

1
2 ; L(Ǒ3)) are the same as for the irreducible subquotient L(Ǒ1). This completes the
proof of the claim in this case.

It remains to consider the case when m = 2 and x0 = 0 < x1 = x2 = x3 = a � x4. In
this case, the module

I(a + 1
2 , . . . , x4 − 1

2 ; −a + 1
2 , . . . , a − 1

2 ; −a + 1
2 , . . . , a − 1

2 ) (10.29)

is generated by its µe isotypic components because of Proposition 10.3, and arguments
similar to the above. Therefore, the same holds for

I(−a + 1
2 , . . . , x4 − 1

2 ; −a + 1
2 , . . . , a − 1

2 ), (10.30)

which is a homomorphic image via the intertwining operator which interchanges the first
two strings. But this is isomorphic to

I(−a + 1
2 , . . . , a − 1

2 ,−a + 1
2 , . . . , x4 − 1

2 ). (10.31)

Then I(−a + 1
2 , . . . , a − 1

2 , L(−x4 + 1
2 , . . . ,− 1

2 ,− 1
2 )) is a homomorphic image of (10.31)

so it is generated by its µe isotypic components. By § 5.3, the multiplicities of the µe

isotypic components are the same in I(−a + 1
2 , . . . , a − 1

2 , L(−x4 + 1
2 , . . . ,− 1

2 ,− 1
2 )) as in

L(χǑ).
This completes the proof of Theorem 10.1. �

Acknowledgements. I would like to thank David Vogan for generously sharing his
ideas about the relation between K-types, Weyl group representations and signatures.
They were the catalyst for this paper.

This research was supported by NSF grants DMS-9706758, DMS-0070561 and DMS-
03001712.

https://doi.org/10.1017/S1474748009000231 Published online by Cambridge University Press

https://doi.org/10.1017/S1474748009000231


The unitary spherical spectrum for split classical groups 355

References

1. J. Adams, D. Barbasch and D. Vogan, The Langlands classification and irreducible
characters of real reductive groups, Progress in Mathematics, Volume 104 (Birkhäuser,
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https://doi.org/10.1017/S1474748009000231 Published online by Cambridge University Press

https://doi.org/10.1017/S1474748009000231

