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UNIVERSAL ROSSER PREDICATES

MAKOTOKIKUCHI AND TAISHI KURAHASHI

Abstract. Gödel introduced the original provability predicate in the proofs of Gödel’s incompleteness
theorems, and Rosser defined a new one. They are equivalent in the standard model N of arithmetic or any
nonstandard model of PA + ConPA, but the behavior of Rosser’s provability predicate is different from the
original one in nonstandard models of PA + ¬ConPA. In this paper, we investigate several properties of
the derivability conditions for Rosser provability predicates, and prove the existence of a Rosser provability
predicate with which we can define any consistent complete extension of PA in some nonstandard model of
PA+¬ConPA.We call it a universal Rosser predicate. It follows from the theorem that the true arithmeticTA
can be defined as the set of theorems of PA in terms of a universal Rosser predicate in some nonstandard
model of PA + ¬ConPA. By using this theorem, we also give a new proof of a theorem that there is a
nonstandard model M of PA + ¬ConPA such that if N is an initial segment of M which is a model of
PA + ConPA then every theorem of PA in N is a theorem of PA in N. In addition, we prove that there is a
Rosser provability predicate such that the set of theorems of PA in terms of the Rosser provability predicate
is inconsistent in any nonstandard model of PA + ¬ConPA.

§1. Introduction. Truth and provability are different. This is a well known fact
which was revealed by Gödel’s first incompleteness theorem. The notion of truth in
a model of Peano arithmetic PA cannot coincide with the concept of PA-provability,
since a sentence must be either true or false in the model while it is shown in the
first incompleteness theorem that there is a sentence which cannot be proved nor
disproved from PA. Furthermore, it is also well known that truth cannot be defined
arithmetically, while the PA-provability can be formalized and represented by a
formula PrPA(x) in N. That is, there is no formula ϕ(x) which satisfies N � � ↔
ϕ(���) for every sentence �, while the formula PrPA(x) satisfies the condition that
PA � � if and only if N � PrPA(���) for every sentence �. The formula PrPA(x) is
called a provability predicate.
By using the provability predicate, we can consider the PA-provability in non-
standard models of PA. But things are unchanged, since the first incompleteness
theorem can be formalized within PA. Truth and provability are different in any
model of PA although there may be extra theorems of PA in some nonstandard
model of PA. Also, truth in a model cannot be defined arithmetically in the model
itself. It is worth mentioning that we can define a nonstandard model M of PA
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arithmetically in N or in other models of PA+ConPA by the arithmetized complete-
ness theorem. Actually, we can define explicitly a formula ϕ(x) such that for any
N � PA + ConPA there isM � PA which satisfies the condition thatM � � if and
only if N � ϕ(���) for every sentence �. That is, the truth in M is defined in N
by ϕ(x). (This truth definability relation between models of PA is studied in Hájek
and Pudlák [3].) However, such a formula ϕ(x) cannot be a provability predicate. It
may happen that truth in a model can be captured arithmetically in another model,
but it is never specified in any model by using a provability predicate.
Rosser defined a new provability predicate PrRPA(x) which is called a Rosser
provability predicate by modifying the original provability predicate PrPA(x), and
Rosser improved the first incompleteness theorem to theories which are consistent
but not�-consistent. There is no difference between PrPA(x) and Pr

R
PA(x) inN since

we can show thatPA+ConPA � ∀x(PrRPA(x)↔ PrPA(x)) andN � PA+ConPA. In this
sense, Rosser provability predicates can be substituted for the original provability
predicate in the arguments on the PA-provability in nonstandard models of PA +
ConPA. However, the situation is quite different in models of PA+¬ConPA. There is
an alternative way to consider the relationship between truth and provability when
we use Rosser provability predicates.
According to Kikuchi and Kurahashi [5], we say that a model M of PA is sane
if M � ConPA and insane if M � ¬ConPA. For any model M of PA, we define
two sets ThmPA(M ) and ThmRPA(M ) by ThmPA(M ) = {ϕ : ϕ is a sentence and
M |= PrPA(�ϕ�)} and ThmRPA(M ) = {ϕ : ϕ is a sentence and M |= PrRPA(�ϕ�)},
respectively. ThmPA(M ) is the set of all theorems of PA in M and ThmPA(N) =
{ϕ : ϕ is a sentence and PA � ϕ}. ThmPA(M ) = ThmRPA(M ) if M is sane. If M
is insane, ThmPA(M ) �= ThmRPA(M ) and Thm

R
PA(M ) can be a consistent complete

set of sentences while ThmPA(M ) is always the set of all sentences of arithmetic.
The structures of insane models of PA are investigated in detail in Kikuchi and
Kurahashi [5]. In particular, it is shown in [5] that there is an insane model M of
PA such that ThmPA(N) = ThmPA(N) for any initial segment N of M which is a
sane model of PA.
This paper is devoted to analyzing ThmRPA(M ) for insane models M of PA. We
investigate several properties of the derivability conditions for Rosser provability
predicates, and then we show that there exists a Rosser provability predicate satisfy-
ing the condition that for any complete extension T of PA there is an insane model
M of PA such that T = ThmRPA(M ). We call such a Rosser provability predicate a
universal Rosser predicate. This theorem means that truth in any model of PA can
be specified as the set of theorems of PA in some insane model of PA by using a
universal Rosser predicate. The standardmodel N is not an exception and it follows
that there is an insane model M of PA such that ThmRPA(M ) is equal to the true
arithmetic TA = {ϕ : N |= ϕ} when PrRPA(x) is a universal Rosser predicate. We
also give a new proof of the above-mentioned result of [5] by using this theorem.
In addition, we prove that there is a Rosser provability predicate PrRPA(x) such that
ThmRPA(M ) is inconsistent for any insane modelM of PA.

§2. Preliminaries.
2.1. Provability predicates. In this paper, we assume that formulas are in negation
normal form, namely the negations in formulas are allowed to be applied only to
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atomic formulas. We use the symbol≡ to indicate the syntactical identity. For each
formula ϕ, we define ¬ϕ recursively as follows: ¬¬ϕ :≡ ϕ for any atomic formula
ϕ; ¬(ϕ ∧�) :≡ ¬ϕ ∨¬�; ¬∀xϕ :≡ ∃x¬ϕ; and so on. Then we can prove ¬¬ϕ ≡ ϕ
for every formula ϕ.
We call a set of sentences a theory. A theoryT is said to be sound if and only if the
standard model N of arithmetic is a model of T . We assume that the theory Peano
arithmetic PA is sound, in other words, the true arithmetic TA := {ϕ : N |= ϕ} is
an extension of PA. For each natural number n, n denotes the numeral for n. Also
for each formula ϕ, �ϕ� denotes the numeral for ϕ in some fixed Gödel numbering.
A formula is said to be Δ1 if and only if it is both Σ1 and Π1 in PA. We say that a
formula PrfPA(x, y) is a proof predicate of PA if and only if it is Δ1 and satisfies the
following conditions:

1. for any formula ϕ, PA � ϕ if and only if PA � PrfPA(�ϕ�, n) for some natural
number n;

2. PA � ∀x(∃yPrfPA(x, y)→ ∀z∃w > zPrfPA(x,w));
3. PA � ∀y(∃xPrfPA(x, y)→ ∃!xPrfPA(x, y)).
We can say that each proof predicate PrfPA(x, y) represents the relation ‘y is a code
of a PA-proof of a sentence whose Gödel number is x’.
For each proof predicate PrfPA(x, y), we obtain a Σ1 formula ∃yPrfPA(x, y),
denoted by PrPA(x), which is called a provability predicate ofPA. Then each formula
PrPA(x) weakly represents the set of all Gödel numbers of theorems of PA, that is,
for any formula ϕ, PA � PrPA(�ϕ�) if and only if ϕ is provable in PA.
In this paper, we fix a proof predicate PrfPA(x, y) of PA whose provability
predicate PrPA(x) satisfies the following conditions: for any formulas ϕ and �,

D1: if PA � ϕ, then PA � PrPA(�ϕ�);
D2: PA � PrPA(�ϕ → ��)→ (PrPA(�ϕ�)→ PrPA(���));
D3: PA � PrPA(�ϕ�)→ PrPA(�PrPA(�ϕ�)�);
Σ1-compl: if ϕ is Σ1, then PA � ϕ → PrPA(�ϕ�).
Notice that the conditionD1 obviously holds for every provability predicate, and
that the condition D3 is an instance of the condition Σ1-compl because the formula
PrPA(x) is Σ1. The conditions D1, D2, and D3 are called the derivability conditions.
Also the last condition is referred to formalized Σ1-completeness.
Let ConPA be the Π1 sentence ¬PrPA(�0 = 1�) which asserts the consistency
of PA. Then Gödel’s second incompleteness theorem holds for PrPA(x), namely
PA � ConPA. We say a modelM of PA is sane ifM |= ConPA, and insane ifM is not
sane. By Gödel’s second incompleteness theorem, there is an insane nonstandard
modelM of PA. In such a modelM , the sentence ∃yPrfPA(�0 = 1�, y) is true, and
thusM contains a nonstandard proof of 0 = 1. MoreoverM |= PrPA(�ϕ�) holds
for every formula ϕ because PA � ¬ConPA → PrPA(�ϕ�).
For each proof predicate PrfPA(x, y), we obtain a Rosser provability predi-
cate PrRPA(x) of PA which is defined as the Σ1 formula ∃y(PrfPA(x, y) ∧ ∀z ≤ y
¬PrfPA(¬̇(x), z)). Here ¬̇ is a function symbol expressing a primitive recursive
function calculating the code of ¬ϕ from that of ϕ. The idea of using a Rosser prov-
ability predicate was introduced in Rosser [10] to improve Gödel’s first incomplete-
ness theorem. The following proposition is one of the most important properties of
Rosser provability predicates.
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Proposition 2.1. For any sentence ϕ, if PA � ¬ϕ, then PA � ¬PrRPA(�ϕ�).
Since our formulas are formulated so that ϕ and ¬¬ϕ are identical, we have

PA � ¬PrRPA(�ϕ�) ∨ ¬PrRPA(�¬ϕ�). Also since proof predicates PrfPA(x, y) satisfy
PA � ∀y(∃xPrfPA(x, y) → ∃!xPrfPA(x, y)), we have PA � ¬ConPA → PrRPA(�ϕ�) ∨
PrRPA(�¬ϕ�). By combining these observations, we obtain the following proposition.
Proposition 2.2. PA � ¬ConPA → (PrRPA(�ϕ�) ↔ ¬PrRPA(�¬ϕ�)) for any
sentence ϕ.

2.2. Definability of theories in models. We say that a formula ϕ(x) defines a
theory T in a modelM of PA if and only if T = {� :M |= ϕ(���)}. It is clear that
every recursive theoryT can be defined by some formula in anymodel. However, by
the generalized version of Tarski’s undefinability theorem, for any modelM of PA,
there is no formula defining the full theory Th(M ) := {ϕ :M |= ϕ} ofM inM .
On the other hand, the full theory Th(M ) of each model M can be defined in
another model N . For a proof, we use the following fact due to Mostowski.

Definition 2.3 (See Lindström [8]).
1. For each sentence ϕ, let ϕ0 denote ϕ, and let ϕ1 denote ¬ϕ.
2. A formula �(x) is independent over PA if and only if PA + {�(n)f(n) : n ∈ �}
is consistent for every function f : � → {0, 1}.

Fact 2.4 (Mostowski [9]). There is a Σ1 formula �(x) which is independent
over PA.
Proposition 2.5. There exists a Σ1 formula �(x) such that for any model M of

PA, there exists a modelN of PA such that �(x) defines Th(M ) in N .
Proof. Let �(x) be a Σ1 formula independent over PA. LetM be any model of

PA. We define the function fM : � → {0, 1} as follows:

fM (n) =

{
0 if n is the Gödel number of some sentence ϕ such thatM |= ϕ;
1 otherwise.

Then PA+ {�(i)fM (i) : i ∈ �} is consistent since �(x) is independent over PA, and
hence it has a model N . Let ϕ be any sentence with the Gödel number n. Then
M |= ϕ if and only if fM (n) = 0. Also fM (n) = 0 if and only if N |= �(�ϕ�).
Therefore, we haveM |= ϕ if and only ifN |= �(�ϕ�). This means that �(x) defines
Th(M ) in N . 

In this paper, we prove that a Σ1 formula �(x) and a model N in the statement
of Proposition 2.5 can be taken as a Rosser provability predicate of PA and a
nonstandard insane model of PA, respectively. Here, we introduce ThmPA(M ) and
ThmRPA(M ) which are sets defined in amodelM by the provability predicatePrPA(x)
and the Rosser provability predicate PrRPA(x), respectively.

Definition 2.6. LetM be any model of PA.
1. ThmPA(M ) := {ϕ : ϕ is a sentence andM |= PrPA(�ϕ�)}.
2. ThmRPA(M ) := {ϕ : ϕ is a sentence andM |= PrRPA(�ϕ�)}.
We can say that ThmPA(M ) is the set of all sentences that the modelM considers
provable in PA. In Kikuchi and Kurahashi [5], it is shown that ThmPA(M ) is not a
complete theory for any modelM of PA.
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For every sane model M of PA, it is easy to check ThmPA(M ) = ThmRPA(M ).
Thus as far as we consider sane models, Rosser provability predicate PrRPA(x) gives
no new information.
Rosser provability predicate plays an important role in investigating insane mod-
els. The usual provability predicate PrPA(x) defines the set of all sentences in any
insane model, however PrRPA(x) defines different theories in such models. In fact,
PA � ¬PrRPA(�0 = 1�) by Proposition 2.1, and thus 0 = 1 /∈ ThmRPA(M ) for every
modelM of PA. Moreover,ThmRPA(M ) is a complete extension of PA for any insane
model M becauseM |= PrRPA(�ϕ�) ↔ ¬PrRPA(�¬ϕ�) holds for any sentence ϕ by
Proposition 2.2.

§3. The derivability conditions for Rosser predicates. It is known that some prop-
erties of Rosser provability predicates are dependent on the choice of a proof
predicate. In particular, Guaspari and Solovay [2] and Arai [1] proved that whether
PrRPA(x) satisfies each of the derivability conditions is dependent on the choice of a
proof predicate. We describe their results more precisely. We consider the following
conditions for Rosser provability predicates.

Definition 3.1. For all formulas ϕ and �,

D1: If PA � ϕ, then PA � PrRPA(�ϕ�).
D2: PA � PrRPA(�ϕ → ��)→ (PrRPA(�ϕ�)→ PrRPA(���)).
D3: PA � PrRPA(�ϕ�)→ PrRPA(�PrRPA(�ϕ�)�).
D4: If PA � ¬PrRPA(�ϕ�), then PA � ¬ϕ.
Notice that every Rosser provability predicate satisfies D1, and that D4 is the
converse implication of the statement of Proposition 2.1. If PrRPA(x) satisfies both
D2 and D3, then the usual proof of the second incompleteness theorem can be
applied for PrRPA(x), and we have PA � ¬PrRPA(�0 = 1�). This is not the case as we
have already mentioned above. Therefore each PrRPA(x) does not satisfy at least one
ofD2 andD3. Kreisel and Takeuti [6] asked whether PrRPA(x) satisfiesD2. Guaspari
and Solovay [2] proved that there is a Rosser provability predicate which does not
satisfyD2 andD3. They established a method of constructing a new proof predicate
with required properties from a given proof predicate by reordering nonstandard
proofs. Arai [1] proved the existence of a Rosser provability predicate satisfyingD2
and a Rosser provability predicate satisfying D3. Also Guaspari and Solovay [2]
mentioned that there is a Rosser provability predicate such that the condition D4
does not hold. Kurahashi [7] proved the existence of a Rosser provability predicate
with the property D4.
For each Rosser provability predicate with the property D2, the following
proposition, corresponding to a principle known in modal logic, holds:

Proposition 3.2. If PrRPA(x) satisfies D2, then for any sentences ϕ0, . . . , ϕn−1,
PA � ∧

i<n Pr
R
PA(�ϕi�)↔ PrRPA(�

∧
i<n ϕi�).

The condition D3 says that ThmRPA(M ) is closed under the operation ϕ �→
PrRPA(�ϕ�). Moreover, we investigate properties of the conditions D2 and D4.
Proposition 3.3. The following are equivalent:
1. PrRPA(x) satisfies D2.
2. The theory ThmRPA(M ) is consistent for any modelM of PA.
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Proof. (1 ⇒ 2): Suppose that PrRPA(x) satisfies D2. LetM be any model of PA.
Towards a contradiction, we assume that the theoryThmRPA(M ) is inconsistent, that
is, there are sentences ϕ0, . . . , ϕn−1 ∈ ThmRPA(M ) such that � ¬(ϕ0 ∧ · · · ∧ ϕn−1).
ThenM |= ∧

i<n Pr
R
PA(�ϕi�) andPA � ¬(ϕ0∧· · ·∧ϕn−1).WehavePA � ¬PrRPA(�ϕ0∧

· · · ∧ ϕn−1�) by Proposition 2.1. Since PrRPA(x) satisfies D2,M |= PrRPA(�ϕ0 ∧ · · · ∧
ϕn−1�) by Proposition 3.2. This contradicts the assumption thatM is a model ofPA.
(2 ⇒ 1): We prove the contraposition. Suppose that PrRPA(x) does not sat-
isfy D2, that is, there are sentences ϕ and � such that PA � PrRPA(�ϕ →
��) → (PrRPA(�ϕ�) → PrRPA(���)). Then there is a model M of PA such that
M |= PrRPA(�ϕ → ��) ∧ PrRPA(�ϕ�) ∧ ¬PrRPA(���). SinceM |= PrPA(�ϕ → ��) ∧
PrPA(�ϕ�), we haveM |= PrPA(���) by D2 for PrPA(x). HenceM |= PrRPA(�¬��)
since � and ¬¬� are identical. Thus the theory ThmRPA(M ) contains ϕ → �, ϕ and
¬�. Therefore the theory ThmRPA(M ) is inconsistent. 

Hence, if PrRPA(x) satisfiesD2, thenThm

R
PA(M ) is a consistent complete extension

of PA for any insane modelM of PA by Proposition 2.2.
Proposition 3.4. If PrRPA(x) satisfies D2, then the following are equivalent:
1. PrRPA(x) satisfies D4.
2. For any consistent extension T of PA, the theory PA+ {PrRPA(�ϕ�) : ϕ ∈ T} is
consistent.

Proof. Assume that PrRPA(x) satisfies D2.
(1 ⇒ 2): Suppose that PrRPA(x) satisfies D4. Let T be any consistent extension
of PA. Towards a contradiction, suppose that the theory UT := PA+ {PrRPA(�ϕ�) :
ϕ ∈ T} is inconsistent. Then there are sentences ϕ0, . . . , ϕn−1 ∈ T such that
PA � ¬∧i<n PrRPA(�ϕi�). By D2 for PrRPA(x) and Proposition 3.2, we have PA �
¬PrRPA(�ϕ0 ∧ · · · ∧ ϕn−1�). Also by D4, we obtain PA � ¬(ϕ0 ∧ · · · ∧ ϕn−1). This
contradicts the consistency of T . Therefore the theory UT is consistent.
(2⇒ 1): We prove the contraposition. Suppose that PrRPA(x) does not satisfyD4,
that is, there is a sentence � such that PA � ¬PrRPA(���) and PA � ¬�. Then the
theory T := PA + � is consistent but the theory PA + {PrRPA(�ϕ�) : ϕ ∈ T} is
inconsistent. 


§4. Universal Rosser predicates. In this section, we prove the existence of aRosser
provability predicate which defines any complete consistent extension of PA in some
insane model. We say such a Rosser provability predicate universal.

Definition 4.1. A Rosser provability predicate PrRPA(x) is universal if for any
consistent complete extension T of PA, there exists a model M of PA such that
ThmRPA(M ) = {ϕ : T � ϕ}.
For every universal Rosser predicate PrRPA(x), there exists a model M such that

ThmRPA(M ) = TA. Note that such a modelM must be insane because for any sane
model N , ThmPA(N) = ThmRPA(N) and this set is not complete.
Since each Rosser provability predicate PrRPA(x) is defined by using a proof pred-
icate PrfPA(x, y), whether Pr

R
PA(x) is universal or not depends on the choice of

PrfPA(x, y). In the following, we show that any given proof predicate PrfPA(x, y)
can be redefined into a new proof predicate Prf′PA(x, y) whose Rosser provability
predicate is universal.
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Actually, we prove the existence of a proof predicate whose Rosser provability
predicate satisfies both D2 and D4 by modifying Arai’s proof. As in Arai’s proof,
we also use the notion of valuations V which are functions from the set of all
formulas to {0, 1} satisfying the usual conditions for propositional connectives such
as V (¬ϕ) = 1− V (ϕ). Since every valuation satisfies the condition corresponding
to D2, valuations are used to obtain a new Rosser provability predicate satisfying
D2. We say that a set T of formulas is satisfiable if there exists a valuation V such
that V (ϕ) = 1 for all ϕ ∈ T . These notions can be formalized in PA. We assume
that PA can prove “for every finite set T of formulas and a formula ϕ, if T ∪ {ϕ} is
not satisfiable, then

∧
T → ¬ϕ is provable in PA” (see Arai [1] for details).

In the following, Pr′PA(x) and Pr′RPA(x) always denote the provability predicate
and the Rosser provability predicate defined by using a proof predicate Prf′PA(x, y)
of PA, respectively.

Theorem 4.2. There exists a proof predicate Prf′PA(x, y) of PA satisfying the
following conditions:

1. PA � ∀x(PrPA(x)↔ Pr′PA(x));
2. Pr′RPA(x) satisfies D2 and D4.

Proof. Wedefine aPA-provably recursive functionf in stages, which enumerates
all theorems of PA. A new proof predicate Prf ′PA(x, y) of PA can be taken as a Δ1
formula naturally representing the relation x = f(y). In the construction of f,
the value of f(m) is defined by referring to the values of f(0), . . . , f(m − 1). As
in Guaspari and Solovay [2], we prepare a bell which plays a role of a flag in the
construction of f. The construction of f consists of Procedure 1 and Procedure 2,
and the bell may ring during the execution of Procedure 1. Until the bell rings, the
value off(m) is defined in each stagem. When the bell rings, the construction of f
goes to Procedure 2, and f eventually enumerates all formulas. In the definition of
f, we identify each formula with its Gödel number. Also in the definition of f, we
can use the formula Prf′PA(x, y) itself by using Fixed-point Theorem or Diagonal
Lemma1(see Lindström [8] or Hájek and Pudlák [4]). Here we start defining f.
Procedure 1: The bell has not rung yet.
Stage m: If m is not a proof of any formula, that is, there is no x ≤ m with

PrfPA(x,m), then let f(m) be 0 = 0 and go to the stagem + 1.
If m is a proof of a formula ϕ, then we distinguish the following two cases:

Case (a): If {f(0), . . . , f(m − 1), ϕ} is satisfiable, then let f(m) be ϕ. In this
case, we also distinguish the following two cases:
Case (a.1): If ϕ is a formula of the form ¬Pr′RPA(���) for some � and
{f(0), . . . , f(m), �} is satisfiable, then let f(m + 1) be �. Ring the bell
and go to Procedure 2.

Case (a.2): Otherwise, go to the stagem + 1.
Case (b): If {f(0), . . . , f(m − 1), ϕ} is not satisfiable, then ring the bell and go
to Procedure 2.

1In the definition of f, we actually define a formula �(x, y, z) with three parameters x, y, and z,
and the required proof predicate Prf′PA(x, y) is taken as a formula satisfying the equivalence PA �
∀x∀y(Prf ′PA(x, y)↔ �(x, y, �Prf′PA(x, y)�)).
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Procedure 2: The bell has rung.We take a valuationV and a number k according
to the following two cases:

1. The bell rang at the stage m in Case (a.1): In this case, m is a proof of
a formula of the form ¬Pr′RPA(���). Then let V be a valuation satisfying
{f(0), . . . , f(m), �} and let k be m + 2.

2. The bell rang at the stage m in Case (b): Then let V be a valuation satisfying
{f(0), . . . , f(m − 1)} and let k be m.

Then f enumerates all the formulas in the following way: let {ϕi}i∈� be an effective
enumeration of all formulas.

f(k + 2i) =

{
ϕi if V (ϕi) = 1,
¬ϕi otherwise.

f(k + 2i + 1) =

{
¬ϕi if V (ϕi) = 1,
ϕi otherwise.

The definition of f has just been finished.

Claim 4.3. PA � “the bell rings”↔ ¬ConPA.
Proof. (→): Reason in PA. Suppose that the bell rang at some stage m. Then
there are the following two cases:

1. The bell rang at the stagem in Case (a.1): Thenm is a proof of a formula of the
form ¬Pr′RPA(���) and {f(0), . . . , f(m), �} is satisfiable. In this case, none of
f(0), . . . , f(m) is ¬� because of the satisfiability, and f(m + 1) is � by the
definition. Thus Pr′RPA(���) holds. Since this sentence is Σ1, it is provable in
PA by Σ1-compl. Thus PA is inconsistent.

2. The bell rang at the stage m in Case (b): Then m is a proof of some ϕ, and
{f(0), . . . , f(m − 1), ϕ} is not satisfiable. Then ¬ϕ is a tautological conse-
quence of {f(0), . . . , f(m− 1)}. By the assumption, the sentencef(0)∧· · ·∧
f(m − 1) → ¬ϕ is provable, and hence ¬ϕ is also provable because
f(0), . . . , f(m − 1) are all provable. It follows that PA is inconsistent.

(←): Argue in PA. Suppose that PA is inconsistent. Then even if the bell does not
ring in Case (a.1), there is a proof m of some ϕ such that {f(0), . . . , f(m − 1), ϕ}
is not satisfiable. Therefore the bell must ring at some stage. 

Claim 4.4. PA � ∀x(PrPA(x)↔ Pr′PA(x)).
Proof. It is obvious that PA � ¬“the bell rings”→ ∀x(PrPA(x) ↔ Pr′PA(x)) by
the definition of f.
Also PA � ¬ConPA → ∀x(Fml(x) ↔ PrPA(x)) and PA � “the bell rings” →
∀x(Fml(x) ↔ Pr′PA(x)), where Fml(x) is a Δ1 formula naturally representing the
set of all Gödel numbers of formulas. Thus PA � “the bell rings”→ ∀x(PrPA(x)↔
Pr′PA(x)) by Claim 4.3. 

Therefore, Prf ′PA(x) satisfies the first condition in the statement of the theorem.

Claim 4.5. Pr′RPA(x) satisfies D2.

Proof. SincePA � ConPA → ∀x(Pr′PA(x)↔ Pr′RPA(x)),weobtainPA � ConPA →
∀x(PrPA(x) ↔ Pr′RPA(x)) by Claim 4.4. Thus Pr′

R
PA(x) satisfies D2 under the

assumption of ConPA because PrPA(x) satisfies D2.
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We argue in PA: assume that the bell rings, then for each formula ϕ, Pr′RPA(�ϕ�)
holds if and only if V (ϕ) = 1, where V is a valuation taken in Procedure 2 in the
construction of f. If Pr′RPA(�ϕ → ��) and Pr′RPA(�ϕ�) hold, then V (ϕ → �) =
V (ϕ) = 1 holds, and it implies V (�) = 1. Thus Pr′RPA(���) holds.
Hence Pr′RPA(x) satisfies D2 under the assumption of “the bell rings”. Therefore
by Claim 4.3, Pr′RPA(x) satisfies D2 without any assumption. 

Claim 4.6. Pr′RPA(x) satisfies D4.

Proof. Let ϕ be any sentence such that PA � ¬Pr′RPA(�ϕ�). We argue in N.
BecausePA is consistent, the bell does not ring at any stage byClaim 4.3. Letp be the
least proof of ¬Pr′RPA(�ϕ�) in PA, thenf(p) is ¬Pr′RPA(�ϕ�). If {f(0), . . . , f(p), ϕ}
were satisfiable, then the bell rings at Stage p. Therefore, {f(0), . . . , f(p), ϕ} is
not satisfiable. Then f(0) ∧ · · · ∧ f(p)→ ¬ϕ is provable by our assumption. Since
f(0), . . . , f(p) are provable in PA, we conclude that ¬ϕ is also provable in PA. 

We have finished proving the theorem by these claims. 

Let Thm′R

PA(M ) be the set {ϕ :M |= Pr′RPA(�ϕ�)}.
Theorem 4.7. There exists a proof predicate Prf′PA(x, y) of PA satisfying the
following conditions:

1. PA � ∀x(PrPA(x)↔ Pr′PA(x));
2. Pr′RPA(x) is universal.
Proof. There is a proof predicate Prf ′PA(x, y) of PA satisfying the following
conditions by Theorem 4.2:

1. PA � ∀x(PrPA(x)↔ Pr′PA(x));
2. Pr′RPA(x) satisfies D2 and D4.
Let T be any consistent complete extension of PA, then the theory UT = PA +
{Pr′RPA(�ϕ�) : ϕ ∈ T} is consistent by Proposition 3.4 since Pr′RPA(x) satisfies D2
and D4. Thus, there exists a countable model M of UT . Then Thm′R

PA(M ) is an
extension of T . Since Pr′RPA(x) satisfies D2, the theory Thm′R

PA(M ) is consistent by
Proposition 3.3. Therefore Thm′R

PA(M ) = {ϕ : T � ϕ} since T is complete and
consistent. This means that Pr′RPA(x) is universal. 

We say that an insane model M is going insane suddenly if and only if for any
initial segment N ofM which is a sane model of PA, ThmPA(N) = ThmPA(N). In
Kikuchi and Kurahashi [5], the existence of an insane model which is going insane
suddenly is proved. Here we give an alternative proof of this result.

Theorem 4.8. There is a countable insane model which is going insane suddenly.

Proof. ByTheorem 4.7, there exists a proof predicatePrf′PA(x, y) ofPA satisfying
the following two conditions:

1. PA � ∀x(PrPA(x)↔ Pr′PA(x));
2. Pr′RPA(x) is universal.

LetM be any insane model of PA such that Thm′R
PA(M ) = TA. LetN be any initial

segment of M which is a sane model of PA. Towards a contradiction, suppose
that ThmPA(N) � ThmPA(N). Then there is a sentence ϕ such that PA � ϕ and
N |= PrPA(�ϕ�). Let � be the sentence PrPA(�ϕ�), then N |= PrPA(���) by D3.
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Also we have N |= ¬PrPA(�¬��) because N |= ConPA. Since PA � ∀x(PrPA(x) ↔
Pr′PA(x)), we have N |= Pr′PA(���) ∧ ¬Pr′PA(�¬��). Therefore N |= Pr′RPA(���).
By the upward Σ1-persistency,M |= Pr′RPA(���), and thus � ∈ Thm′R

PA(M ).
On the other hand,� is false because ϕ is not provable in PA. This contradicts the
condition Thm′R

PA(M ) = TA. Therefore, we conclude ThmPA(N) = ThmPA(N). 


§5. Antiuniversal Rosser predicates. Finally, we prove the existence of a Rosser
provability predicate PrRPA(x) such that Thm

R
PA(M ) is inconsistent for any insane

modelM of PA. We say such a Rosser provability predicate antiuniversal.

Definition 5.1. A Rosser provability predicate PrRPA(x) is antiuniversal if and
only if ThmRPA(M ) is inconsistent for any insane modelM of PA.

Theorem 5.2. There exists a proof predicate Prf′PA(x, y) of PA satisfying the
following conditions:

1. PA � ∀x(PrPA(x)↔ Pr′PA(x));
2. Pr′RPA(x) is antiuniversal.

Proof. Let � be any Rosser sentence of PrRPA(x), that is, � be a Π1 sentence
satisfying PA � � ↔ ¬PrRPA(���). Let � be � ∧ 0 = 0. Let g be a recursive function
enumerating all theorems of PA defined as follows:

g(m) =

{
ϕ if m is a proof of ϕ,
0 = 0 if m is not a proof of any formula.

We define a function f recursively as follows:

1. Let f(m) = g(m) if none of �, ¬�, �, and ¬� is among g(0), . . . , g(m).
2. If p is the least number such that g(p) is one of �, ¬�, �, and ¬�, then let
f(p) be � and let f(p + 1) be ¬�. After that, let f(p + 2 +m) = g(p +m)
for every m.

Let Prf ′PA(x, y) be the Δ1 formula naturally representing x = f(y).

Claim 5.3. PA � ∀x(PrPA(x)↔ Pr′PA(x)).

Proof. Argue in PA. The required equivalence is obvious if there is no m such
that g(m) is one of �, ¬�, �, and ¬�.
If there is m such that g(m) is one of �, ¬�, �, and ¬�, then g(m) is provable
in PA. Thus PA is inconsistent since the PA-provability of each of the above four
sentences implies the inconsistency of PA by the formalization of Rosser’s first
incompleteness theorem. Thus both f and g eventually output all formulas. 

Let M be any insane model of PA. There is the least element a ofM such that
M |= PrfPA(���, a), where � is one of �,¬�,�, and¬�. ThenM |= Prf ′PA(���, a)∧
∀y ≤ a¬Prf ′PA(�¬��, y) by the definition of f, and thus M |= Pr′RPA(���). Also
we haveM |= Pr′RPA(�¬��) since ¬¬� and � are identical. Thus � and ¬� are in
Thm′R

PA(M ). Since PA � � ∧ ¬� → 0 = 1, Thm′R
PA(M ) is inconsistent. Therefore,

Pr′RPA(x) is antiuniversal. 

By Proposition 3.3 and Theorem 5.2, we obtain an alternative proof of the
following Guaspari and Solovay’s result.
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Corollary 5.4. There exists a Rosser provability predicate which does not
satisfy D2.
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