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The standard error in the Jacobson and Truax Reliable
Change Index: The classical approach to the assessment
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Abstract

Researchers and clinicians using Jacobson and Truax’s index to assess the reliability of change in patients, or its
counterpart by Chelune et al., which takes practice effects into account, are confused by the different ways of
calculating the standard error encountered in the literature (see the discussion started in this journal by
Hinton-Bayre). This article compares the characteristics of (1) the standard error used by Jacobson and Truax, (2)
the standard error of difference scores used by Temkin et al. and (3) an adaptation of Jacobson and Truax’s approach
that accounts for difference between initial and final variance. It is theoretically demonstrated that the last variant is
preferable, which is corroborated by real datiNS 2004,10, 888-893.)

Keywords: Test-retest data, Practice effects, Reliable change, Standard error of difference scores, Standard error of
measurement of difference scores

INTRODUCTION (McGlinchey et al., 2002) agreed with this suggestion and

argued for the need to focus on analyzing and improvin
One of the most frequently applied methods for assessingngumethods that exist a yzing 'mproving

clinically meaningful change is the procedure of Jacobson The present article is an attempt to follow this advice and

and Truax (1.991; McGImchey et al., 2002). An mher_entaims at clarifying the confusion associated with the JT index,
element of this procedure is the assessment of statlstlcallg

. . articularly its standard error. In recent texts, the present
reliable change by means of a so-called reliable chang uthor used to denote the standard error by the symigl

mdex_ (RC_ZI). This index is widely known as the J:I' mde_x, ithout further explanation of the way this quantity should
for historical reasons also referred to as the cIassmaEle calculated, because this could be found in the earlier
approach” (Maassen, 2000a) since it is actually a reintro'standard texts’ referred to (e.g., McNemar, 1969). However,

ductti_ontrc])f a statistidc Zst,\a]tbli_srlledlgogss:o'\r;]eNtime in f;ggho"lt has since become clear that some researchers are uncer-
metric theory (Lor ovick, » vichiemar, )- tain as to which formula should be used. The point was

_ngr the past decade, a series of qlternanve reI_|ab|e Changgcently explicitly raised in this journal by Hinton-Bayre
indices have been proposed, but in recent articles (Maa?'ZOOO) in a letter to the editor responding to texts by Dik-
sen, 2000a, 2000b, 2001) the present athor has argued t. En etal. (1999) and Temkin et al. (1999). The latter authors
the advantages of some of those alternatives compared wi emkin et al., 2000), as well as Abramson (2000), replied
the classical approach are more apparent than re_al. This| Hinton-Bay,re’s rerr,1arks, albeit very briefly. This,article
him to en_dorse Speer's (1399) plea for a moratorium on th%laborates more thoroughly on this topic, clarifying the
use OfadIUStE.}dRC. methods and the use of the CIaSS'Calassumptions that underlie different forms of the standard
approach during this period (Maassen, 2001). Other amhor@rror existing in the literature. It will be shown that Temkin
et al.’s claim that they used the preferable formula is only
. theoretically true under restricted circumstances.
Reprint requests to: Gerard H. Maassen, Department of Methodology Suppose we try to assess the reliability of the change ina

and Statistics, Faculty of Social Sciences, Utrecht University, P.O. Box ' ) :
80140, 3508 TC Utrecht, The Netherlands. E-mail: g.maassen@fss.uu.igiven person using the classical approach. Although the
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use of this approach (or the JT procedure) is restricted tdoza (1986), “RC determines if the pretest to posttest change
situations where practice effects can be ignored, it will bescore exceeds that which would be expected on the basis of
convenient in what follows to admit that persbhas ben- measurement error” (p. 305).

efited from an effectr; that may be related to his or her  How should the standard error (of measurement of the
initial score, e.g., a practice effect as a consequence of thdifference score) be calculated? The complete formula is
repeated testing. The difference schf@bserved in agiven provided by McNemar (1969):

personi is regarded as an unbiased estimation of the true

change. Since within the classical test theory true change is UEZD = (Tsz + (;EZY =02(1— py) + gy2(1 — pyy)- (3)
defined as the expected change under the current circum-

stances, it includes the practice effect. According to classiThjs expression requires knowledge (preferably from exter-
cal test theory it can be splitinto the following components:na| sources) of the standard errors of measurements of the
Di =Y — Xi = Aj + 7 + Ex, — Ey,. X andY; respectively  jnjtial and final testing. To circumvent these requisites, Jacob-
are the pretest and posttest score observed in person  son and Truax (1991) assumed that pretest and posttest are
the true difference score excluding the practice effect, angharallel measures, and estimated the common reliability coef-
i, the practice effect, denote fixed parameters of the theoficient and the common variance by respectively the test—
retical score distribution of persanWithin the population  retest correlation and the variance of the initial testing in

of persons as well as within the theoretical score distributne particular study. The expression then simplifies to:
tion of person, the following usual assumptions of classi-

cal test theory are made: (1) both error components are R =282=25(1—r,). (4)
mutually independent and independent of the true pretest o ©

and posttest scores; (2) both error components are norma”j/acobson and Truax (1991) denoted the standard error of

d?stributed with zero mean; (3) the standard error of thetheir RCI asSyy, following Christensen and Mendoza
difference of the two error components is equal for all par- 1986), who pointed out that the standard error in the

ticipants. It should be noted .that the;e assumptipns on Bci earlier proposed by Jacobson et al. (1984) was wrong.
error components are questionable in many clinical S'tua'Christensen and Mendoza used, however, the following
tions. However, since all the methods compared in this arti- S ' ’
) . expression:
cle are based on these assumptions, they will not be
challenged within this context. (For situations where the e
assumption of equal standard deviations of the error com- Suitt = \/SX +§ — 25§y, ®)

ponents is not met, see, e.g., Mellenbergh & Van den Brink,

1998.) The variance of the observed difference is then equé{Yh,iCh was called;tand'ard error of differgncby the au'thors.
to the standard error of measurement of the difference ' IS Name, the notatio&;s and Equation (5) may induce

(squared), which will be denoted ¥&r(D;) = 2. and the misunderstandings among clinicians as we will show, but
Statistic ' ' ° what was meant by Christensen and Mendoza (1986) is

clear in their statement that it “represents the amount of

difference which one could expect between two scores
(1)  obtained on the same test by the same individual as a func-
D tion of measurement error alone” (p. 307). And indeed, if

this person has experienced no actual change, or if the actual

has a standard normal distribution. This expression demorshange (possibly including a practice effect) is assumed to
strates that the practice effect in pers@ppears only inthe be fixed, then the only stochastic components of the test
numerator, assuming it to be fixed. For methods dealingcores are the error components. If it is assumed that these
with practice effects, the reader is further referred to Checomponents are uncorrelated and that their variances are
lune et al. (1993), who presented an extension of the JEBqual across assessments, ti8p = 2.52. In practice,
approach, or to Maassen (2003), McSweeny et al. (19935ome authors (e.g., Temkin et al., 1999) have interpreted
and Temkin et al. (1999), who presented regressiorExpression (5) as referring to the standard deviation of
approaches. The statistic (1) boils down to the JT Reliabléhe observed difference scores in the research group at
Change Index (RCI) under the null hypothesis of zero truéhand Hereafter, this interpretation will be referred to as
change and the assumption of zero practice effectin pérsonEquation (5*).

If the parameter values required for Equation (3) can not
be derived from an external source, another option would
be to assume only that the reliability coefficients of pretest
and posttest are equal, and to estimate this quantity and the

Jacobson and Truax (1991) describe the Reliable Chang\@uiances of the pretest and posttest scores from the research

Index as a psychometric criterion “that tells us whether thed"OUP:
change reflects more than the fluctuations of an imprecise 5 5 5
instrument” (p. 344). According to Christensen and Men- S, = (SE+§) A —ry). (6)

Di_Ai_7Ti

O

Di
RCIJT = . (2)

U'ED
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We now have three options for the calculation of the stannormative population, and lgt., W, andIl; respectively
dard error of the RCI within a particular study: Expressionsbe the population means of the true pretest scores, the true
(4), (5%), and (6). What is the relation between these optionsposttest scores and the practice effects. Thes W, +
First, it may be noted that Expression (6) is preferable tQ3.(¢; — ) + & holds, where indek refers to a normative
Expression (4). This is obvious in cases where it is nofpopulation. Note thaB. should be distinguished from the
plausible to assume that the variances of the pretest armbserved regression coefficielny, the latter being attenu-
posttest scores in the research group are equal. We haated by imperfect measurement of the initial score, which is
already pointed out above that the assumptions underlyingxpressed byB. = b./px (McNemar, 1969, p. 173). The
the use of Expression (4) imply equality of the variances. Inpopulation means are linked pg. = U + Il¢, which con-
that case the common variance would be better estimategerts the regression equation into:
by (S + S?)/2, which is realized by Expression (6) (see
also Abramson, 2000). Second, regarding Expressions (5%) n; = B¢(& — Hee) + Hee + Ile + &,
and (6) we note a conceptual difference. Equation (5*) indi-
cates what size of an observed change score should be n; = & + [(§j — Mgo) (Be— 1) + ] + ¢, oram — Ilg
regarded exceptionalithin the distribution of observed dif-
ference scores of the research sample at h&tgiation (6), =(Be— D& — Hee) + 5. (8)
as derived from Equation (3), indicates what size of an
observed change score should be regarded exceptional withinFormula (8) indicates how the practice effect of pergon
the theoretical distribution of a respondent’s score distribu-can be estimated from his pretest score. It can be seen that,
tion under the null hypothesis that no true change occurredif 8. = 1, there in no better estimation for all the practice
Algebraically, the difference between Expressions (5*) andeffects in the normative population than the population mean
(6) can be shown to be: II.. If B; > 1, the estimation of the practice effect is pro-
portional to the value of the pretest scoreQaw (¢, 77) > 0).
2 Q2 _ o2, Q2_ 1 2 2 Note that in this case regressidrom the mean (fan-
S~ %o = ST T 258 hy - (1) S+ §) spread) may very well occur. B, < 1, the estimation of
) the practice effect and the pretest score are inversely pro-
=y(Sc— §)% (" portional quantities (o€ow ¢, 7) < 0). In this case regres-
sionto the mean probably occurs, induced by practice effects
We see that Expression (5*) is never smaller than Expresrather than by measurement errors. Thus, when 1, as
sion (6) and that it exceeds Expression (6) to the extent thayell as wherg < 1, the initial and final variance are antici-
the test-retest correlation is high and the initial and finalpated to be different, and, considering Equation (7), the
variance differ. How this difference can be conceptuallystandard errors (5*) and (6) are anticipated to be different
explained, is revealed by a division of the variance of theaccordingly.
observed differences into two components: a true variance To examine the practical implications of our discourse,
and an error variance componéi; = Var(A + 7) + SED. we address the outcomes of two studies, that involve nor-
Temkin et al. (1999) presented change outcomes observedative samples where no interventions have been con-
within a normative sample, where no intervention was conducted, those of McSweeny et al. (1993) and Temkin et al.
ducted and where it is plausible to assume that the tru¢1999). In these studies, the authors expected practice effects
change of all the participants is equal to zero. Thus, anyo occur, which casts doubt on the assumption of equal
numerical difference between the standard errors (5*) angariances. Hinton-Bayre (2000) has already presented a table,
(6) is induced by differential practice effects. For example,based on the outcomes of the Temkin et al. study, which
if the practice effects are highly positively correlated with compares estimations of the RCI interval width according
the pretest score, then the pretest and posttest scores wifl the Expressions (4) and (5*). In Table 1 the estimations
also be highly correlated, while the posttest variance willaccording to Expression (6) are addeals well as the out-
be greater than the pretest variance, a phenomenon comemes of the McSweeny et al. study. Hinton-Bayre noted
monly known aganspread This reveals the problem with  that his comparison yielded no clear pattern. This was to be
Expression (5*). Differential practice effects increase theexpected since it can be algebraically shown (this will not
posttest variance as compared to the pretest variance, whigle done here) that the sign of the difference of the estima-
is clearly accounted for by the standard error calculated
according Expression (6). When using Expression (5*) an 1The reader may notice that the standard errors calculated with Expres-
extra term is implicitly included that, once more, accountssion (5*) slightly differ from those reported by Temkin et al. (1999). The
for differential practice effects. differences are the consequence of using not entirely identical data. When

. .. . . calculating the standard errors according to Expressions (4), (5*) and (6)
In Qrder to g‘:"_“n more insight into th_e mfluen_ce of the we used data provided by Temkin et al. (1999), namely, the standard
practice effects in actual research, we first examine theoreweviations reported in their Table 2 and the test-retest correlations reported
ically the regression of the posttest on the pretest within théh their Table 3. However, the correlations in Table 3 were derived using
. . . individuals who had values for all predictors in the regression analysis and
normative population. L@j andnj reSp_eCt'Vely F’e the true thus may not correspond exactly to the correlations in the entire sample
pretest and posttest score of a pergdmelonging to the (personal communication).
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Table 1. Standard errors calculated according to different approaches for the normative samples of two studies (McSweeny et al.,
1993, and Temkin et al., 1999)

Variable SDy SO, Iy byx? ByxP Sep(4)° Sire (5%)¢ Sep(6)°

McSweeny et al.l = 50)
VIQ 12.2 12.1 .95 0.94 0.99 3.86 3.84 3.84
PIQ 10.9 13.8 .86 1.09 1.27 5.77 7.11 6.58
FSIQ 114 12.6 .94 1.04 1.11 3.95 4.32 4.16
VMI 20.0 18.9 .82 0.78 0.95 12.00 11.72 11.67
VISMI 8.5 9.1 .82 0.88 1.07 5.10 5.31 5.28
GMI 26.2 25.1 .86 0.83 0.97 13.86 13.61 13.58
DRI 20.0 19.0 .83 0.78 0.94 11.72 11.45 11.40
ACI 11.8 13.6 72 0.83 1.15 8.83 9.65 9.53

Temkin et al. N = 384)
VIQ 13.7 14.0 .94 0.95 1.01 4.75 4.81 4.80
PIQ 115 12.7 .86 0.95 1.10 6.09 6.51 6.41
Category 26.1 25.0 .84 0.80 0.95 14.76 14.49 14.46
TPT Total 0.49 0.33 .88 0.55 0.63 0.24 0.25 0.20
Trails B 45.2 46.1 .88 0.90 1.02 22.14 22.38 22.36
Halstead 0.28 0.27 .82 0.81 0.99 0.17 0.17 0.17
AIR 0.56 0.55 .92 0.90 0.98 0.22 0.22 0.22

Note VIQ = WAIS-R Verbal 1Q, PIQ= Performance 1Q, FSI& FullScale 1Q, VMI= WMS-R Verbal Memory Index, VISM# Visual Memory Index,

GMI = General Memory Index, DR+ Delayed Recall Index, ACE Attention-Concentration Index, TPF Tactual Performance Test, AIR Average
Impairment Rating.

30Observed regression coefficient attenuated by imperfect pretest measurement.

bEstimated disattenuated regression coefficient.

¢Standard error of measurement according to Jacobson & Truax (1991), i.e., Expression (4) in the text.
dStandard error of differences according to Temkin et al. (1999), i.e., Expression (5*%) in the text.
eStandard error of measurement according to Expression (6) in the text.

tions depends on the values of the parameters involved. Theonfidence interval they would find less “reliable deterio-
comparison of the outcomes of Expressions (5*) and (6)ations” and more “reliable improvements” than the 5%
does show a pattern: Consistent with the derivations abovexpected on the basis of chance. Indeed, Expression (5%)
the standard error according to Expression (5*) is alwayspplied to the TPT Total scale yielded only 1% of the par-
highest. In general, the difference between the initial andicipants showing deterioration. On the other hand, the other
final variance is small, and consequently the differencescales yielded 7—20% of the participants showing improve-
between the estimations of the standard error accordingient, whereas only 4% showed improvement as measured
to the Expression (5*) and (6) is small and sometimesby the TPT Total scale. These are strong indications, of

negligible. course, that the confidence interval was too wide.
Table 1 shows that the posttest variance exceeds the pre-

test variance in every instance whe&g> 1 evidencing Fhe DO]SCUSSION

phenomenon of fanspread. Regression to the mean, induce

by practice effects, is also evidenced by Table 1 showingrhe Reliable Change Index most frequently applied in psy-
that the pretest variance exceeds the posttest variance amology research is the index proposed by Jacobson and
every instance wher@ < 1. Two examples are worth notic- Truax (1991), referred to as the JT index, or, for historical
ing. The steepest positive regression coeffic@it 1.27)  reasons, the classical approach. The counterpart of this index
is found with regard to the Performance IQ in the McSweenyin neuropsychology research is the procedure proposed by
et al. study. Consequently, the posttest variance is seen helune et al. (1993), that, contrary to the JT index, deals
be considerably greater than the pretest variance, and thwith practice effects as a consequence of repeated testing.
standard error calculated according to Expression (5*) iBoth indices incorporate the same standard error; the stan-
8% greater than according to Expression (6), which is notlard error of measurement of the difference score, which in
negligible. The results for the Tactual Performance Totalprinciple should be borrowed from an external source (e.g.,
scale in the Temkin et al. study show even more dramatithe test manual or the study of a normative population).
differences. The two variances differ considerably and thaVhen the required parameters (such as the reliability coef-
standard error according to Expression (5*) is 25% greateficient and the variance of the response measure) are esti-
than according to Expression (6). Temkin et al. (1999) anticiinated from an actual research sample, the researcher should
pated the occurrence of practice effects in their study, implyaccount for sampling fluctuations leading to an increased
ing that according to the classical approach with a 90%value of the standard error. If this is not done, a standard
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normal distribution of the RCI statistic cannot be guaran-approval cited above is in place. Fourth, however, it should
teed (compare the difference between theand the be noted that Temkin et al. (1999) calculated the RCI inter-
z-statistic). Only a sufficiently large and representative samvals in a normative population where (possibly differential)
ple then can warrant a satisfactory approximation. practice effects were anticipated. We pointed out that in the
In recent years, base rate information on change gatheretemkin et al. approach the standard error is increased by an
within normative populations is being increasingly pub-extra term involving the variance of the actual changes in
lished (Dikmen et al., 1999; Matarazzo & Herman, 1984;the entire population.
McSweeny et al., 1993; Temkin et al., 1999). The present Recapitulating, Temkin et al. did not conduct their study
article discusses three variants of estimating the standaras they reported (Temkin et al., 1999, p. 358), that is, con-
error of the JT and the Chelune et al. indices encountered isidering the procedure of Jacobson and Truax and that of
research reports. Hinton-Bayre (2000) pointed to the exis€helune et al. What they did is conceptually quite different.
tence of two of the variants: Expression (4) as applied byThe standard error used by Temkin et al. indicates the size
Jacobson and Truax (1991) and Expression (5), which imf an observed change score that should be regarded excep-
the interpretation of Temkin et al. (1999) here is referred tational in the distribution of change scores observed in the
as Expression (5*%). Hinton-Bayre showed to be confusedormative population, whereas the standard error adopted
by the different outcomes. He adhered to the original sourcey Jacobson and Truax and by Chelune et al. indicates the
(i.e., Jacobson & Truax, 1991), but, in their reply to Hinton- size of an observed change score that should be regarded
Bayre, Temkin et al. (2000) stated that their approach igxceptional if it was induced by measurement errors alone.
preferable when both the pre- and posttest scores, and th&everal authors have already pointed out that the issue of
the difference scores, are available. Abramson (2000), alsthe reliability of a difference should not be confused with
replying to Hinton-Bayre, took the position that the Temkin the rarity of a patient’s difference score (see, e.g., Crawford
et al. approach is correct in cases where the initial and finagt al., 1998, and the references therein). The RCI of Jacob-
population variances are equal, and that thke two son and Truax comprises only a measurement error compo-
observed variances should be poaled nent in the denominator, whereas the denominator in the
The denominator of the RCI in the classical approachTemkin et al. approach also includes the variance of the
only contains the standard deviation in the measuremerdctual changes in all the members of the population. Thus,
error distribution of the person assessed. Estimating thithe RCI of Temkin et al. accounts twice for differential
quantity, Jacobson and Truax and Chelune et al. assunpractice effects, both in the variance component referring
that pretest and posttest are parallel measures. Jacobstinthe actual changes, as well as in the variance component
and Truax proposed to use only the initial variance. How-referring to measurement error. This clearly hampers the
ever, if the initial and final population variances differ, obvi- possibility of correctly concluding that the person in ques-
ously both the observed initial and final variances shouldion has changed.
be plugged in. If not, we agree with Abramson (2000) that Specifically, Expression (6) can be shown to have the
the two variances should be pooled, thus leading to Expresattractive characteristic of yielding a narrower RCI interval
sion (6). Consequently, Expression (6) is preferable tdhan does Expression (5*). A narrower RCI interval, as
Expression (4) in both cases yielded by Expression (6), is not a ggar sebut should be
Regarding Expression (5*%), this article firstly pointed out statistically sound. The present article provides the math-
that Temkin et al. (1999) usedrtation (S;) consistent ematical and psychometric arguments underpinning this
with Jacobson and Truax, who adopted it from Christensefavorable aspect of Expression (6). Nevertheless, nonstat-
and Mendoza (1986). However, they did not use filre  isticians may rather be convinced by an answer to follow-
mulaused by Jacobson and Truax, which was (perhaps) thimg question: (1) Does the narrower confidence interval
source of Hinton-Bayre’s confusion. Second, we pointedpossibly result in excessive numbers of false positive deci-
out that Temkin et al. did use the original formula of Chris- sions in large populations that are not submitted to an inter-
tensen and Mendoza, but not as intended by these authorgention? And apart from statistical soundness, they will
Christensen and Mendoza’s formula refers to the theoretilike to know (2) how important are the differences between
cal score distribution of a given person; Temkin et al.'sthe two approaches.
interpretation of the same formula refers to the distribution Beginning with the second question, we note that differ-
of difference scores observed within the normative populaences between the results of the two approaches depend on
tion. The notation of Christensen and Mendoza for the stanfl) the measure in question and the extent to which it is
dard error is admittedly susceptible to misunderstandingusceptible to a change of variance (for example, as a con-
and therefore, in our view, it should not be used. Third, wesequence of practice effects), and (2) the effectiveness of
pointed out that Temkin et al.’s interpretation boils down tothe (neuropsychological) intervention. In the data sets dis-
that of Christensen and Mendoza only under the assumpussed in the present article, only the TPT Total Scale appears
tion thatall the members of the population show the sameo be seriously affected by variance change. However, other
actual changdincluding practice effect), possibly equal to studies with other measures may, of course, show other
zero. Indeed, when this assumption is met, the initial andxamples. When the intervention is effective, e.g., when the
final variances are equal, and then Abramson’s (2000RCI outcomes with regard to the TPT Total Scale are
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assumed to be centered at 1.645 and normally distributedacobson, N.S., Follette, W.C., & Revenstorf, D. (1984). Psycho-
on the basis of the Temkin et al. (1999) data the proportion therapy outcome research: Methods for reporting variability
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ing to Expression (6) but not according to Expression (5*) 336-352.

is estimated to be 16%, which is quite a substantial diﬁer_Jacobson, N.S. & Truax, P. (1991). Clinical significance: A statis-

ence of power. apy researchlournal of Consulting and Clinical Psychol
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study involved a large sample not submitted to an interveng . ‘= 1. & Novick, M.R. (1968) Statistical theories of mental
tion, provide comforting results. Using the outcomes of a5t scoresReading, MA: Addison-Wesley.

their Tables 2 and 3 concerning the TPT Total Scale, wavaassen, G.H. (2000a). Principles of defining reliable change indi-
calculate that Expression (5*) yielded a 90% confidence ces.Journal of Clinical and Experimental Neuropsychology
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