https://doi.org/10.1017/50963180106230561 Published online by Cambridge University Press

Special Section: Bioethics and War

Guidelines to Prevent Malevolent Use
of Biomedical Research

SHANE K. GREEN, SARA TAUB, KARINE MORIN, and DANIEL HIGGINSON
for the COUNCIL ON ETHICAL AND JUDICIAL AFFAIRS
OF THE AMERICAN MEDICAL ASSOCIATION

In February 1975, a group of leading scientists, physicians, and policymakers
convened at Asilomar, California, to consider the safety of proceeding with
recombinant DNA research. The excitement generated by the promise of this
new technology was counterbalanced by concerns regarding dangers that
might arise from it, including the potential for accidental release of genetically
modified organisms into the environment. Guidelines developed at the confer-
ence to direct future research endeavors had several consequences. They
permitted research to resume, bringing to an end the voluntary moratorium
that the National Academy of Sciences (NAS) had instituted several months
earlier. They also served to illustrate that the scientific community was capable
of self-governance, thereby securing public trust and persuading Congress not
to institute legislative restrictions.! Finally, they underscored the importance of
weighing unforeseen risks inherent in some research against potential benefits
that may arise from these same endeavors.

In February 2000, a second meeting was held at Asilomar, bringing together
members from the same groups, including some of the original attendees.? This
meeting was held in honor of the historic event’s 25th anniversary and in
recognition of the scientific community’s increasing attention to the potentially
harmful applications of biotechnology in general —for example, to facilitate the
use of pathogens as deadly weapons.®> Risk of this latter sort that arises not
from research per se but from its intentional misapplication for nefarious
purposes constitutes the focus of this report.

The possibility that scientific research may generate knowledge with the
potential for harmful as well as beneficial applications is not new. In recent
years, however, it has become imperative to develop parameters within which
to address such research, as heightened concerns have arisen from the threat of
biochemical terrorism and warfare.

Background

Physicians’ involvement in biomedical research, whether clinical or preclinical,
traditionally has been guided by a desire to help alleviate patient morbidity and
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mortality. In the AMA’s Principles of Medical Ethics, research activities are grounded
in obligations to advance scientific knowledge and to contribute to the better-
ment of public health (Principles V and VII).* The Association’s more recent Dec-
laration of Professional Responsibility, which has been supported by numerous
state and specialty medical societies, further encourages physicians to “work freely
with colleagues to discover, develop, and promote advances in medicine.”

Although the fundamental goals of biomedical research may be morally sound,
it remains that researchers sometimes make discoveries that can be put to harm-
ful, as well as beneficial, use. Despite providing considerable guidance to ensure
the ethical conduct of physicians engaged in human subjects research,® the Code
of Medical Ethics does not currently address the importance of physicians playing
a proactive role in trying to assess foreseeable consequences of their biomedical
research endeavors, nor does it offer a framework to assist them in doing so.

In this, the Code’s research guidelines may reflect the uneven impact of the
Nuremberg Code, which was drafted in response to wartime atrocities that
Nazi physicians committed against captive human subjects under the guise of
biomedical research. To prevent the recurrence of such blatantly unethical
“research,” the Nuremberg Code set out ethical principles intended to guide all
future medical research involving human subjects. It focused largely on the
requirement for informed consent from all research subjects, rather than on
possible ramifications of the research; these were addressed only briefly in a
statement that “experiment[s] should be such as to yield fruitful results for the
good of society.”” The requirement for consent has remained integral to
modern clinical research in the United States. With regard to the latter provi-
sion, however, research has been vetted only to ensure that it produces
beneficial results, while neglecting to consider the harmful ways in which the
results could be misapplied. Arguably, this constituted a missed opportunity to
develop normative guidance for the assessment of the goals and potential
impact(s) of biomedical research in general.

Classes of Research with Potential for Malignant Application

The development, production, stockpiling, or use of biological weapons (BW)
by any nation is banned under the 1972 Biological and Toxin Weapons Con-
vention (BTWC),® which has been signed by 167 nations and ratified by 151.°
Still, the World Medical Association (WMA) contends that there remains “a
need for the creation of and adherence to a globally accepted ethos that rejects
the development and use of biological weapons.”'® Moreover, according to the
WMA, physicians are morally obligated to play prominent roles in establishing
such an ethos because biological and toxin weapons (BTW) are intended to
incapacitate or kill individuals, outcomes that are antithetical to the professed
duties of physicians. Moreover, as professionals entrusted by society to ad-
vance human welfare, physician-researchers should actively speak out in
condemnation of the creation and use of BTW. As to participation in defensive
weapons development, physicians should consider the potential for offensive
application of their research and carefully weigh the risk of misapplication
against the risks associated with forgoing all weapons research.

Additionally, researchers have begun to contend with the possibility that
countless areas of biomedical research can lead to nefarious applications and
inadvertently may aid in the creation of BW. A recent report from the U.S.
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National Research Council (NRC), Biotechnology Research in an Age of Terrorism:
Confronting the Dual Use Dilemma," listed seven classes of “experiments of
concern” considered to be especially problematic due to their potential impli-
cations for the creation and use of BW. Specifically, the NRC called attention to
experiments that

1. Would demonstrate how to render a vaccine ineffective
2. Would confer resistance to therapeutically useful antibiotics or antiviral
agents

3. Would enhance the virulence of a pathogen or render a nonpathogen
virulent

. Would increase transmissibility of a pathogen

. Would alter the host range of a pathogen

. Would enable the evasion of diagnostic/detection modalities

. Would enable the weaponization of a biological agent or toxin.

N O\ U1

This list excludes many other areas of research that are less easily distinguished
but equally dangerous if misapplied. For example, researchers have been able
to construct functional polio virus particles de novo using relatively standard
laboratory techniques and equipment and freely available genetic informa-
tion."”” Although the potential danger of such an experiment has not been
overlooked,'® many of the prerequisite experiments that allowed for it, such as
the sequencing of the polio virus genome, certainly could be considered
innocuous. Similarly, genome sequencing of many other pathogens, including
those responsible for anthrax, Ebola hemorrhagic fever, and bubonic plague,
would not fall within the NRC’s categorization; however, the publication of
these sequences in the open scientific literature,'* although undeniably impor-
tant to further understanding of pathogenicity, could unintentionally facilitate
the illegitimate creation and subsequent misuse of these pathogens.

Categorical classifications run the risk of being either over- or underinclu-
sive, as a broad range of important and seemingly innocuous biomedical
research could be used malevolently. This inherent ambiguity necessitates that
all biomedical research be ethically assessed.

Professional Obligations of Physician-Researchers

It has been argued that pure scientific research is morally neutral and thus only
its subsequent application should be subject to ethical scrutiny.’> Many of the
scientists whose discoveries in atomic energy gave birth to nuclear weapons
initially held this position. However, in the wake of the bombings of Hiroshima
and Nagasaki at the end of World War II, some of these same scientists openly
grappled with the possibility that they were ethically responsible in part for the
destructive applications of their findings. As their experience suggests, research-
ers may be morally accountable for harms that do not result from their research
per se, but are born of its applications.

Indeed, there is growing acceptance in the scientific community that scien-
tists are obligated to pursue knowledge both as an end in itself and as a means
of improving the world for humankind. For instance, the preface of the
American Society for Biochemistry and Molecular Biology’s (ASBMB’s) Code of
Ethics states:
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Members of the ASBMB are engaged in the quest for knowledge in
biochemical and molecular biological sciences with the ultimate goal
of advancing human welfare. Underlying this quest is the fundamen-
tal principle of trust. The ASBMB encourages its members to engage in
the responsible practice of research required for such trust by fulfilling
the following obligations: ... [including that] investigators [should]
promote and follow practices that enhance public interest or well-being.'®

Similarly, in its Code of Ethics, the American Society for Microbiology (ASM)
states that its members should “aspire to use their knowledge and skills for the
advancement of human welfare.” ' With respect to the potential for malign use
of research findings, the Society’s Code recently was revised to include the
following language:

ASM members are obligated to discourage any use of microbiology
contrary to the welfare of humankind, including the use of microbes as
biological weapons. Bioterrorism violates the fundamental principles
upon which the Society was founded and is abhorrent to the ASM and
its members. ASM members will call to the attention of the public or
the appropriate authorities misuses of microbiology or of information
derived from microbiology.'®

Unlike the ASBMB and the ASM, however, most scientific societies have not
codified this notion of social responsibility. Nonetheless, the obligation to
preserve public trust extends to all scientists, as a critical element of their
collective professional responsibility.

Physician-researchers share in this obligation not only by virtue of their
membership in the scientific community, but also because the preservation of
public trust is a fundamental aspect of medical professionalism, the moral
duties of which bear upon the whole of their professional conduct. The WMA
has articulated this requirement in its Declaration of Washington on Biological
Weapons, which states that “physicians who participate in biomedical research
have a moral and ethical obligation to consider the implications of possible
malicious use of their findings.”" Although this is an undeniably complicated
undertaking, physician-researchers, who possess profound knowledge of their
research and of human health and disease, are arguably in the best position to
assess the potential for and the ramifications of misapplications of their research.

Self-regulation

The Code states that “[t]he ultimate responsibility for the ethical conduct of
science resides within the institution (academic, industrial, public, or private)
which conducts scientific research and with the individual scientist [emphasis
added].”?° In science as in medicine, individual responsibility is a fundamental
aspect of professionalism. To that end, physician-researchers need to under-
stand research ethics norms, such as scientific responsibility and integrity.
Research ethics education, beginning at the trainee level and extending through-
out a career, can sensitize physician-researchers to the possibility for misappli-
cations of scientific knowledge and empower them to make responsible
assessments of the research used to generate it. Still, differences in opinion will
continue to arise. It is precisely because no one physician’s ethical judgment is
infallible that human subjects research protocols are vetted by Institutional
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Review Boards. Similarly, physician-researchers engaged in preclinical biomed-
ical research should peer-review each other’s work.

Some experiments present such a degree of potential risk of harmful appli-
cation that more rigorous oversight may be warranted. The aforementioned
NRC report firmly echoes this notion in its proposal for a regulatory system
that relies on both voluntary self-governance and scientific review committees
to provide oversight for “experiments of concern.”?! Other proposals have
included establishing registries, perhaps within the Centers for Disease Control
and Prevention (CDC), of researchers who are working with certain pathogens
and toxins and requiring that potentially dangerous results, including inadver-
tent discoveries, be reported.”

To date, the U.S. Department of Health and Human Services has created the
National Science Advisory Board for Biosecurity (NSABB) that, as part of its
mandate, will develop guidelines regarding appropriate oversight by local
Institutional Biosafety Committees or federal officials of potentially harmful
research.?? Final authority over whether to accept these guidelines, however,
will reside with the federal departments and agencies that support the research.
Already, classified research, presumably for biodefense purposes, has been
exempted from any guidelines developed by the NSABB.

With the exception of research involving select agents or toxins identified by
the CDC as posing a severe health threat? formal oversight currently is
mandatory only for studies and/or institutions that receive NIH funding for
recombinant DNA research.” Although some privately funded research orga-
nizations voluntarily comply with current NIH research guidelines, and may
elect to comply with NSABB guidelines, they are not required to do so. The
NSABB can seek to close the significant gap in the current regulatory frame-
work by extending the scope of federally regulated research and encouraging
the private sector to adopt the Board’s system of oversight. Cooperation
between different countries’ research bodies also should be promoted, because
research increasingly is becoming a global enterprise. Physician-researchers
will be able to play a leading role in calling for the creation of and adherence
to such global standards for research governance.

Transparency

In some cases, the dangers presented by research either cannot be fully
appreciated before it is conducted or are the inevitable consequence of research
of such importance that it must be allowed to proceed nevertheless. Such
dangers could be addressed by restricting the dissemination of especially
hazardous information. However, such restrictions may be undesirable for a
number of reasons. The Code, for example, emphasizes that timely publication
of research is an essential element in the foundation of good medical care.?® The
elimination of openness in biomedical research would not only create an aura
of secrecy likely to compromise public trust in science, but also would impede
progress and innovation—notably within biodefense research,”” the develop-
ment of vaccines and therapeutics necessary to effectively counter any use of BW.

Under exceptional circumstances, it may be appropriate to limit accessibility
to the results of particular experiments. For example, the unexpected discovery
of a means by which to engineer a virus capable of infecting even immunized
animals recently prompted a reexamination of openness in biomedical re-
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search,® on account of the potential to misuse the research’s findings toward
the design of uniquely effective bioweapons. A group including scientist-
authors, government officials, and editors of major scientific journals was
convened by the NAS to discuss these concerns and issued a statement
conceding that “there is information that, although we cannot now capture it
with lists or definitions, presents enough risk of use by terrorists that it should
not be published.”? The screening mechanism employed by the NAS was
again tested by a May 2005 paper posted on the Proceedings of the National
Academy of Sciences Web site that described in detail how a terrorist might
contaminate a milk truck with botulinum toxin. The Department of Health and
Human Services promptly requested that the paper be withdrawn from the
Web site and future print versions.*

Publication restrictions alone would likely prove ineffective, because scien-
tific information is disseminated not only through mainstream scientific liter-
ature, but also through presentations at scientific meetings and increasingly on
the Internet. Hence, it will be essential for members of the scientific community,
including physician-researchers, to consider the implications of presenting
their data in any form. As an additional part of its mandate, the NSABB will be
working with stakeholders, including researchers and editors, to develop
guidelines for the communication, in any form, of potentially harmful research.
In the absence of such guidelines, if there is any doubt as to the propriety of
open presentation, researchers would be wise to consult with colleagues in
deciding how to proceed.

Conclusion

Biomedical research is essential for providing means by which medicine can con-
tinue to advance human welfare. For it to proceed responsibly, an overall ethical
framework must be established that seeks to balance the ability of biomedical
research to generate medical innovations against harms that may be incurred
through its corruption, notably including its application to the development of
biological weapons. As scientists and medical professionals, physician-researchers
should seek to play a major role in the creation of such a framework and in the
execution of any steps that must be taken to fulfill the obligations it imposes.
Chief among these steps is for physician-researchers to appreciate and advocate
the need for diligence and moral fortitude in assessing the ethical implications
and foreseeable consequences of their research and the dissemination of its findings.

Recommendations

Physicians who engage in biomedical research are bound by the ethical obli-
gations of the medical profession and also are required to meet responsibilities
of the scientific community. Beyond their commitment to the advancement of
scientific knowledge and the betterment of public health, physician-researchers
must strive to maintain public trust in the profession through their commit-
ment to public welfare and safety, as demonstrated through individual respon-
sibility, commitment to peer review, and transparency in the design, execution,
and reporting of research.

Biomedical research may generate knowledge with potential for both benefi-
cial and harmful application. Before participating in research, physician-
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researchers should assess foreseeable ramifications of their research in an effort
to balance the promise of benefit from biomedical innovation against potential
harms from corrupt application of the findings.

In exceptional cases, assessment of the balance of future harms and benefits
of research may preclude participation in the research, for instance, when the
goals of research are antithetical to the foundations of the medical profession,
as with the development of biological or chemical weapons. Properly designed
biomedical research to develop defenses against such weapons is ethical.

The potential harms associated with some research may warrant regulatory
oversight. Physician-researchers have a responsibility not only to adhere to
standards for research, but also to lend their expertise to the development of
safeguards and oversight mechanisms, both nationally and internationally.
Oversight mechanisms should balance the need to advance science with the
risk of malevolent application.

After research has been conducted, consideration should be given to the risk
of unrestricted dissemination of the results. Only under rare circumstances
should findings be withheld, and then only to the extent required to reasonably
protect against dangerous misuse.

These ethical principles should be part of the education and training of all
physicians involved in biomedical research.
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Commentary: The Application
of Medical Ethics in
Biomedical Research

Michael E. Frisina

prevent any new technology, inven-
tion, or scientific discovery created
for the benefit and advancement of
human welfare being used for the ex-
pressed purpose of harming the human
community. There is the ethical com-

The question of how to prevent the
malevolent use of biomedical research
is not new. It has its genesis in how to

The views presented are strictly those of the
author and do not reflect any official policy of
the United States Army or the Government of
the United States.

ponent, the social responsibility com-
ponent, and the intent to preserve the
beneficent characteristic of biomedical
research (that it not be used for ma-
levolent purposes) at stake in this issue.

The moral legitimacy of biomedical
research is grounded in a prima facie
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duty; namely, one ought to do good
when one is able to do it even if there
is the potential for harm. The ethical
tension comes from the reality of the
good one can produce from biomedi-
cal research balanced against the po-
tential harm that may result from the
nefarious use of that same research.
The proposed policy raises this risk/
benefit ratio of whether one should
abstain from doing the good for the
sake of avoiding the risk of harm.
Consequently the question becomes
which good serves the needs of the
human community better? Is it more
ethical to avoid conducting research,
with the benefit of reducing death and
disease, to prevent the potential mis-
use of that research or conduct the
research and risk experiencing the
harmful effects of its misuse by evil
people? If the principle of “do no
harm” is to drive policymaking, then
the practical problem is choosing those
actions that do less harm versus ac-
tions causing greater harm. Hence the
true nature of what constitutes a moral
dilemma. We are left with a bad taste
from either choice. Abstaining from
research or to limit the findings of
research at the risk of having the re-
sults used for nefarious purposes is to
do a greater harm.

This is the similar dilemma faced by
Albert Einstein and the other scientists
involved with the atomic energy project.
There are those who believe the atomic
bombing of Hiroshima and Nagasaki
was wrong from its destructive nature.
Given the monetary cost and the human
sacrifice of a conventional invasion
against mainland Japan, the use of the
bomb may well have prevented a far
worse human tragedy and moral harm.
My father was a United States Marine
fighting in the South Pacific so I admit
to a bias regarding his life being spared
the misery of participating in such a
planned invasion. Contrary to the view
that this research and its destructive use
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caused harm, Einstein recognized that
the basis for this work prevented a far
worse evil. He stated during a speech
delivered in New York in December
1945, “We helped create this new
weapon in order to prevent the en-
emies of mankind from achieving it first;
given the mentality of the Nazis, this
could have brought about untold de-
struction as well as the enslavement of
the peoples of the world.”! The prac-
tical problem of the proposed guide-
lines is that they only apply to those
committed to the good of mankind —
the total global community. German and
Japanese biomedical researchers were
already evil. Are we to suppose that their
modern day successors will give any
heed to such limitations, moral account-
ability, or compliance with global stan-
dards for research governance?

There are fundamental flaws in the
human character, and finding ways of
killing one another is one of those
fundamental flaws. General Omar
Bradley commented that “we know
more about killing than we do about
living ... more about the atom than
we do the Sermon on the Mount.”?
Establishing ethical policy to govern
the conduct of unethical people lacks
practical merit. The threat of biochem-
ical terrorism and warfare is not a
new phenomenon. Policy to govern
the ethical conduct of biomedical re-
search is not new either. What contin-
ues to make conducting ethical research
problematic is the real danger of its
exploitation for evil purposes. Hence
the practical question, not so much an
ethical one, is how to prevent the use
of beneficent research for nefarious
purposes.

Military biomedical research has al-
ways been inherently problematic with
regards to how to prevent the “milita-
rization” of its research, militarization
in the sense of using defensive re-
search (vaccine development, antidote
development, and other prophylaxis
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modalities) for offensive biochemical
weapons development. Recently the
military biological research program
has jointly ventured with the National
Institutes of Health. The purpose of
this partnership has always been driven
by the openness of the research, estab-
lishing trust with civilian partnership
and accountability, so as to demon-
strate the commitment of the United
States to maintaining the beneficent
nature of biomedical research. By main-
taining a policy of “openness,” the
intent is one of deterrence. If we re-
veal to our enemies our own under-
standing of the potential offensive
application of our research, doing so
indicates our knowledge of how to
counteract that offensive application,
thereby limiting the practical use of a
biochemical weapon as a viable threat.

Open programs also carry the con-
notation of global cooperation in bio-
medical research programs. Eliminating
the element of secrecy serves as a de-
terrent from other countries investigat-
ing the use of this research for offensive
purposes. If they are welcomed into
the research at the front end as part-
ners in the beneficent application of
research, they are less likely to see the
need to develop offensive capabilities.
Patents, profits, and scientific notori-
ety aside, there is tremendous waste
of effort and money in massive dupli-
cation of research efforts.

An overall ethical framework to gov-
ern the conduct of biomedical re-
search has been in effect for some time.
The effort by the Council on Ethical
and Judicial Affairs to expand its scope
and application is a noble one. The
problem is how to establish and apply
consequences to those who will be
noncompliant to its fundamental tenet,
namely, “do no harm.” The very na-
ture of evil use by evil people presumes
their intentional disregard for ethical
conduct, properly designed research,
and a resolute defiance of inspections

and regulatory oversight of their bio-
medical research programs. In that same
New York speech delivered in 1945,
Albert Einstein stated, “we dare not
slacken our efforts to make the peoples
of the world, and especially their gov-
ernments, aware of the unspeakable
disaster they are certain to provoke un-
less they change their attitude toward
one another and recognize their respon-
sibility in shaping a safe future.”® Our
resolve must always be to seek to do
good when we can and to restrict evil
when we have the ability and power to
do so. The conjoining of these two prin-
ciples will allow for the continued ad-
vancement and proper application of
science with the will to seek out and
bring to bear the full weight of conse-
quences and judgment to those who
would do us harm. We cannot have one
without the other.

Notes

1. Einstein A. Speech in New York City, 1945,
Available at http://www.spartacus.schoolnet.
co.uk/USAeinstein.htm.

2. Bradley O. Speech given on 11 November
1948; reproduced in Omar Bradley’s Collected
Writings. vol. 1. 1967.

3. See note 1, Einstein 1945.

Commentary: Physicians and
the Risk of Malevolent Use
of Research

Benjamin J. Krohmal and
Gregory K. Sobolski

Although research findings have al-
ways been subject to abuse, scientific
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advances and recent events have in-
creased concern about the perils of
some biomedical knowledge. The
Council on Ethical and Judicial Affairs
(CEJA) addresses this potential in its
guidelines' for physician-researchers
(PRs). The guidelines do not advance
many novel ideas or provide substan-
tive guidance for PRs. Advocacy for
professionalism, weighing costs and
benefits, and balanced oversight are
uncontroversial and have been pro-
posed before.? The difficult task is to
define what they require, and here the
guidelines are vague. We discuss crit-
ically two issues that deserve careful
attention.

Guidance for Regulators

CEJA deems inadequate the National
Research Council’s categorization of
“dual use” research because there is
no obvious way to delineate the scope
of risky research. This is like saying
that the Department of Homeland Se-
curity should not single out any po-
tential terrorist targets for heightened
attention because terrorists could strike
anywhere. CEJA also contends that all
biomedical research should undergo
security review, analogous to IRB re-
view. Such extensive review would
be extremely expensive and time-
consuming, and could impede re-
search progress. Considering that most
biomedical research poses minimal
risks of abuse, reviewing all of it does
not seem cost beneficial. Although no
list of high-risk categories of research
can be exhaustive, limiting automatic
oversight to research that falls under
an adaptive, expert-derived high-risk
classification scheme balances risk re-
duction with budgetary constraints and
research efficiency.

As a further precaution, CEJA pro-
poses ethics training for all PRs. Eth-
ics training may impress upon PRs
their obligation to consider the effects
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of unintended uses of their research.
But the cornerstone of ethical assess-
ments of sensitive research is weigh-
ing potential risks and benefits, and
normative training will not better equip
PRs to make the necessary empirical
assessments. “More responsible assess-
ments” might be achieved with instruc-
tion in biosec:urity,3 but it would be
more practical to provide access to
biosecurity experts than try to hone
the risk assessment skills of every PR.
A committee of scientists and security
experts, possibly organized by the Na-
tional Science Advisory Board for Bi-
osecurity (NSABB),* should be available
for researchers, journal editors, and
others to anonymously query regard-
ing concerning research not subject to
mandatory review.

Guidance for PRs

Concern about the abuse of research
has typically been framed as an ethi-
cal issue affecting all scientists, regard-
less of discipline. But CEJA implies
that different ethical issues arise when
the scientists are physicians. When per-
forming research with the potential
for malevolent misuse, or “dual use”
research, PRs must both “meet respon-
sibilities of the scientific community”
and the “ethical obligations of the med-
ical profession.” Why might PRs have
different duties than nonphysicians
when conducting the same research?
And what are the implications of the
difference?

Following the World Medical Asso-
ciation, CEJA suggests that PRs have a
special duty not to conduct offensive
CBTW research because it is “antithet-
ical to the professed duties of physi-
cians” and to “the foundations of
the medical profession.” Most offen-
sive CBTW research is impermissible
because of international weapons con-
ventions and concern for public wel-
fare. CEJA contends that PRs are further
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constrained by the Hippocratic duty
of nonmaleficence—the medical injunc-
tion against inflicting harm. Just as
physicians cannot justify imposing
harms or risks on patients by appeal-
ing to the public welfare, PRs may not
justify harms or risks that their re-
search imposes on individual mem-
bers of the public by appealing to the
aggregate public good.

Such a duty would have implica-
tions beyond PRs’ participation in of-
fensive CBTW research. Most obviously,
PRs could not participate in some po-
tentially ethical but intentionally offen-
sively biomedical research, possibly
including research on nonlethal chem-
ical calmatives for use in hostage res-
cues,” nociception for the development
of microwave-based crowd control®
or neuroscience-based methods to
improve remote control of military ro-
bots.” Although a duty of nonmalefi-
cence would limit PRs’ participation
in intentionally offensive research, it is
a contentious matter whether or not
nonmaleficence might also preclude
some actions that impose risks that
are foreseeable but unintended.® All re-
searchers have duties to the public
welfare and to weight risks and ben-
efits. However, if medical nonmalefi-
cence bears upon the foreseeable risks
of research, PRs could not justify un-
intended security risks to some by
weighing them against expected ben-
efits for others—and CEJA contends
that all biomedical research is subject
to foreseeable but unintended abuse
by malevolent third parties. For this
reason, the significance of unintended
but foreseeable risks will have a pro-
found impact on the scope of biomed-
ical research that PRs may ethically
conduct, assuming PRs’ laboratory
work is constrained by a duty of
nonmaleficence.

However, the basis of a medical duty
of nonmaleficence that extends to phy-
sicians” work in the laboratory is un-

clear. One explanation might be that
the duty arises from PRs’ use of med-
ical skills and knowledge. But the
knowledge that physicians use in con-
ducting biomedical research is not
different than that used by their non-
physician colleagues, who are presum-
ably not bound by Hippocratic duties.
Traditionally, the medical duty of non-
maleficence arises from the nature and
goals of the relationship between phy-
sicians and their patients: Patients make
themselves voluntarily vulnerable to
physicians, and physicians rely on
patients” trust. There is no such rela-
tionship between physicians in the
laboratory and the unidentified indi-
viduals that their research might harm.
Debate lingers over whether physi-
cians have a duty of nonmaleficence
to their human research subjects,9 let
alone to strangers.

PR’s use of medical knowledge does
invoke special obligations, but not of
nonmaleficence. As CEJA notes, physi-
cians must act to preserve trust in the
medical profession, and physicians’ ac-
tivities reflect most strongly upon the
medical profession when they involve
the use of medical training, equipment,
or procedures. CEJA is wrong to im-
ply that a duty of nonmaleficence pre-
vents PRs from conducting potentially
harmful biomedical research,’® but a
duty to preserve trust in medicine
might preclude involvement in re-
search likely to appear medically im-
proper. On the other hand, CEJA agrees
that nonphysician scientists also have
an obligation to preserve public trust.
In the conduct of dual use laboratory
research, any difference between the
duties of researchers with M.D.s and
those with Ph.D.s is likely to be neg-
ligible and stem only from differences
in public perception of medicine and
general science. This suggests that if a
sensitive research project is ethical for
nonphysician scientists to conduct, it
is ethical for PRs, too.
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Conclusion

CEJA is laudable for acknowledging
that the prospect of misuse makes some
research too risky to conduct or dis-
seminate, that PRs who fail to exer-
cise due care can be blameworthy for
harms resulting from misuse of their
findings, and that some regulation of
research is warranted. But to have prac-
tical significance, elaborations on risk
management proposals and the partic-
ular requirements of medical profes-
sionalism are essential.
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whether it can be ethical for physicians to
intentionally infect research subjects with
an illness. See Miller FG, Grady C. The
ethical challenge of infection-inducing chal-
lenge experiments. Clinical Infectious Dis-
eases 2001;33:1028-33.
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Commentary: The Ethics of Dan-
gerous Discovery

Michael J. Selgelid

The American Medical Association’s
(AMA'’s) Council on Ethical and Judi-
cial Affairs” (CEJA’s) new “Guidelines
to Prevent the Malevolent Use of Bio-
medical Research” are both timely and
appropriate. These guidelines are a
product of the increasing realization
of the “dual use” potential of life sci-
ence discoveries. Although biomedical
research usually aims at the develop-
ment of new medicines, vaccines, di-
agnostics, and so on, the very same
discoveries that could benefit human-
kind in these ways also often have
implications for the development of
biological weapons.! The CEJA Guide-
lines draw attention to this fact and
hold that physician-researchers have
responsibilities regarding the uses to
which their discoveries are put. Med-
ical researchers should assess the likely
social benefits and harms of their work
and avoid projects where the latter
outweigh the former. Knowledge and
the advancement of science should not
be the only aims of scientists; “com-
mitment to public welfare and safety”
are also essential.? Toward the aim of
preventing the malevolent use of re-
search discoveries, the CEJA states that
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“regulatory oversight” of research (with
an eye to potential harmful uses of
potential discoveries), increased ethics
education of physician researchers, and
sometimes perhaps even censorship of
research findings, are warranted.?

This CEJA should be praised for
broadening the focus of research eth-
ics guidelines, which have tradition-
ally been primarily concerned with the
protection of human participants in
human experimentation,* and for (im-
plicitly) expanding dialogue on ethi-
cal implications of the new genetics.
Whereas initial discussion of ethical,
legal, and social implications of ad-
vances in genetics focused on the worry
that dangerous material might result
from recombinant research and escape
into the environment, more recent bio-
ethics discussion has focused on is-
sues of genetic testing, discrimination,
eugenics, cloning, stem cell research,
and (to a lesser extent) DNA finger-
printing and the patenting of genetic
sequences. Though comparatively ne-
glected by ethics discourse, in the
meanwhile, biological weapons devel-
opment may turn out to be the most
serious consequence of the genetic rev-
olution.® According to the CIA, for
example,

A panel of life sciences experts con-
vened for the Strategic Assessments
Group by the National Academy of
Sciences concluded that advances in
biotechnology ... have the potential
to create a much more dangerous bio-
logical warfare (BW) threat. The panel
noted [that t]he effects of some of these
engineered biological agents could be
worse than any disease known to man.°

The kind of danger that the CEJA
and CIA are concerned about is illus-
trated by the recent publication of two
controversial studies (alluded to in the
CEJA Guidelines). In one case, Austra-
lian researchers aiming to find a way

to reduce mouse fertility as a means
of pest control accidentally discovered
that insertion of the IL-4 gene into the
mousepox virus genome resulted in a
superstrain of mousepox that killed
mice that were naturally resistant to,
and also mice that had been vacci-
nated against, the disease. The scien-
tists proceeded to publish their
findings—along with a description of
their materials and methods—in 2001.”
In a second case, American research-
ers sponsored by the U.S. Department
of Defense synthesized a “live” polio
virus from scratch by stringing to-
gether commercially available strands
of DNA (purchased over the Internet)
in accordance with the map of the
polio virus (RNA) genome (published
on the Internet). The addition of pro-
tein resulted in a live virus that para-
lyzed mice. In 2002 they too published
their findings, materials, and methods.®

Both of these studies have implica-
tions for smallpox—a disease that com-
monly tops lists of feared biological
weapons agents. The polio study, for ex-
ample, reveals that it might be possible
to produce the smallpox virus through
similar procedures. Although the small-
pox virus is much larger than polio, the
technical feasibility of artificially syn-
thesizing smallpox is perhaps dubious.
More fearsome is the possibility that the
straightforward technique used on
mousepox could allow the genetic en-
gineering of vaccine-resistant small-
pox. As there is no treatment for
smallpox, vaccine is our only defense
against this disease, which is believed
to have killed more humans than any
other infectious disease in history. Be-
cause routine vaccination ended more
than 20 years ago, the world popula-
tion now largely lacks immunity to
smallpox, and modeling has shown that
a smallpox attack could cause the dev-
astation of nuclear attack(s).

Critics claim that neither of these dis-
coveries should have been published.
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Their complaint is that publication of
such studies both alerts would-be bio-
terrorists of possibilities and provides
them with explicit instructions for pro-
ducing potential weapons of mass de-
struction. The scientists and editors
involved, however, claim that publi-
cation was warranted given the im-
portance of alerting the scientific
community to the kind of things we may
need to prepare to defend ourselves
against. These are clear examples of
“dual use” discoveries: the same knowl-
edge that may be harmfully used in
weapons production has benefits with
regard to biodefense.

Whether or not the mousepox and
polio studies should have been con-
ducted and/or published, the CEJA is
right to draw the medical community’s
conscience to the potential dangers of
both research and publication. It would
be wrong to think that scientists should
only be concerned with the generation
of knowledge—which is often as-
sumed to be inherently valuable for
its own sake or, at worst, neutral. Be-
cause the misuse of knowledge would
not be possible without its generation
and dissemination in the first place,
those who generate and disseminate
potentially dangerous knowledge are
ethically implicated in any misuse that
occurs, especially when the harmful
application of the knowledge in ques-
tion is foreseeable.

This raises a difficult question left
unanswered by the CEJA Guidelines.
What should the process of censor-
ship be? Given the importance of open-
ness for scientific progress and the
importance of transparency for public
trust in science, the CEJA sounds gen-
erally (though not entirely) resistant
to even self-censorship. For similar
reasons, the U.S. National Research
Council has explicitly argued against
governmental censorship of “sensi-
tive” information resulting from life
science research, advocating “volun-

446

tary self-governance” of the scientific
community as the preferred alternative.’

Though scientists should be encour-
aged to refrain from research with im-
plications for weapons development
and to voluntarily limit dissemination
of research findings in cases where
likely harms outweigh benefits, it is
doubtful that the scientific community
should be relied upon to regulate it-
self in such matters. This is simply
because scientists will not always, con-
trary to what is said by the CEJA, be
“in the best position to assess the po-
tential for and the ramifications of mis-
application of their research.” ' In the
case of the mousepox study, for exam-
ple, the danger of publication is largely
a function of the likelihood that there
has been proliferation of the smallpox
virus from the Soviet biological weap-
ons program (or other secret sources),
insofar as aspiring bioterrorists would
need to have access to the smallpox
virus in order to apply the mousepox
technique to it. The true danger of
publishing the mousepox study, there-
fore, depends on information that the
scientific community (like the general
public) is systematically denied access
to. Details about the likelihood of small-
pox proliferation are classified."" As-
suming they lacked security clearance,
the editors and authors of the mouse-
pox study would not have been able to
accurately assess the danger of publi-
cation. Given that the government will
sometimes be in the best position to
judge the danger of publication, cen-
sorship by government may sometimes
be justified.
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