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1.  Introduction

Classical logic presupposes concepts with precise boundaries.1 So when their 
peripheries begin to look fuzzy, or less than fully precise, problems emerge. One 
difficulty that has received considerable attention is the sorites paradox – or par-
adox of the heap. It tends to arise when classical inference patterns are used to 
reason with predicates that are tolerant of small changes in their extension.2 For 
example, the meaning of ‘heap’ accommodates stuff being added or removed, 
and, consequently, a heap of sand can tolerate the removal or addition of sin-
gle grains of sand while retaining its status as a ‘heap’. As a result, repeatedly 
removing single grains of sand while tracking those changes with a classically 
valid principle of logic like modus ponens can lead to the conclusion that a 
single grain of sand is a heap.3

Several different strategies for dealing with these difficulties are prominent 
in the vagueness literature, but one coarse way to distinguish between them is 
according to their degree of departure from classical logic.4 Indeed, the literature 
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on vagueness is replete with non-standard logics, and most seem motivated 
by the idea that developing alternatives to classical logic will avoid the prob-
lematic inferential relations that lead to sorites-style difficulties. In contrast to 
such strategies, epistemicists maintain a full-blooded commitment to classical 
logic by arguing that predicates must be sharply bounded and that vagueness 
is the product of epistemic limitations (Fara 2003; Sorensen 1988; Sorensen’s 
2001; Williamson 1994). This approach commits epistemicists to the claim that 
a single grain of sand changes a ‘heap’ of sand to a ‘non-heap’, or that a single 
hair makes the difference between being ‘bald’ and ‘not-bald’. Such a seemingly 
bizarre view has come in for a good deal of criticism, because it seems to endorse 
a commitment to precision that flies in the face of common sense.

In this essay, I provide a backhanded defense of epistemicism: backhanded 
because I argue that epistemicist commitments are required to deal with practi-
cal difficulties of a certain kind.5 The suggestion, then, is that effectively manag-
ing a variety of vagueness-plagued situations requires adopting the theoretical 
posture of epistemicists. To support that conclusion, I spend most of the essay 
arguing for a different point, which is that thinking like an epistemicist in the 
face of vagueness – that is, using a precise formal system-like classical logic to 
manage situations plagued with vagueness – requires strategies for generating 
precision. These strategies serve as intermediaries, allowing the formal system 
preferred by epistemicists to get a grip on the relevant situation.6 My defense 
of epistemicism, then, is subsidiary to a more peculiar and I think interesting 
philosophical point, which is that an agent’s practical activity rightly influences 
the shape of his or her more speculative thought.

I begin by suggesting that classical logic is motivated by a view about the 
relation between reality and correct patterns of inference. To the extent that 
one believes that patterns of inference are, or should be, reflective of the way 
things are, commitments about logic (or metaphysics) bring in tow commit-
ments about metaphysics (or logic). With this background in place, I sketch the 
challenge vagueness poses for such a view and show how epistemicists have 
dealt with the challenge. Next, I develop two different examples to show that 
managing specific vagueness-plagued situations requires adopting epistemicist 
commitments. In such situations, agents are required to adopt the theoretical 
posture of an epistemicist. Doing so allows them to think classically about vague 
situations. The examples, however, should not be read as promoting a thor-
oughgoing endorsement of epistemicism. Rather, they show that in a limited 
range of situations the formal commitments of epistemicism are a reasonable 
response to a certain kind of practical problem. If that is right, alternative kinds 
of situations should call for different commitments. I endorse this view in the 
penultimate section of the paper and conclude with a conditional endorsement 
of epistemicism: in a variety of specific situations, adopting the formal commit-
ments of epistemicism is reasonable.
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2.  The background

Let me begin this section by emphasizing that I am not attempting to pin the 
views sketched in it on any particular theorist. Rather, my aim is to paint a 
very general picture, one behind a widespread philosophical perspective. In 
attempting to sketch such a general picture, I am surely distorting the views 
of any particular philosopher’s more nuanced position. Nevertheless, as with 
most sketches, the point is not to represent the details in all their particularity 
but, rather, to capture something of the sentiment underlying them. It is the 
sentiment that I am after.

During the twentieth century, much formal work was motivated by a kind 
of anti-psychologism: the thought that figuring out correct forms of inference 
should be done by looking at relations that obtain in the world, not in the 
mind. The general idea was (and is) that since there must be genuine relations 
between states of affairs, or facts,7 determining what those relations are would 
tell us something about how we should reason about them. For example, by 
determining whether there is some specific relation between the fact that ‘it is 
raining’ and the fact that ‘barometric pressure has decreased’, one could deter-
mine whether it is justifiable to make inferences according to that relation, what-
ever it turns out to be. Behind this anti-psychologistic view of logic is another 
thought: states of affairs, or facts, are discrete and determinate. Consequently, 
the relations that obtain between them must also be discrete and determinate. 
As this line of thinking has it, once we get the facts sorted out, the relations 
between them will be clear, leading to a very crisp picture of the relations that 
exist between features of the world.

Of course, we do not reason with facts, we reason with propositions. As a 
result, only if propositions are tightly connected to facts will the relations evi-
dent between them show up in the relations between propositions.8 However, 
buying into the robustness of that connection generates a tendency to trans-
fer presuppositions. On the one hand, given certain ideas about the nature of 
propositions, we tend to think about facts in likewise fashion. On the other 
hand, given presuppositions about the nature of facts, we tend to think about 
propositions in similar terms. As a result, if we assume facts (or propositions) 
are discrete and that there are determinable relations between them, there 
will be a tendency to believe that propositions (or facts) must display these 
properties as well.

This very general sketch is significant for how philosophers have understood 
logic, because classically valid patterns of inference – that is, those patterns char-
acteristic of classical logic – depend on it. Notice, however, that characterizing 
inferential relations according to this view reflects the assumptions built into the 
model. We assume that propositions faithfully represent the facts; we assume 
that states of affairs are discrete and determinable; we assume that the logical 
relations between facts are stable; we assume that the predicative aspect of 
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propositions is sharply bounded; and so on. Without these assumptions, the pat-
terns of inference would be dramatically different than those of classical logic.

Pointing out that classical logic presupposes perhaps controversial philo-
sophical views need not be seen as a criticism. Instead, what we should notice 
about classical logic is something that is true of any representation: to accurately 
reflect aspects of a target object, a representation must make certain distorting 
commitments. In the case of classical logic, for the anti-psychologistic formal 
system to accurately model truth-preserving patterns of inference, it must make 
certain commitments about facts, propositions, the relations existing between 
the two, and so on. Of course, some of those commitments will likely distort 
how things actually are, but such potential distortions need not be considered 
inherently undesirable.9 Indeed, we might even wonder when the distorting 
commitments typical of a particular formal system are the rational ones to make.

3.  The problem

Vagueness threatens the general picture I have just sketched in two different 
ways. First, if features of the world lack precise boundaries, they begin to blur 
together, and without any clear distinction between features of the world, 
the possibility of understanding the general relations between things looks 
unpromising. Vagueness, then, threatens to undermine the anti-psychologistic 
thought that logical relations are appropriately determined by figuring out the 
relations between facts. Second, if the propositions we use to represent the 
world are built using blurry conceptual or predicative components, it will be 
difficult to understand the relations that exist between propositions for the 
same reason. Consequently, vagueness poses a problem for any attempt to 
determine legitimate inferential relations, which threatens to undermine the 
development of any formal system of inference.

To see the depth of the problem, consider a simple example. The terms ‘auto-
mobile’ and ‘orange’ are connected to things in the world that fall within their 
extensions. If the set of objects that fall within the extension of either of these 
two terms is nicely bounded, it is possible to determine the relations between 
the concepts. However, if the extension of either term fails to pick out precisely 
bounded sets of objects, it is much less clear how to figure out those relations. 
For instance, suppose that the term ‘automobile’ picks out a sharply delimited set 
of objects, but that the term ‘orange’ is vague. On this supposition, our capacity 
to make justifiable inferences about orange automobiles is undermined.

The problem arises due to the fact that a properly constructed sorites 
sequence on clear cases of ‘orange’ or ‘not-orange’ can undermine the meaning 
of the term. How can that be? ‘Orange’ is susceptible to small, unnoticeable shifts 
in extension. Suppose, then, that we begin with a vat of orange paint, and slowly, 
one drop at a time, add white paint. Surely one drop of white paint will not alter 
the color of a vat of paint. Thus, if the paint is orange, the paint plus one drop of 
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white paint is still orange. But adding another drop to that unnoticeably altered 
vat of orange paint will not alter its color. Consequently, it too must be orange. 
Eventually, one drop at a time, repeated application of this procedure along with 
its parallel form of inference leads to the conclusion that a vat of white paint is 
orange. In this way, the meaning of the term is undermined. Similar procedures 
can be applied to any vague term across an indefinite number of dimensions. 
(The idea is that given a sufficient number of sorites-style steps, anything can 
be changed or altered to become anything else.) Consequently, the entailment 
relations between propositions that depend on the meaning of vague terms 
cannot be maintained.

This, then, is the crux of the difficulty: when the possibility of vagueness 
enters the conceptual landscape, formal inferential relations blur and begin to 
collapse. This is due to the fact that without precise extensional boundaries, we 
cannot figure out the relations necessary for determining what follows from 
what.10

4.  The epistemicist solution

There are a number of alternatives for dealing with these problems. Several the-
orists have tinkered with classical semantics, and thus the traditional conception 
of logic, with the hope of producing formal systems capable of handling the 
challenges of vagueness. Fine’s (1997) supervaluationism, Edgington’s (1997) 
degree theoretic approach, Tye’s (1997) three-valued logic, the subvaluationism 
of Hyde (1997), the contextualism of Shapiro’s (2008),11 as well as many other 
formal alternatives to classical logic have been developed in an effort to better 
represent the inferential connections between propositions formed using vague 
predicates. In contrast to these non-classical approaches, epistemicists have 
retained their commitment to classical logic and tried to deal with vagueness 
by relocating the problem. For them, the extension of a predicate does not 
blur at the edges, and the thought that facts are anything but discrete is non-
sense.12 Vagueness is not a problem that arises due to fuzzy states of affairs or 
the imprecision of our semantic representations; rather, vagueness arises due 
to epistemic limitations. Epistemicists, then, are committed to something like 
the background story I have sketched above: facts, predicates, and propositions 
are precise, and there is a tight correlation between the formalism of classical 
logic and the facts to which it is connected.

This strategy for dealing with vagueness has the virtue of retaining anti-psy-
chologistic commitments while explaining the phenomenon of vagueness. 
Accordingly, vagueness is a problem that results from the limitations of having 
a mind,13 and, thus, is a problem that stands outside the relation between rep-
resentational systems and their corresponding objects. Creatures with minds 
can never know where the precise boundaries of vague terms lie. Nevertheless, 
we can rest assured that the boundary is there somewhere. For an epistemicist, 
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‘ignorance is the real essence of the phenomenon ostensively identified as 
vagueness’ (Williamson 1994, 202). Accordingly, the problems of vagueness 
are not semantic or metaphysical, they are epistemic.

Because of this, we need not bother with formal representations of vagueness 
that reject bivalence and otherwise alter classical logic in the hope of repre-
senting some characteristic feature of vagueness. As Williamson (1994, 186) 
points out:

If one abandons bivalence for vague utterances, one pays a high price. One can 
no longer apply classical truth-conditional semantics to them, and probably not 
even classical logic. Yet classical semantics and logic are vastly superior to the 
alternatives in simplicity, power, past success, and integration with theories in 
other domains. It would not be wholly unreasonable to insist on these grounds 
alone that bivalence must somehow apply to vague utterances, attributing any 
contrary appearances to our lack of insight (emphasis in original).

The point is that at all costs we should make sense of vagueness while retaining 
our commitment to classical, bivalent logic. That commitment, as well as the 
view that language users are ignorant of the sharp boundaries of vague pred-
icates, is distinctive of epistemicism.

5.  Thinking like an epistemicist

My aim in this section is to demonstrate that managing some vague-
ness-plagued situations requires adopting epistemicist commitments. In the 
next section, I argue that this fact supports the more general view that an 
agent’s practical activity rightly influences the shape of his or her speculative 
thought. The link between this and the next section, then, is the following: 
since epistemicist commitments are required when managing some vague 
situations,14 we should expect different interests to motivate the use of alter-
native formal systems.

Let me pause to emphasize that I am not arguing for (or against) any formal 
system. Rather, I am trying to show that we must commit to certain ways of 
thinking in order to perform specific activities. Without adopting such com-
mitments, we could not do certain things. So what kind of vagueness-plagued 
situations require epistemicist commitments? To my mind, the world of sports 
is filled with examples, but I want to look at the commitments required to 
effectively play a tennis match. Sports related situations, however, are not the 
only ones worth thinking about. Scientific problems also present a range of 
vagueness-plagued situations that tend to be managed by embracing epis-
temicist views. For example, biologists and philosophers of biology adopt such 
a posture to think about evolutionary history despite its seeming vagueness. 
Systematics, then, will also provide a useful example. To ease into things, I 
begin with tennis.
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5.1.  In or Out

Tennis balls are fuzzy, they often travel at speeds well over 100 mph (just over 
44 m/s), and they frequently land on or next to a less-than-precisely demarcated 
line. If there are vague situations, this is one of them. And, yet, despite the 
obvious situational vagueness, tennis officials must use bivalent standards for 
the concepts ‘in’ and ‘out’ and reason as if they nicely map onto the facts – that 
is, they must reason according to the inferential patterns of classical logic.15 In 
fact, I want to suggest that for several reasons tennis officials – chair umpires in 
particular – reflect the philosophical commitments of epistemicism when man-
aging the inferential tasks posed by tennis matches. First, their job description 
requires them to believe that there is a fact of the matter as to whether the ball 
landed in or out. Second, they have to be committed to the precision of the 
predicates being used to manage the tennis match – that is, the terms ‘in’ and 
‘out’ cannot be fuzzy or have indeterminate boundaries. Third, the inferences 
they make to manage the match must be truth-preserving – that is, they must 
reason classically. And, finally, they must believe that their own ignorance of the 
relation between features of the world and the precise terms used to describe 
it explains the seeming vagueness of the situation.

For officials, the trouble with mapping ‘in’ or ‘out’ to the situation at hand is 
not due to the vagueness of the terms, or to the fuzziness of the facts; rather, 
the difficulty results from their own epistemic limitations. We can easily imagine 
for example, a chair umpire saying to himself, ‘the ball must have been in or out, 
but it was moving so fast, and everything seemed a blur in the moment.’ This 
self-reflective acknowledgment of ignorance seems reasonable: determining 
whether a ball traveling at speeds well over 100 mph has come into the slightest 
contact with a seemingly imprecise line is obviously beyond human abilities. 
Yet officials must adopt the posture of an epistemicist: the ball must be either in 
or out, and the seeming vagueness of the situation is purely the result of what 
we cannot in principle know. The situation of tennis officials, then, seems to 
correlate well with the philosophical commitments endorsed by epistemicists.

Faced with such an example, I want to further suggest that managing the 
situation with these commitments requires a strategy to generate the neces-
sary precision. In other words, for the minds of chair umpires to reflect the 
commitments of epistemicists, there must be some practical intermediary that 
generates the required precision. Such an intermediary allows classically valid 
patterns of inference to get a grip on the vagueness-plagued situations they 
are supposed to represent.

In this case, the intermediary is not hard to come by. Line judges mediate 
between situational vagueness and the precise predications needed for a tennis 
match to take place. They stand back from the court, with their eyes trained on 
particular lines, and watch to determine whether a ball landing near it should be 
considered in or out. Line judges are different from chair umpires (who regulate 
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a variety of features of the match) because they have but one job: to deter-
mine whether the predicate ‘in’ or ‘out’ applies in a situation whose facts may 
be unknowable. The job of a line judge is to generate precision by acting as an 
intermediary, bridging what is precise and determinate – the predicates ‘in’ and 
‘out’ – to what is imprecise and indeterminate – the situation at hand. Only in 
this way can the game of tennis be played at all.16

My point may be made more clear by considering the recently implemented 
tennis replay system ‘Hawk-Eye.’ This computationally sophisticated system is 
designed to eliminate vagueness. It is built to ensure that the use of ‘in’ and 
‘out’ by tennis officials accurately represents the world’s facts. The point is to 
implement technology to overcome the epistemic limitations of line judges. 
But Hawk-Eye has epistemic limitations too. Its use, then, more starkly reflects 
the fact that managing tennis matches requires adopting the speculative com-
mitments of epistemicists, and that doing so depends on strategies for bridging 
formally precise predicates to seemingly vague situations.

To see this, consider how Hawk-Eye functions. A virtual model of an officially 
sized tennis court is used to represent the actual tennis court being used in play. 
Placed around the tennis court are a series of video cameras with very high 
frame per second ratios. The cameras record on the order of 120 images per 
second (Collins and Evans 2008),17 and once the images are captured, the data 
are sent to a computer system that uses proprietary video-processing software 
to track the position of every shot and every serve over the course of a tennis 
match (Fischetti 2007). In this way, one can precisely determine where the ball 
landed with respect to the boundary on any particular shot. Thus, Hawk-Eye can 
substantiate or falsify a fallible line judge’s application of ‘in’ or ‘out’.

But even if we assume that the virtual tennis court used by Hawk-Eye to repre-
sent the actual tennis court is perfectly faithful to every swerve in the line, every 
blade of grass, every grain of concrete, every granule of chalk dust, or whatever, 
the projections of the ball in the model must follow statistical algorithms. What 
this means is that there is inherent indeterminacy in tracking the tennis ball 
and, consequently, inherent indeterminacy in giving application to ‘in’ and ‘out’.

Consider a statistical error analysis of a system like Hawk-Eye. Reports suggest 
that the position of a tennis ball is measured to within a mean error interval of 
3.6 mm. This fact has been used to calculate the following:

Dispersions of errors are usefully reported in terms of the ‘standard deviation.’ If the 
distribution of the errors was the well known and frequently encountered ‘normal 
distribution,’ then if the mean deviation is 3.6 mm the standard deviation would 
be about 3.6 mm × 1.25 = 4.5 mm. Because, in a normal distribution, 95% of the 
points lie within approximately 2 standard deviations of the mean and 99% lie 
within about 2.6 standard deviations, we can estimate some putative confidence 
intervals. In this case we could say that in 5% of Hawk-Eye’s predictions (that is 1 
in 20), the error could be greater than about 9 mm and in 1% it could be greater 
than 11.7 mm. (Collins and Evans 2008)
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To put that succinctly, Hawk-Eye’s projections of where a tennis ball lands are on 
average indeterminate (or vague) by about 3.6 mm, and sometimes the projec-
tions are deeply flawed. The cloudiness of the average projection, and the fact 
that it can be incorrect 5% of the time, is, for lack of better terminology, a result 
of the system’s ignorance. Whether a ball was, say, in or out by one millimeter 
is, in principle, not something Hawk-Eye can know.

But if Hawk-Eye does not actually resolve the problem it was designed to 
handle – that is, if it does not really eliminate vagueness – why spend the time 
and money necessary to implement it? As with line judges, Hawk-Eye serves an 
important purpose in the world of tennis. It is a practical solution to an epistemic 
problem: it was designed as an intermediary device, grounded in the purposes 
to hand, to assist in transforming less-than-fully-precise predicates – the terms 
‘in’ or ‘out’ – into the kind of precisely demarcated concepts needed to reason 
about a vagueness-plagued situation. When a ball is neither clearly in nor clearly 
out, officials defer to Hawk-Eye to mediate between precise predicates and an 
epistemically vague situation. Only in this way can the bivalent inference pat-
terns of tennis officials get a grip on the situation.

Although officials may be ignorant of the fine-grained relation between their 
conceptual apparatus and how the world stands, they have learned to bridge 
that relation by developing strategies that generate precision. By allowing line 
judges – or, more recently, sophisticated computer systems – to stand between 
necessarily precise predicates and seemingly vague situations, formally precise 
inference patterns can be used to manage vagueness. Consequently, when we 
say ‘That ball was in’ the deployment of the predicate, and the inferential rela-
tions that depend on it, accurately reflect epistemicist commitments, which are 
required to perform the activity.

5.2.  Trees of Life

Biologists and philosophers of biology build phylogenetic trees to reason about 
evolutionary processes. Assume that their reasoning follows classically valid 
patterns of inference.18 If it does, it is only because they rely on epistemicist 
commitments and evolutionary models that bridge the vague facts of evolu-
tionary history to the precision of phylogenetic trees. For me to make the case 
that this is right, we first need a bit of background.

Systematists classify organisms into related groups in order to study bio-
logical processes through time. One aspect of this project involves mapping 
the evolutionary history – that is, mapping ancestry and descent relations – of 
earth’s flora and fauna. The idea is to develop a tree of life19 to increase the 
explanatory and predictive power of the biological sciences.20 Given such a 
project, there is a natural inclination to believe that there is but one correct 
map of evolutionary history – that is, one correct tree of life. After all, the histor-
ical facts are what they are, individual organisms bear particular phylogenetic 
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relations to their ancestors, and there is only one way the entire evolutionary 
process has unfolded.

The intuition that ‘History has an objective structure’ (Sterelny and Griffiths 
1999, 197) echoes a widely held position in the biological sciences. It also 
reflects something of the commitments of epistemicism. Just as epistemicists 
believe that ‘each state of affairs either clearly obtains or clearly fails to obtain’ 
(Williamson’s 2003, 711), so too, systematists share a tendency to believe that 
‘The phylogenetic hierarchy exists independently of the methods we use to 
discover it, and is unique and unambiguous in form’ (Ridley 2004, 480). This 
view is especially plausible if we imagine a tree that depicts the progression of 
evolutionary history as it unfolded one organism at a time. It is also plausible if 
we think that statements of the form ‘Y descended from X’ or ‘X is an ancestor 
of Y’ are factual statements that require bivalent commitments.21

Unfortunately, things are not quite as clear as these intuitions make them 
out to be. Since it is unrealistic to construct phylogenetic trees that map evolu-
tionary history one organism at a time, trees are built using species concepts, 
which group organisms together according to particular criteria.22 Clustering 
organisms together according to species, however, inevitably forces biologists 
to ignore certain evolutionary facts. Consider the biological species concept, 
which has been defined by Mayr (2000, 17) as ‘groups of interbreeding natural 
populations that are reproductively isolated from other such groups.’ Such a 
definition may seem precise enough, but the fact that speciation events occur 
over time ensures that certain facts of diverging species are ignored. As Laporte 
(2005, 367) has recently argued:

even if we restrict our attention to the biological species concept, we are bound to 
find cases ...in which there is no definitive answer, even in principle, as to whether 
there are two species present or just one species divided into two subspecies. 
Cursory reflection on the phylogenetic species concept and the ecological species 
concept indicates that the application of these other species concepts cannot be 
any more cut and dried than the application of the biological species concept. Still 
other species concepts fare the same. Evolution assures that they do.

The problem is that no matter what species concept is at work, the slow, gradual 
changes that are the hallmark of evolutionary adaptation make certain that 
organismal divergence will always include organisms that can justifiably be 
grouped with either side of diverging clusters of organisms.

Nevertheless, to construct phylogenetic trees that map onto these seemingly 
vague historical facts, biologists and philosophers of biology must treat diverg-
ing species as branching nodes. Where evolutionary history seems dominated 
by vague processes of divergence, trees of life, on whatever species concept 
one chooses to adopt, represent those processes as events. Consequently, an 
evolutionary divergence – that is, the process of speciation – which may take 
minutes, weeks, decades, centuries, or millennia to unfold is represented as a 
sharply delimited bifurcation on phylogenetic trees.23 It seems, then, that when 
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confronted with a situation where the relation between precise species concepts 
and the historical facts is in-principle unknowable, researchers must decide how 
their precise representations are going to map onto the seemingly vague facts.

The problem seems to parallel the difficulty facing those involved with tennis 
matches. Just as chair umpires need precise concepts to map onto seemingly 
vague facts in order to manage a tennis match, so too, biologists need precise 
phylogenetic trees to map onto seemingly vague facts in order to do evolu-
tionary biology. Indeed, I want to suggest that biologists must reflect the phil-
osophical commitments of epistemicism when managing the inferential tasks 
posed by evolutionary biology for several reasons. First, they must believe that 
whether one species descended from another is a factual relation that is either 
true or false. Second, the inferences made using propositions to represent those 
relations require bivalence – that is, biologists must believe statements of the 
form ‘Y descended from X’ are either true or false. And, finally, they must believe 
that the seeming vagueness of the historical situation, and the difficulty of map-
ping phylogenetic trees to that situation, is not due to the vagueness of trees, 
or to the fuzziness of the facts, but, rather, to their own epistemic limitations.

Faced with cases like this, we should notice that, as with the earlier example, 
connecting the precision of phylogenetic trees to the evolutionary facts they are 
intended to represent requires an intermediary to bridge the precise representa-
tion with what it aims to represent. In this case, the intermediary amounts to a 
strategy that uses evolutionary models (along with the statistical algorithms at 
their heart) to generate phylogenetic trees. In contrast to line judges, who simply 
determine whether a ball was in or out, evolutionary models determine differ-
ent structures and different node locations for distinctive phylogenetic trees 
depending on the scientific project at hand. In contrast to the task of judging a 
ball to be in or out, then, evolutionary models mediate between phylogenetic 
trees and the facts they aim to represent by determining whether a tree gets 
those facts right or wrong for a particular scientific purpose.

To see this, consider a couple of projects that have made use of phylogenetic 
trees to represent seemingly vague historical facts. First, researchers use phy-
logenetic trees to map the evolutionary history of HIV within particular host 
organisms. In this way, they are able to develop vaccines to effectively treat the 
virus. Since HIV evolves rapidly, developing effective vaccines requires predicting 
the selection pressures faced by the virus and anticipating its response to those 
pressures within its host organism. To do this, researchers rely on phylogenetic 
trees that have been developed using evolutionary models that emphasize rapid 
selection pressures within hostile environments. Such models use distinctive 
statistical algorithms to produce tree structures that are dramatically different 
from those based on other models, which emphasize the kind of random genetic 
mutations characteristic of less hostile environments. In this way, theorists are 
able to usefully predict the vagaries of the virus as it responds to drug treatments 
within a specific individual.
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In contrast to trees designed to represent the evolutionary history of HIV 
within host organisms, other trees aim to represent the evolution of HIV across 
communities of individuals. By accurately portraying the evolutionary history 
of HIV within groups of organisms, intervention strategies can be deployed to 
prevent its further spread. But models used to produce phylogenetic trees for 
HIV in the community-based case are distinct from those used to investigate 
evolutionary movement within organisms. In particular, to develop phyloge-
netic trees that represent HIV’s evolution across communities, theorists rely 
on evolutionary models that emphasize slow, gradual changes due to random 
genetic mutations.24

What we see, then, is that researchers use a variety of precise phylogenetic 
trees to represent the evolutionary history of HIV in order to accomplish par-
ticular scientific tasks. They decide which trees to use, and how node location 
and structure should be determined, by considering the evolutionary model 
most relevant to their interests. Do they need trees that show quick evolutionary 
adaptations due to selection pressure? Or are they looking for trees that reflect 
the kind of gradual change characteristic of genetic drift? Should the trees be 
designed for a growing population of host organisms, a shrinking population, 
or a static population? When these questions are answered, theorists generate 
trees that are substantively different, both in structure and in node location, 
using evolutionary models pertinent to their purposes. Each dimension of 
HIV’s evolution, then, requires a different evolutionary model that emphasizes 
peculiar patterns of evolutionary change. Different scientific interests require 
different evolutionary models, different models lead to distinctive phylogenetic 
trees, and (it seems) no tree is best for all purposes.

My point, however, is not about evolutionary biology. My point, rather, is 
that evolutionary models (and the statistical algorithms used to produce them) 
are here functioning in a manner similar to Hawk-Eye or line judges. They serve 
as intermediaries – or strategies for generating precision – that bridge sharp 
phylogenetic trees to the vagueness plagued situations they aim to represent 
and allow theorists to manage situational vagueness with epistemicist com-
mitments. Just as Hawk-Eye serves as an intermediary for moving from what is 
inherently vague and imprecise to patterns of inference that demand precise 
concepts and bivalent thinking, so too, the principles used to build evolutionary 
trees act as intermediaries for biologists and philosophers of biology. With such 
intermediaries, theorists can move from a seemingly vague historical situation 
to forms of inference that demand precision. As a result, propositions like ‘Y 
descended from X’ can be taken as flatly true or flatly false, and the inferential 
patterns characteristic of classical logic can get a grip on the situation at hand. 
Without such intermediaries, it would not be possible to think about the his-
torical facts in such a clean, all or nothing sort of way. And since treating things 
this way is required for the activity, it seems that adopting the stance of an 
epistemicist is a reasonable way to proceed.25
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5.3.  Strategic Precision

Let me close this section by briefly recapitulating the thread of argument run-
ning through its examples as well as signaling what is still to come. The examples 
show that managing vagueness according to the commitments of epistemicists 
requires strategies for generating precision in order to bridge the formalism of 
classical logic with seemingly vague situations. Without such strategies, there is 
no way to move from one’s understanding of the world to the precision required 
for performing the relevant activities. Epistemicists should appreciate this argu-
ment. After all, if we cannot know how the facts stand, what basis is there for 
preferring their formal commitments over others? I have been arguing that the 
basis is practical, which will lead me to suggest in the next section that there 
may be good reasons for endorsing non-standard logics of vagueness.

6.  A backhanded endorsement of epistemicism

I have been discussing the in-principle ignorance of language users in terms of 
an inability to determine the relation between wholly precise facts and bivalent 
propositions. The examples above were designed around that way of talking 
and were meant to show that figuring out how to connect a formal system of 
inference to the situations it is meant to represent is a practical problem, one that 
depends on designing strategies for bridging one with the other. The practical 
nature of such bridging intermediaries grounds them in an agent’s interests, and 
as we have seen, there are occasions where those interests presuppose precise 
facts. Only by treating the historical facts in a certain way can biologists develop 
HIV vaccines, and only by treating the facts of a tennis match in a certain way 
can the game of tennis be played. There is no reason to think that these are the 
only examples. Indeed, there seem to be an indefinite number of activities and 
interests that require treating predicates and facts as unquestionably precise. In 
cases of this kind, the views of epistemicists seem vindicated: sharp predicates 
are used to describe sharp, but unknowable, facts, and ignorance is the source 
of the problems of vagueness.

But because adopting epistemicist commitments in such cases looks like 
good practical reasoning, we should hedge against a thoroughgoing endorse-
ment of the view. Although acting like an epistemicist may be rational in a 
certain range of situations, whole-heartedly adopting the epistemicist’s stance 
seems problematic. There are a couple of different reasons to believe so. First, 
we should not rule out the possibility that there are genuinely vague facts.26 
Consider, for example, a tennis ball and the boundary marker of a tennis court. 
Could it ever be the case that a ball neither lands on the boundary nor fails 
to land on the boundary? In answer, consider the following from Collins and 
Evans (2008):
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In real life, the edge of a line painted on grass cannot be defined to an accuracy of 
one millimeter. First, because grass and paint are not like that, and second, because 
even given perfect paint and a perfect surface to draw on, the apparatus used to 
paint the line is unlikely to maintain its accuracy to one millimeter over the width 
of the court. Furthermore, tennis balls are furry and it is not clear that their edges 
can be defined to an accuracy of one millimeter. In short, in the real world of tennis 
we do not quite know what ‘touching the line’ means.

Never mind the point about knowing what the phrase means (which seems to 
echo something of the commitments of epistemicism). Instead, consider the 
substantive points about how the facts stand: tennis balls are fuzzy; the sur-
face of a tennis court – made up of grass, cement, or clay – is irregular; and the 
boundary lines of tennis courts – made of paint, chalk, or tape – are misshapen, 
jagged, and irregular. In short, everything that constitutes the facts seems less 
than fully precise. Does it make sense, then, to say that a ball with a stray strand 
of fleece that touches an isolated particle of chalk embedded in a minuscule 
crack of clay on a roughly surfaced tennis court must be either in or out? I do 
not know, but it certainly seems dogmatic to insist on it.

Epistemicists will likely not find that suggestion convincing. Second, then, 
even if facts must be discretely bounded states of affairs, it may be practically 
rational, given our in-principle ignorance, to use a formal system that is not 
committed to classically valid forms of inference. As we have seen, the strate-
gies above are driven by purposes that demand bivalent propositions, and in 
these cases classical logic is the formal system to be preferred. But it is not at 
all clear that all of an individual’s aims and interests have similar demands. Not 
everything we do requires the things we say, think, or write to be wholly true or 
false. In such situations, we should expect principles of practical reason to call 
for inferential systems that are different from classical logic.

Consider the use of tort law to settle questions of compensation. In such 
cases, courts must determine the extent of an individual’s harm in order to 
determine the form and extent of compensation owed by the tortfeasor. But 
such cases are often shot through with vagueness and not manageable with 
simple bivalent propositions. For example, the 2010 oil spill in the Gulf of Mexico 
had detrimental consequences for a number of individuals living in the area. As 
a result, US courts had to determine the degree to which individuals impacted 
by the oil spill had a ‘legitimate claim to compensation’ in order to figure out 
how much their compensation should be. After all, there were degrees of harm 
to consider. Not only were the fishermen on the Gulf impacted, but so too were 
the restaurant owners who depended on the Gulf Coast’s fisheries. In fact, the 
extent of harm done to the general economic condition of the region was such 
that almost anyone could make some claim to compensation. Despite this fact, 
the courts had to determine which claims were legitimate and which were not. 
Unfortunately, there were no clear guidelines concerning the extension of the 
predicate ‘legitimate claim to compensation’. As a result, assessing whether an 
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individual’s assertion that he or she had such a claim could not be determined to 
be true or false. Consequently, the bivalent strictures of classical logic could not 
get a grip on the situation, and other inferential strategies had to be adopted.

Or again, consider another kind of example. Geologists are on occasion inter-
ested in a rock’s resistance to weathering. This information may prove useful 
when planning to build a home, office building, or apartment complex near an 
area with exposed rock, for example. But the predicate ‘resistant to weathering’ 
seems to come in degrees. An igneous rock with high percentages of silica is 
more resistant to weathering than, say, an igneous rock with high percentages 
of feldspar. Nevertheless, both rock-types are much more resistant to weath-
ering than a mudstone or some similar variety of sedimentary rock. Suppose, 
then, that a geologist is trying to determine whether an outcrop containing a 
mixture of mudstone and quartz-rich igneous rock is resistant to weathering. It 
seems absurd to insist that the geologist adopt the formal constraints of classical 
logic and judge the outcrop as either resistant to weathering or not-resistant 
to weathering. Instead, we expect the geologist to think in degrees: given that 
the particular outcrop is a mixture of two different rock types, its resistance to 
weathering should fall somewhere between the two. In this way, we expect the 
geologist’s thinking to reflect something of the formal structures characteristic 
of degree theoretic treatments of vagueness.27

When trying to manage predicates whose extension is undecided or state-
ments that call for degrees of consideration, it seems more reasonable to think 
without the precise strictures of classical logic than to be bound by the bivalent 
dictates of that system.28 This is due to the fact that these two cases are conspic-
uously different from the earlier examples involving tennis and phylogenetic 
trees. In the earlier examples, the practical activities demanded the strictures of 
classical logic. In these latter cases, however, the practical activities are different 
in kind. The result is that the form of thought appropriate to the task takes a dif-
ferent shape. And this is how it should be: to manage our way through a variety 
of complex situations, we need flexibility in our inferential patterns. But that is 
not to say that any form of thought in any situation is as good as the next. Rather, 
as I have shown, the appropriate form of thought for the situation at hand will 
be grounded in the practical activities that make its application appropriate.

7.  Conclusion

In Vagueness Williamson (1994, 4) notes that:
the epistemic view implies a form of realism, that even the truth about the bound-
aries of our concepts can outrun our capacity to know it. To deny the epistemic 
view of vagueness is therefore to impose limits on realism; to assert it is to endorse 
realism in a thoroughgoing form.

What I have been urging in this paper is sympathetic to epistemicism, but not 
because it implies a form of realism. Rather, my sympathies are motivated by an 
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understanding of formal systems wherein they are models of inference designed 
in the service of diverse human interests. In light of this understanding, I have 
argued that between formal systems of logic and the situations they aim to 
represent stand intermediaries for bridging one with the other. The argument 
depends on recognizing human cognitive limitations: our epistemic shortcom-
ings preclude a thoroughgoing understanding of the states of affairs that formal 
systems are intended to represent. Consequently, we must know what we want 
to do in order to apply a formal system to manage the vagueness-plagued 
situations that often confront us.

But even a perfunctory look at the variety of aims, purposes, and ends 
adopted by human beings shows that not all of them require the use of precise, 
bivalent concepts for their realization. Consequently, there is little reason to think 
that we have to be committed to the views of epistemicists across the board.

I suppose this argument will not sit well with epistemicists. Nevertheless, 
what I have argued is good news for the view. My arguments show that man-
aging vagueness should, at least on occasion, be done in just the manner 
suggested by epistemicists. Consequently, the incredulous stares that tend to 
meet the pronouncements of epistemicist views are, at least sometimes, unwar-
ranted. There are occasions where we have to adopt the theoretical posture of 
epistemicists. Doing so presupposes strategies for generating precision, which 
mediate between the inferential machinery of classical logic and the situations 
it is intended to reflect. If that is right, epistemicism looks more like a position 
motivated by good practical reasoning than by any necessary features of pred-
icates, propositions, or facts.

Notes

1. � By ‘classical logic’, I mean the formal inferential system standardly taught to 
philosophers as undergraduate students, which includes a formal language, a 
semantics for that language, and a system of deduction. Distinctive of classical 
logic is its commitment to the idea that propositions are either wholly true 
or wholly false. Timothy Williamson aptly describes this commitment while 
discussing the views of Frege. Williamson (1994, 42) writes:

If predicate-involving formulas are to be recognizable as logically valid by 
their syntactic structure, all predicates in the language must be everywhere 
defined.... When such precautions have been taken, the result is a logically 
perfect language in which every sentence is either true or false.

For a concise discussion of classical logic as a formal system, see Shapiro’s (2009) 
article in the Stanford Encyclopedia of Philosophy. A detailed description of the 
‘classical view’ and the kind of concepts presupposed by such a view can be found 
in Wilson (2006, especially 139–146) Wandering Significance.

2. � The idea that vague predicates accommodate unnoticeable changes in their 
extension has been around for a while. Dummett (1997, 111) characterizes such a 
view in ‘Wang’s Paradox.’  Williamson (1994) margin for error principle is founded 
on this idea, and, so too, is Wright’s (1975; 1976) discussion of tolerance.
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3. � There are a few alternatives for generating the paradox using classical principles. 
One unsophisticated form is generated by repeated application of modus ponens: 
if x number of grains of sand is a heap, then x − 1 is a heap; x is a heap; therefore, 
x − 1 is a heap; if x − 1 grains of sand is a heap, then (x − 1)-1 is a heap; therefore 
...and so on. Alternatively, one can formulate the paradox in just three steps: (1) 
a collection of one million sand grains appropriately arranged is a heap; (2) if a 
collection of n grains of sand is a heap, then so is a collection of n − 1 grains; (3) 
a collection of one grain of sand is a heap.

4. � For treatments of the standard approaches to vagueness, see Williamson (1994) 
and Keefe (2000). Comprehensive, up-to-date collections can be found in Dietz 
and Moruzzi (2010) and Beall (2003). For concise explanations of the familiar 
views, see Akerman’s (2012), Bueno and Colyvan (2012), Eklund (2011), and van 
Kerkhove (2003).

5. � The defense is backhanded in two ways. First, the idea that the theoretical 
commitments of epistemicists are the product of addressing a type of practical 
problem will seem hostile to a position that is typically defended with purely 
speculative arguments. Second, if epistemicist commitments are in fact a 
reasonable way to respond to a type of practical problem, which is what I am 
urging in this essay, then views of vagueness different from epistemicism are 
presumably appropriate for alternative types of practical problems. Indeed, I 
endorse such a view late in the paper.

6. � The idea that we use intermediary strategies to generate precision and thereby 
connect formal systems of logic to the situations we are trying to think through 
is similar to an idea discussed by Cartwright (1983) in How the Laws of Physics Lie. 
Cartwright argues that we move between abstract theoretical principles (laws 
of physics, for example) and models that represent particular phenomena by 
using principles that bridge the former to the latter. On her view, these bridging 
principles are needed for the less determinate fundamental principles of a theory 
to take shape in a model. For details, see her discussion in essays 7 and 8 of How 
the Laws of Physics Lie (1983, especially pages 135, 144).

7. � To avoid unwieldy language, I am going to use the term ‘fact’ to refer to any 
potential or possible characteristic feature of the world. In this sense, facts are 
the states of affairs that make propositions true.

8. � There are a number of ways to make sense of this thought, and I do not want to 
get bogged down in trying to detail the variety of ways that have been attempted. 
A recent and very clear characterization of the problems surrounding the idea 
that propositions are representational can be found in Soames’s (2010) book, 
What is Meaning?.

9. � The idea that formal systems of logic are best viewed as models is discussed in 
Shapiro’s (2008) Vagueness in Context. Cook (2002) discusses the model-theoretic 
framework and the potential for artifacts of formal models to be misinterpreted 
in ‘Vagueness and Mathematical Precision.’

10. � For characterizations of the problems posed by vagueness friendly to the one 
I have just laid out, see Soames (1999, 206) Understanding Truth and Shapiro’s 
(2008) much lengthier discussion in Vagueness in Context.

11. � It is a bit confusing for me to suggest that contextualism is a formal alternative to 
classical logic. One of the most developed contextualist views, however, is the one 
preferred by Shapiro’s (2008) in Vagueness in Context, which is in large measure 
a book devoted to working up a formal system that relies on Davidson’s notion 
of conversational scorekeeping to manage contextual shifts in conversation. 
In attempting to accommodate a typical language user’s commitment to 
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both tolerance and consistency, Shapiro’s formal model ends up looking like a 
version of supervaluationism. It is controversial whether such a view is capable 
of respecting the inferential commitments typical of classical logic (see especially 
Fara (2003)), and for this reason I have lumped Shapiro’s contextualism together 
with formal alternatives to classical logic. Whether supervaluationism or Shapiro’s 
more specific contextualist version of it is in fact classical is an issue I want to 
leave to the side in this essay.

12. � Consider, for example, a couple of quotes early on in (Sorensen’s (2001), 8 and 
12, respectively) Vagueness and Contradiction. He writes: ‘the ignorance theory 
of vagueness denies that there is any objective indeterminacy,’ and, again, just a 
bit later, ‘The dilemmas posed by vagueness are of our own making. They spring 
from our representational system rather than the world.’

13. � In Vagueness and Contradiction, Sorensen’s (2001, 14) denies Williamson’s implicit 
acceptance of the problems of vagueness as peculiar to human beings by arguing 
that vagueness ‘involve[s] a kind of ignorance that is not relative to any thinker.’ 
Sorensen’s commitment to the ‘in-principle’ unknowability of vague terms now 
seems characteristic of epistemicism more broadly.

14. � As the essay proceeds, I will continue to use phrases like ‘vague situation’ 
and ‘vagueness-plagued situation’. Do not let this be distracting. My aim is to 
emphasize the epistemic issues related to the problem while remaining neutral 
about the metaphysics or semantics of vagueness. All that I mean by my use of 
these terms is what epistemicists mean when speaking of vagueness. ‘Vagueness-
plagued situations’ and ‘vague situations’, then, are just those situations wherein 
an individual’s in-principle ignorance undermines his or her capacity to locate 
the boundary of vague predicates.

15. � Let me point out that for the argument I am making, it does not matter whether 
participants in a tennis match actually reason classically or not. I am simply 
assuming that participants do not engage in exotic, non-standard forms of 
inference.

16. � It may be helpful to distinguish the peculiar nature of the commitments required 
for tennis matches from those required for, say, baseball. In baseball, home-
plate umpires call a thrown pitch a ‘strike’ or a ‘ball’ based on an imaginary strike 
zone. This abstract region of space does not correspond to any facts that could 
determine whether the umpire is right or wrong in his call. In this sense, an 
umpire’s call is infallible, and although players and coaches will often argue 
with home-plate umpires, there is no expectation that a call of ‘strike’ will be 
overturned. This is not the case in tennis. Resolving whether a ball was ‘in’ or 
‘out’ is not stipulated by a line judge. Rather, it is determined by how the facts 
stand. It is the job of the line judge to accurately describe those facts, and they 
can be wrong in a way baseball umpires cannot. Indeed, the asymmetry in 
commitments between the two sports is highlighted by the fact that professional 
tennis matches have begun to rely on advanced imaging technology (Hawk-Eye) 
to determine how the facts stand. Such technology has no place in baseball 
because there is no ‘fact’ for the technology to represent. I discuss Hawk-Eye and 
its role in tennis in the next several paragraphs. Other sports may be different 
from either of these. Cricket, for example, seems to rely on commitments similar 
to those of tennis, but synchronized swimming, boxing, or diving probably do 
not. Of course, these points are in line with my overall point, which is that different 
speculative commitments – for example, metaphysical, semantic, and logical – are 
appropriate for different activities.
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17. � Since Hawk-Eye is a proprietary system, many of its functional details are 
unknown. As a result, the suggestion that the cameras have a frame rate of 120/s 
is an upper boundary guess.

18. � Let me note again that I am not arguing for or against classical logic. So too, I 
am not suggesting that biologists and philosophers of biology are restricted to 
classically valid forms of inference. Instead, I am simply assuming that biologists 
do not typically rely on exotic, non-classical forms of inference. That assumption 
relies on the fact that they make use of epistemicist commitments to manage 
the vagueness-plagued situations with which they may be faced.

19. � Whether there is but one tree of life or many is controversial. For a sense of the 
territory, see Laporte (2005), Velasco (2010), and Wheeler and Meier (2000).

20. � The idea is that ancestry and descent relations are biologically germane in a 
way that other possible relations are not – for example, simple morphological 
similarity. This fact seems intuitively plausible: if I look very similar to someone, 
but have no familial relations to that person, we generally do not think it is 
reasonable to assume overall physiological similarity. But if I look nothing like 
my parents or grandparents, the mere fact that I descended from them provides 
good reason to think that I will share physiological similarities – for example, 
kidney disease, high blood pressure, heart disease, and so on.

21. � One might worry that epistemicists are concerned with precision whereas 
biologists are concerned with objectivity and that in this paragraph I am conflating 
the two. I believe the worry, however, is misplaced. As I suggest in section 2, 
the metaphysical and semantic commitments of epistemicists invoke the idea 
that the world – that is, objective reality – and the concepts used to represent 
it are precise. Any perceived vagueness is the result of epistemic limitations. 
Similarly, the idea that the phylogentic hierarchy is unique and unambiguous in 
form invokes the idea that objective reality – in this case, ancestry and descent 
relations – is precise and that any blurriness in our understanding of it is due 
to our epistemic limitations. Of course, that is not to say that biologists and 
philosophers of biology are epistemicists (or vice versa), just that the former 
reflect the philosophical commitments of the latter. I show why they do in the 
remainder of this section.

22. � Although theorists argue about how to delimit species, and which species 
concept is the right one, those difficulties need not concern us here.

23. � Not every divergence is represented as a bifurcation. There are also trifurcations 
and other, more numerous branchings. When such complex branching patterns 
show up on phylogenetic trees, however, it is an indication that the actual 
evolutionary process is vague. Put differently, such complex representations 
of evolutionary branching indicate historical situations that are epistemically 
inaccessible in just the way that epistemicists would acknowledge as the 
source of vagueness. Thanks to Matt Haber for making this clear to me. For a 
pithy characterization of the state of play in phylogenetics see Haber’s (2009) 
‘Phylogenetic Inference.’

24. � For a non-technical discussion of these issues, see Sainani’s (2009) ‘Evolution 
and HIV.’

25. � The structure of the examples and of the argument I have been making in the 
last couple of sections is important for fending off two related concerns. To many 
readers, it may sound as though I am trying to support a claim that I am not: 
that we should be epistemicists. That is not my claim. Instead, I am claiming that 
certain activities demand adopting the speculative posture of an epistemicist. 
On such occasions, we should think like epistemicists. This, however, raises a 
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related concern: acting like an epistemicist does not lend support to their peculiar 
metaphysical and semantic views. To insist otherwise would be like insisting that 
acting as though inclined planes are frictionless – for example, when students are 
being introduced to the principles of physics – lends support to the metaphysical 
view that inclined planes are in fact frictionless. In other words, that there are 
occasions where we should act as though things are one way does not provide 
reason for believing that they are in fact that way. Consequently, that we should 
sometimes act like epistemicist views are correct, does not lend support to such 
views. This is a legitimate concern, but not one that undermines my argument. The 
point I am making is that some of the things we do require adopting epistemicist 
commitments in something like the way Strawson (1962) argues that some of the 
things we do require supposing causal determinism to be false. We cannot get on 
with specific activities without presupposing certain metaphysical and semantic 
commitments. On such occasions, the practical issues confronting an agent 
settle questions about what metaphysical and semantic posture is reasonable. 
Notice, then, that such a view rejects the idea that any particular metaphysical 
or semantic view is the uniquely correct view. (Indeed, this is one way in which 
this essay is hostile toward epistemicist views.) If that is right, then of course my 
examples do not lend support to the claim that epistemicists are flatly right in 
their speculative views. Such a claim has never been my contention. They do, 
however, lend support to the claim that there are occasions where we cannot 
help but think like epistemicists. Adopting their posture is the only way to get 
on with certain activities, which we seem to value as human agents.

26. � The question of whether there are vague facts crops up often. For a cryptic 
argument dealing with vagueness in the world, see Evans’s (1978) article, ‘Can 
there be Vague Objects’ as well as the response by Lewis (1988). More recent 
discussions can be found in Dietz and Moruzzi (2010, see especially part II).

27. � Although there are a variety of multivalued logics of vagueness, Edgington’s 
(1997) degree theoretic model or Machina’s (1999) model of partial truth are 
probably most apt for the point made above. Articles by both theorists can be 
found in Keefe and Smith (1997) Vagueness.

28. � For a defense of partial truth and its relation to forms of inference that demand 
bivalence, see Millgram’s (2009) Hard Truths.
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