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Bayesianism and Irrelevant
Conjunction*

Patrick Maher†‡

Bayesian confirmation theory offers an explicatum for a pretheoretic concept of con-
firmation. The “problem of irrelevant conjunction” for this theory is that, according
to some people’s intuitions, the pretheoretic concept differs from the explicatum with
regard to conjunctions involving irrelevant propositions. Previous Bayesian solutions
to this problem consist in showing that irrelevant conjuncts reduce the degree of con-
firmation; they have the drawbacks that (i) they don’t hold for all ways of measuring
degree of confirmation and (ii) they don’t remove the conflict with intuition but merely
“soften the impact” (as Fitelson has written). A better solution, which avoids both
these drawbacks, is to show that the intuition is wrong.

1. Bayesian Confirmation Theory. Philosophers are often concerned with
finding a precise replacement for a vague concept of ordinary language.
The vague concept is then called the explicandum and a proposed precise
replacement for it is called the explicatum; the activity of proposing an
explicatum is called explication. Since the explicandum is vague and the
explicatum is precise, these two concepts are not identical; what is required
for a good explicatum is that it be similar to the explicandum and the-
oretically fruitful and simple. (See Carnap 1950, ch. 1 for further
discussion.)

Bayesianism is best conceived as offering an explicatum for a vague
concept of inductive probability that is used in ordinary language. Clari-
fication of the nature of this explicandum is an important topic but will
not be pursued here. I will simply remark that inductive probabilities
often do not have numeric values. The Bayesian explicatum for inductive
probability is a real-valued function p satisfying the laws of mathematical
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probability. I will here assume that p is a conditional probability function,
with being the explicatum for the inductive probability of H givenp(HFE)
E.

Bayesian confirmation theory offers an explicatum for a vague concept
which I will for now simply refer to as “confirmation”. One of the main
things that needs to be done in this essay is to clarify what this expli-
candum is, but that will be more easily done after I have laid out the
Bayesian explicatum and the problem of irrelevant conjunction. I will
therefore postpone the clarification of the explicandum until Section 4;
in the meantime, I will use ‘confirm’ and its cognates to designate whatever
concept is the explicandum for Bayesian confirmation theory.

Let us define a predicate C as follows:

Definition 1. iff .C(H, E, K ) p(HFE.K ) 1 p(HFK )

Then the Bayesian explicatum for “E confirms H given K” is C(H, E,
.K )

2. The Problem of Irrelevant Conjunction. It is easy to prove:

Theorem 1. If entails E then provided thatH.K C(H.X, E, K )
and .p(H.XFK ) 1 0 0 ! p(EFK ) ! 1

It follows that can be true in cases in which X is intuitivelyC(H.X, E, K )
irrelevant to H and E. Earman (1992, 64f.) and Rosenkrantz (1994, 470f.)
are Bayesians who seem to think that this theorem is a problem that
requires some kind of solution. Fitelson (2002) agrees that there is a
problem but argues that the problem is not Theorem 1 but rather:1

Theorem 2. If then provided thatC(H, E, K ) C(H.X, E, K )
, , ,p(H.XFK ) 1 0 0 ! p(EFK ) ! 1 p(H.XFK ) p p(HFK )p(XFK )

, and .p(E.XFK ) p p(EFK )p(XFK ) p(H.E.XFK ) p p(H.EFK )p(XFK )

Theorem 2 also implies that can be true in cases in whichC(H.X, E, K )
X is intuitively irrelevant to H and E but, unlike Theorem 1, Theorem 2
is not restricted to the case where entails E. Hawthorne and FitelsonH.K
(2004) prove a stronger version of Theorem 2.

Why is either of these theorems a “problem?” The definition of C was
stipulative, so there can be no question about its correctness. Theorems
1 and 2 demonstrably follow from that definition, so there can be no
question about their correctness either. Therefore, the “problem” can only
be that the theorems seem to show that the explicatum C differs from its

1. What follows is Theorem 1 of Fitelson 2002, restated in my notation and including
all the needed provisos.
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explicandum. The thought seems to be that the following appears intui-
tively to be true:

* If X is irrelevant to H and E (given K) then E does not confirm
(given K).H.X

Since the analog of for C is not true (as Theorems 1 and 2 show), it∗
follows that C is in this respect not a good explicatum for confirmation.
That is the problem.

3. Previous Solutions. Earman, Rosenkrantz, and Fitelson all offer Bay-
esian solutions to the problem of irrelevant conjunction. Although they
differ in detail, they all have the same general idea, which is to show that
when X is irrelevant then is confirmed to a lesser degree than H is.H.X

In order to show this they must make some assumptions about how
to measure degree of confirmation. The most popular Bayesian measures
of the degree to which E confirms H given K are the following.

Difference measure: d(H, E, K ) p p(HFE.K ) � p(HFK ),

Ratio measure: r(H, E, K ) p p(HFE.K )/p(HFK ),

Likelihood ratio: l(H, E, K ) p p(EFH.K )/p(EF∼H.K ).

Earman and Rosenkrantz assumed that degree of confirmation is mea-
sured by d; only Fitelson took account of the fact that there are other
possible measures. Fitelson’s solution is to show that if the conditions of
Theorem 2 hold and then andp(XFK ) ! 1 d(H.X, E, K ) ! d(H, E, K )

. Fitelson notes that under the same conditionsl(H.X, E, K ) ! l(H, E, K )
and so the solution fails if degree of confir-r(H.X, E, K ) p r(H, E, K )

mation is measured by r. Fitelson deals with this by (a) observing that
Earman’s and Rosenkrantz’s solutions also fail if r is used and (b) arguing
that r is not a good measure of degree of confirmation (Fitelson 2002,
618).

The solutions of these authors have two drawbacks. First, as just noted,
they all fail if degree of confirmation is measured by r, so advocates of
these solutions need to argue that r is not a good measure of degree of
confirmation. Since r (or its logarithm) has had some important advocates
(e.g., Horwich 1982; Milne 1996; Kuipers 2000), there is a significant issue
here and it would be preferable to have a solution to the problem of
irrelevant conjunction that does not depend on ruling out r.

The second drawback of the solutions offered by these authors is that
they do not fully solve the problem. Recall that the problem arose because

has seemed intuitively to be true, from which it follows that∗ C(H, E,
is true in many cases in which E does not confirm H given K, andK )

hence that C is in this respect not a good explicatum for confirmation.
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The solutions offered by our authors do not deny any of this, which is
why I say that they do not fully solve the problem. What these solutions
attempt to do is merely to “soften the impact” (Fitelson 2002, 611); a
solution that removed the impact altogether would be better.

4. Clarification of the Explicandum. So far I have been using the term
‘confirm’ and its cognates to designate the explicandum for Bayesian
confirmation theory, whatever that may be. But we can’t properly assess
the problem of irrelevant conjunction, or indeed Bayesian confirmation
theory, without knowing what this explicandum is. I will now address this
issue.

Let us adopt the following stipulative definition:

Definition 2. E r-confirms H given K iff the inductive probability of
H given E and K is greater than the inductive probability of H given
K alone.

Since inductive probability is a vague concept of ordinary language, so
is r-confirmation.

There are some good reasons to take the explicandum for Bayesian
confirmation theory to be r-confirmation. One is that if p is a good ex-
plicatum for inductive probability, as Bayesianism maintains, then C must
be a good explicatum for r-confirmation, and in fact C seems tailor-made
to explicate r-confirmation.

Another consideration is that the term ‘confirmation’ has sometimes
been used in the literature of confirmation theory to mean r-confirmation.
For example, Nicod (1923, 1970, 189) stipulated that he would use ‘con-
firmation’ to mean r-confirmation. Also Carnap’s (1950) attempts to clar-
ify what he called the “classificatory concept of confirmation” show that
he had in mind r-confirmation.

An alternative possibility is to take the explicandum to be the concept
that ordinary people and scientists mean when they talk of “confirma-
tion.” But if this ordinary concept is r-confirmation, then this suggestion
is equivalent to the preceding one. On the other hand, if the ordinary
concept of confirmation differs from r-confirmation, then C will be a poor
explicatum for it.

To illustrate this last point, suppose it is true (as I think it is) that in
ordinary language, including science, E confirms H given K only if H has
a high inductive probability given E and K. Since is true inC(H, E, K )
many cases in which is small, it follows that if p is a goodp(HFE.K )
explicatum for inductive probability then is true in many casesC(H, E, K )
in which H is very improbable, and hence the explicatum C diverges
fundamentally from its explicandum.

Another example: Goodman (1979, 68f.), Gemes (1994, 598f.), and
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others apparently believe that in ordinary language, E confirms H if and
only if E raises the inductive probability of every “component” or “part”
of H. I don’t myself think that this condition is either necessary or suf-
ficient. But if these philosophers were right, then C would again be a very
poor explicatum for the ordinary language concept of confirmation. For
example, Carnap (1950, 395) showed that it is possible to have:

C(H .H , E, K ).∼C(H , E, K ).∼C(H , E, K ).1 2 1 2

If and are components or parts of then this result wouldH H H .H1 2 1 2

show a serious discrepancy between C and the ordinary concept, if Good-
man et al. are right about the ordinary concept.

In short, Bayesian confirmation theorists must choose between these
options:

i. The explicandum for Bayesian confirmation theory is r-confirma-
tion. In that case, C is a good explicatum provided p is.

ii. The explicandum differs from r-confirmation. Then C is not a good
explicatum even if p is.

It seems clear to me that the best choice for Bayesian confirmation the-
orists is i. I will assume this in what follows. If there are Bayesian con-
firmation theorists who disagree with this choice, then they owe us an
account of what exactly their explicandum is and why they persist with
C as their explicatum.

5. A Better Solution. Now that we have decided what concept Bayesian
confirmation theory is trying to explicate, we can solve the problem of
irrelevant conjunction. If this problem is not just an equivocation, then
the term ‘confirms’ in must mean ‘r-confirms.’ But then it is easy to∗
see that is false. For example, if X is not certainly false and H is not∗
certainly true and X is irrelevant to H, then H raises the inductive prob-
ability of , and hence it r-confirms , contrary to .H.X H.X ∗

Here is a numerical example: Suppose K tells us that a coin is fair, let
H be that the coin lands heads on the first toss, and let X be that it lands
heads on the second toss. Thus X is irrelevant to H given K. This is a
case where inductive probabilities have precise quantitative values; the
inductive probability of is given just K and is given H andH.X 1/4 1/2
K, so H r-confirms given K, contrary to .H.X ∗

The observation that is false solves the problem of irrelevant con-∗
junction without either of the drawbacks of previous Bayesian solutions.
It does not depend on a choice of measure of degree of confirmation and
it fully solves the problem. The reason Bayesian confirmation theorists
have not seen this solution before is that they have not been clear about
what their explicandum is.
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