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ABSTRACT

The well-known ant colony optimisation (ACO) meta-heuristic is
applied to optimise the parameters of a new fuzzy command to line-
of-sight (CLOS) guidance law. The new guidance scheme includes
two phases, a midcourse and a terminal phase. In the first phase, a
lead strategy is utilised which reduces the acceleration demands. A
proportional derivative (PD) fuzzy sliding mode controller is used as
the main tracking controller of the first phase. Moreover, a super-
visory controller is coupled with the main tracking controller to
guarantee the missile flight within the beam. In the terminal phase, a
pure CLOS guidance law without lead angle is utilised. For this
phase, a new hybrid fuzzy proportional-integral-derivative (PID)
fuzzy sliding mode controller is proposed as a high precision
tracking controller. The parameters of the proposed controllers for
the first and the second phases are optimised using ACO. In this
regard, the recently developed continuous ant colony system
(CACS) algorithm is extended to multi-objective optimisation
problems and utilised to optimise the parameters of the pre-
constructed fuzzy controllers. The performance of the resulting
guidance law is evaluated at different engagement scenarios and
compared with the well-known feedback linearisation method. The
comparison is also made in the presence of measurement noise.

NOMENCLATURE

A, the fuzzy set defined over time, corresponding to the
first guidance phase

A, the fuzzy set defined over time, corresponding to the
second guidance phase

a, the average of control effort for given scenarios

Aymax maximum acceleration per channel

a axial acceleration of missile
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yaw acceleration of missile

pitch acceleration of missile

yaw acceleration of target

pitch acceleration of target

yaw acceleration command

pitch acceleration command

the first phase yaw acceleration command

the second phase yaw acceleration command

the first phase pitch acceleration command

the second phase pitch acceleration command

drag coefficient

zero lift drag coefficient

lift coefficient

Cos(0)

disturbance due to the difference between commanded
and actual missile acceleration

disturbance due to real target manoeuvre

disturbance due to virtual target manoeuvre

drag force

the centre of the fuzzy set positive (P) defined over the
error signal

the centre of the fuzzy set positive (P) defined over the
error rate signal

guidance command frequency

gravity acceleration

the indicator function used to activate the supervisory
controller

the indicator surface used to define I’

number of ants

design vector used in the definition of the supervisory
controller

the coefticient of induced drag term
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K, the derivative gain of the PID controller/surface u membership function

Ko the centre of the fuzzy set big defined over K, p air density

K; the integral gain of the PID controller/surface G, azimuth angle of LOS to missile

K, the centre of the fuzzy set big defined over K; G, azimuth angle of LOS to real target

K, the proportional gain of the PID controller/surface G, azimuth angle of LOS to virtual target

K, e the centre of the fuzzy set big defined over K, o, azimuth lead angle

M missile mass T pheromone intensity

M mach number 0, angle of target lateral manoeuvre measured from Y,

NB the fuzzy set ‘negative big’ Ope roll angle command

NM the fuzzy set ‘negative mid’ v, yaw angle of missile

PB the fuzzy set ‘positive big’ v, yaw angle of target

PM the fuzzy set ‘positive mid’ o, natural frequency of missile control system

70 the fuzzy set ‘zero’

7, average of normalised tracking error for given scenarios

R, tracker-to-missile range

R, tracker-to-target range 1.0 INTRODUCTION

s distance from the sliding surface The principle of command to line-of-sight (CLOS) guidance law is

N fuzzy variable of the universe of discourse, s to force the missile to fly as nearly as possible along the instanta-

Sing centre of the fuzzy set NB defined over s corresponding neous line joining the ground tracker and the target, called the line-
to the first phase of-sight (LOS)"?". Theoretically, the missile-target dynamic

S\ en centre of the fuzzy set PB defined over s corresponding equations are nonlinear and time-varying, partly because the
to the first phase equations of motion are described in an inertial frame, while aerody-

Sipum centre of the fuzzy set PM defined over s corresponding namic forces and moments are prescribed in the missile and target
to the first phase body frames. Many different control techniques have been

Sypm centre of the fuzzy set PM defined over s corresponding developed and applied to design CLOS guidance laws, examples of
to the second phase which are optimal control theory®'”, feedback linearisation”,

SO Sin(0) polynomial method®, variable structure control®, supervisory

S missile reference area control"?, fuzzy logic control™*'® and so on.

4 total flight time The CLOS guidance is regarded as a simple and low-cost

Lmin minimum flight time guidance concept primarily since it allows for the placement of

ty time-to-go avionics on the launch platform instead of the expendable vehicle?.

Leoman time-to-go at which target manoeuvres The performance of CLOS guidance is known to be typically good

Lomin minimum time-to-go for low speed targets”. But as the velocity of target increases, the

b i minimum time duration required for the second phase LOS angular rate and acceleration increase as well. This means that

I shaping phase time duration in order for the missile to stay on the tracker beam, a CLOS missile

T thrust force must pull latax, leading to a curved trajectory. This demand for

u total control signal additional latax is sometimes supplied in the form of feed-forward

Uy main control signal signals. Moreover, as the range of target increases, it will be a

U supervisory control signal challenge to compromise between miss distance and control effort.

Uins centre of the fuzzy set NB defined over u corresponding To reduce the acceleration demands for high speed targets, there is a
to the first phase well-known modification on CLOS guidance, called the lead angle

U g centre of the fuzzy set PB defined over u corresponding method®*'"*?”, In this method, missile is guided toward a virtual
to the first phase target located with a lead angle with respect to the real target.

U, pu centre of the fuzzy set PM defined over u corre- However, this method needs a continuous and precise estimation of
sponding to the first phase time-to-go. In this paper a combination of lead angle method and

U, pu centre of the fuzzy set PM defined over u corre- pure CLOS guidance is proposed to simultaneously receive the
sponding to the second phase benefits of the two strategies. The proposed guidance scheme is

vV Lyapunov function composed of two sequential phases. In the first phase, namely the

Y, missile velocity midcourse phase, the lead angle method is utilised to reduce the

v, target velocity acceleration demands using approximate information on time-to-go.

(X, Vs 2,,)  miissile position in inertial frame In the second phase, namely the terminal phase, a pure CLOS

(X ¥ 2) target position in inertial frame guidance, based on a precise tracking controller, is utilised to

(X, Y, Z)  inertial frame accurately intercept the target with no information requirement on

(X, Y., Z)) line-of-sight (LOS) frame time-to-go.

(X Y, Y, missile body frame Noting to the recent advances in intelligent control systems and

(X, Yp, Z7)  target body frame soft-computing technology, one can utilise fuzzy logic (FL) to

Vo elevation angle of LOS to missile design the first and the second phase controllers, as well as the

Y elevation angle of LOS to target shaping phase. The most attractive feature of fuzzy logic control

1) beam half angle (FLC) is that the expert knowledge can be easily incorporated into

C damping ratio of missile control system the design process. FLC can model the qualitative aspects of human

ull scaling factor used to normalise s for the first phase knowledge and reasoning processes without employing precise

1, scaling factor used to normalise s for the second phase quantitative analyses. It also possesses several advantages such as

0, pitch angle of missile robustness, being model-free, universal approximation and a rule-

. pitch angle of target based algorithm™®. However, the stability analysis for general FLC

Ay a positive constant used to define the sliding surface of systems is still lacking. To cope with this deficiency, a combination
the main controller of FLC and the well-known sliding mode control (SMC) has been

As a positive constant used to define the indicator surface proposed in recent years, called fuzzy sliding mode control
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sense®. This technique has been widely used in many control appli-
cations, as well as the CLOS guidance problem"?. The other
advantage of FSMC is that it has fewer fuzzy rules than FLC.
Moreover, by using SMC, the system possesses more robustness
against parameter variations and external disturbances.

In this study PD-FSMC, known as a fast and coarse controller®,
is utilised for the midcourse phase. In addition a supervisory
controller, as proposed in Ref. 11, is coupled with the main tracking
controller to guarantee the missile flight within the beam. In the
terminal phase a new hybrid fuzzy PID-FSMC is proposed, as a
precise tracking controller. The proposed fuzzy PID-FSMC can be
described as the fuzzy gain scheduling (FGS)®” of a PID fuzzy
sliding mode controller. A fuzzy shaping phase is also utilised to
gradually switch from the first to the second guidance phase.

The designer should determine the parameters of the first and the
second phase fuzzy controllers, as well as the shaping phase. In
traditional FLC designs, the parameters were tuned by a trial and
error procedure, based on certain physical sense or designer’s experi-
ences. However this tuning procedure is faced with two important
problems; the knowledge does not always completely exist and the
manual tuning of all the base parameters takes time. To cope with
these problems, the learning methods were introduced. The first
attempt was made by Procyk and Mamdani in 1979, with a self
tuning controller®. The gradient descent method was used by
Takagi and Sugeno in 1985 as a learning tool for fuzzy modeling
and identification®. It was used by Nomura, ef a/ in 1991 as a self
tuning method for fuzzy control®”.

The gradient descent method is appropriate for simple problems
and real time learning, since it is fast. But it may be trapped into
local minima. Also the calculation of the gradients depends on the
shape of membership functions employed, the operators used for
fuzzy inferences, as well as the selected cost function. In 1998,
Siarry and Guely applied the well-known genetic algorithm to the
problem of tuning the parameters of a Takagi-Sugeno fuzzy rule
base®". The same problem was solved in Ref. 32, using continuous
ant colony system (CACS)®, which is a variant of the well-known
ant colony optimisation (ACO) meta-heuristic®*> for continuous
optimization problems. CACS is known as a fast global optimisation
method, as compared to some other meta-heuristics such as genetic
algorithms (GA)®>*.

In a previous work"®, the authors have successfully applied CACS
to design a PD-FSMC CLOS guidance law. In this study, CACS is
utilised to design the proposed two-phase CLOS guidance scheme.
The design parameters include the parameters of the first and the
second phase fuzzy controllers, as well as the shaping phase. The
optimisation problem is to find the optimum value of the design
parameters that simultaneously minimise the control effort of the
total flight, as well as the average tracking error of the terminal
phase. This is a multi-objective optimisation problem. So CACS is
modified and extended from single to multi-objective optimisation
problems. The cost functions are evaluated over ten randomly
generated engagement scenarios. In the simulation of these
scenarios, a step target manoeuvre® with random direction and
random initiation time is used. The performance of the optimal two-
phase CLOS guidance strategy, designed in this way, is then
evaluated at some other engagement scenarios and compared with
that of a model-based feedback linearisation method, proposed in
Ref. 7. The simulation results show good performances both in terms
of control effort and tracking behaviour, as well as the final miss
distance.

2.0 PROBLEM DEFINITION

In this section the three-dimensional CLOS guidance is formulated
as a nonlinear time varying tracking problem. In modeling the
pursuit dynamics of missile and target, the following assumptions
are made:
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Figure 2. Definition of the tracking error.

Al: Compared with the overall guidance loop, the autopilot
dynamics is fast enough to be neglected.

A2: The total angle-of-attack is small enough to be neglected.

A3: The body-beam angle is small enough to be neglected.

These assumptions are generally accepted in the design and analysis
of missile guidance laws. However, the effect of autopilot dynamics
and body-beam angle on guidance performance and the effect of
angle-of-attack on induced drag are considered in the simulations.

The three-dimensional pursuit situation is depicted in Fig. 1,
where the origin of the inertial frame is located at the ground tracker.
The z, axis is vertical upward and the X,—Y, plane is tangent to the
Earth surface. The origin of the missile body frame is fixed at the
missile centre of mass with the X, axis forward along the missile
centreline.

By defining the LOS frame as depicted in Fig. 2, the three-dimen-
sional guidance problem can be converted to a tracking problem. As
mentioned in section 1, the concept of CLOS guidance law is to
guide the missile onto the LOS to target. Therefore a reasonable
choice of the tracking error can be considered as follows

[AG] B |:(')'m —Gt:| )
NS

The problem involves designing a controller to drive [Ac, Ay]" to
zero. The same design algorithm will be applied for both azimuth
and elevation angle control. In the following, the azimuth angle
control is chosen as an example.

Assume that e(t) = Ac represents the azimuth loop tracking error.
By considering a,, and q, as the missile’s and the target’s acceleration
along the axis Y, it can easily be shown that

6,=-2(R/R)S,+a /R Q)
5,=-2(R,/R,)S, +a, /R,
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Therefore, the differential equation of the error signal can be written ()
as : A2
é()=-2(R,/R,)é(®)=2(R,/R)S, (1)=&, +(/R)g, ---()
By defining f(e,f) = —2(R,/R,)é(f) and g(f) = 1/R,(f), Equation (3) ¢ t
can be rewritten as 2, min

5 t1 ts tf‘ min

ém=fe.n+g®la,(-a, ()+a, ()-R0 —2Rc
=f(e,0+gO)[u()+d,(1)]

where e = [e(f), é(¢)]" is the state vector of the error signal, u(f) =
a,(t) - R,6, — 2R,6, is the control signal and d,(f) = a,, —a, () the
disturbance due to the difference between the commanded acceler-
ation and the actual acceleration, respectively. The equation
a ) = ul) + R,G, + 2R G, shows that the feed-forward term
R,5,+ 2R,G, can be added to the control signal u(¢), obtained from
the guidance loop, to make the acceleration command a,(f). The use
of this feed-forward term usually entails additional measurements
and/or differentiations.

G

3.0 TWO-PHASE CLOS GUIDANCE

The performance of CLOS guidance is known to be typically good
for low speed targets. But as the velocity of target increases, the
LOS angular rate and acceleration increase as well. This means that
in order for the missile to stay on the tracker beam, a CLOS missile
must pull latax, leading to a curved trajectory. In the case of high
crossing rate targets, the CLOS guidance law with lead angle can be
utilised. In this strategy, missile is guided toward a virtual target
located with a lead angle with respect to the real target. The lead
angle decreases with time and becomes zero at the interception
point. This strategy decreases the curvature of missile trajectory as
well as the demanded acceleration commands. However, to calculate
the lead angle it is necessary to continuously estimate time-to-go (z,,)
with an acceptable accuracy. But in the condition of prevailing
electronic counter measures (ECM) it is not possible to measure the
range of target and estimate 7,,. As a result the lead strategy can not
be used in such a condition.

Although the exact value of f,, is not always known, a lower
bound, called the minimum time-to-go (Z,,.), can easily be
estimated using any information on the initial range and velocity of
target. To calculate #,,,,, the minimum interception time is used
instead of the exact value of this parameter (7,,,., = fu, — ).
Therefore no additional measurement is needed. Then, the guidance
problem can be divided into two separate phases. In the first phase,
namely the midcourse phase, the CLOS guidance law with lead
angle can be applied based on the initially estimated #,,,, instead of
the instantaneous #. In the second phase, namely the terminal phase,
the ordinary CLOS guidance law is applied with no information
requirement on the time-to-go. The start time of the terminal phase
must be sufficiently less than #,,, to provide the minimum time
required for this phase to become effective (¢,,,,). This parameter is
determined by the optimisation algorithm such that in the worst
condition which the interception time equals to the initially
estimated #;,,,, the missile can successfully intercept the target.

Since the proposed guidance law has two phases, a shaping phase
is also necessary to gradually change the guidance strategy. In this
paper a single input single output TSK fuzzy system is proposed for
the shaping phase. The input and output of this fuzzy system are
time and acceleration command, respectively. Two fuzzy sets A, and
A, are defined over the input variable, corresponding to the first and
the second guidance laws. These sets are shown in Fig. 3.

The shaping phase duration, £, can also be determined by the
optimisation algorithm. To continuously switch from the first to the
second phase, it is recommended to use Z and S membership
functions instead of the common trapezoidal ones. The membership
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Figure 3. Definition of the fuzzy sets for the shaping phase fuzzy

system.
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Figure 4. The implementation model of two-phase CLOS guidance for
azimuth channel.

functions of the corresponding fuzzy sets A, and A, are defined as
follows

1 1<t
(t-t )
iy, ()= 0~5+0~5Cosk an H<t<t =l 6
S
0 1> tﬁmin - tZ,min
0 1<t
(t-t )
_ 5.0, Th _
o (=4 05 05COSL . nJ L<E<t =y ..(6)
1 > t»/;min - tl,min

where ¢, called the shaping phase duration, is also determined by the
optimisation algorithm. It can be easily shown that p, (1) +p,,(6) = 1,
for all > 0. The fuzzy control rules of the shaping phase are written
as follows:

Rule I:if7is A, then a,. = a,,, a..= a

Rule 2: if tis A,, then a,. = Qyepy Az = a

zc)

zc)y

Defuzzification of the system output is accomplished by the method
of centre-of-gravity. In this way, the instantaneous acceleration
command can be written as follows:

ayL' = MA1 (t) ay(‘l + HA2 (t) ay.’:2 (7)
azc = HAI (t) azcl + “’ A, (t) az(rz .

The implementation model of the two-phase CLOS guidance for a
sample channel is shown in Fig. 4. In the next two sections the
proposed controllers for the midcourse and the terminal phases are
described.

4.0 MIDCOURSE GUIDANCE LAW DESIGN

The main objective of the first guidance phase is to guide the missile
along an optimally generated trajectory toward the target. In this
regard, the CLOS guidance with lead angle is utilised as an alter-
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native. This strategy decreases the curvature of missile trajectory
with respect to the pure CLOS guidance. It also decreases the total
acceleration requirement as well as the total time of flight. A fuzzy
sliding mode controller is constructed, as the main tracking
controller of this phase, to guide the missile along the desired LOS.
Moreover the proposed supervisory controller in Ref. 11 is used to
guarantee the missile flight within the beam. This supervisory
controller is applied in the form of an additional control signal that is
activated when the beam angle constraint goes to be violated. In the
next subsections, the proposed main and supervisory controllers are
described.

4.1 Design of the main tracking controller

The main tracking controller of the first guidance phase is designed
to approximately guide the missile on the virtual LOS. Here, the
error signal is defined as € (f) = 6/ — o,,. In this phase, it is not
important to have a precise and fast tracking controller since the
interception is not supposed to occur. However it is important to
have no overshoot or only a small overshoot because missile may be
occasionally guided near the beam boundaries. Therefore, in this
paper a proportional derivative (PD) fuzzy sliding mode controller
(FSMC) is proposed as the main tracking controller of the first
phase. This controller is described in the next subsections.

4.1.1 Sliding mode control

Let s(¢') = 0 denote a hyper-surface in the space of the error state,
called the sliding surface. The purpose of sliding mode control is to
force the error vector € to approach the sliding surface and then
move along it to the origin. If A PD sliding surface s is defined as

b d ] A 1
s(e’,e):(dtﬂw]e:e +A, e .8

where A, is a positive constant that is determined by the optimisation
algorithm. It is obvious from Equation (8) that keeping the states of
system on the sliding surface will guarantee the tracking error vector
asymptotically approach to zero. The corresponding sliding
condition®” is

d .
fas =s55<0 O]

The general control structure that satisfies the stability of the sliding
motion, can be written as®®

u, =1, —Ksgn(s) ...(10)

where 1, is called the equivalent control law that is derived by
setting s = § = 0, and K is a positive constant. The sliding condition
can be satisfied as long as each K is chosen large enough®®.

4.1.2 Fuzzy sliding mode control

FSMC can be regarded as a fuzzy regulator that controls the state of
system to approach to the sliding surface. Let S denote the fuzzy
variable of the universe of discourse, s. Then some linguistic terms
can be defined to describe the fuzzy variable S, such as zero (ZO),
positive big (PB), negative mid (NM), etc. Such linguistic expres-
sions can be used to form fuzzy control rules as follows

Rule 1: If S'is NB, then U,,is PB
Rule 2: If S'is NM, then U,, is PM
Rule 3: If S'is ZO, then U, is ZO
Rule 4: If S'is PM, then U,, is NM
Rule 5: If S'is PB, then U,,is NB

AGH))
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Figure 5. Definition of fuzzy membership functions for the main
controller of the first phase.
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Figure 6. Fuzzy sliding surface of a second order system.

where U,, denotes the fuzzy variable of the control signal u. Each
linguistic term is associated with a fuzzy set as shown in Fig. 5. The
parameters of these sets are determined by the optimisation
algorithm. A scaling factor is also used to normalise the fuzzy sets.

The fuzzy sliding surface of a second-order system is shown in
Fig. 6, where ), represents the scaling factor. For normalised fuzzy
sets, S;xs = —1 and S, = 1. The maximum control energy u,,, is
also bounded by physical limitations, that is U,z =—1 and U, 5 = 1.
If the symmetry of fuzzy terms corresponding to s and U, is
assumed, the remaining design factors are S, ;y;, U, py, and the scaling
factor n,. Therefore, the optimisation parameters corresponding to
the main controller of the first phase include Sy, U, py, M1, and the
positive constant A,,.

4.2 Design of the supervisory controller

The lead angle method, used in the midcourse phase, may
occasionally guide the missile near the boundaries of the tracking
beam. The purpose of the supervisory controller is to guarantee the
missile to fly within the beam. Here, the guidance problem involves
designing a controller that controls the signal u(#) to drive e(?) to its
desired value, subjected to the following constraints

e=fle.)+gO[u®)+d, ()]

le(t)|<8 forall £>0 ... (12)

where § is the beam half angle. The first constraint is the dynamic
equation of system and the second one is the beam angle constraint.
The control signal u(?) is proposed as a combination of the main and
the supervisory controller. It can be written as follows

u(t)=u, +1u ... (13)
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The main controller, u,, tracks the desired value, e, (f), while the
supervisory controller, ug, acts to satisfy the beam constraint. The
supervisory controller is activated only when the controlled signal
e(?) goes to hit the boundary of the constraint set {e] ¢ < 3}. The
indicator function I" is defined as follows

0 ‘e‘<8
1 e[>3

*

I = L (14)

Therefore u,, is still the main control action. The problem now is to
design the control signal u such that | e(f) <8 for all > 0. Let’s
define u'(#) as follows:

. 1 T
u (t):%[—f(esf)—k e] ...(15)

where k = [k, k,]" € R? is such that all roots of the equation S* + k,S
+ k, = 0 are in the left half of the complex plane. Using Equations
(13) and (15), one can rewrite the Equation (4) as follows:

ét)y=—-K'e+g(t)[u, —u +'ug+d,(t)

... (16)
Defining
I
A = 5 b =
—k, -k, g
allows the Equation (16) to be written as:
é=Ae+blu, —u +1u +d, (1) . (17)

Now the supervisory controller ug is designed to guarantee the
situation | e(f) < 8. A candidate Lyapunov function can be defined
as:

[
V=—e Pe ... (18
2 (18)

where P is a symmetric positive definite matrix satisfying the
Lyapunov equation

AP+PE=-Q ...(19)

and the positive definite matrix Q > 0 is specified by the designer.
Since A is stable, such P always exists. Using Equations (17) and
(19) and considering | ¢ =8, we will have:

V= %eTPAe+%eTPb[uM —u" +ug+d, ()]

+%eTATPe+%[uM7u*+uS+dm(t)]bTPe ... (20)

1
= —EeTQ e+ W

where the first term is always negative and
W=e"Pbu, —u +u;+d, ()] ... 2D
Considering d,, as the upper limit of d,,
Wg\eTPb\.(\u,w\+\u*\+d,:)+eTPbuS (2
We also need some additional information about f{e,f) and g(f). One
can determine f"(e,f) and g,(#) such that | f(er) <f"(er)and 0 <

g.() < g(?). That is, we assume that we know the upper bound of
fle,t) and the lower bound of g(z). Now u, is proposed as follows:

u, =—sgn(e'Pb)- {g;(t) “(e,t)+kTe)+uM+d;ﬂ ... (23)
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Therefore
f(e,)|+|K"e|
+
g

WseTPb-[ Ju |+ do-L @0 e —u,w—d,‘;]

g g0

<

WSeTPb,[ ren| rren K kTe]

gty g g g/

According to Equation (20), the last inequality implies ¥ < 0.
Therefore the supervisory controller® stabilises the system in the
sense of Lyapunov and guarantees that| ¢ will decrease if| ¢ >8.
Since it is required to absolutely prevent the situation that | ¢ >3,
in the next step we define an indicator surface, I;

I=ée+hge 4

where A is specified by the designer. The so defined indicator surface
has been shown in Fig. 7. It can easily be observed that to satisfy the
condition| ¢ <3, it is also necessary to control I such that

[ 7]<2d .25

Therefore the definition of indicator function can be modified as
follows:

0 ‘e‘<6and‘]‘<7»56
1 le| =8 or [I|210 .. (20

*

Since I" in Equation (26) is a step function, the supervisory
controller begins operation as soon as e hits the boundary | ¢ =3 or
I hits the boundary | ] = A3, and is idle while e and I satisfy the
constraint sets | < & and | ] < AJ, hence the system may
oscillate across the boundary | ] = A3. One way to overcome this
chattering problem is to allow I to continuously changing from 0 to
1. So a modification to I" is proposed as follows:

0 ‘e‘<a§ and ‘I‘< ak o
o (/B 1B }a g clecs o arg<|i]<h .- 27)
l1-a
1 ‘e‘ZS or ‘1‘27»36

where a € (0,1) is a parameter specified by designer. With this
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Figure 8. Definition of membership functions for the inputs of
the fuzzy gain scheduler.

,u(Kp) w1 (K;)

0 K p.max 0 K i,max

Figure 9. Definition of membership functions for the outputs
of the fuzzy gain scheduler.

modified I' in Equation (27), the supervisory controller u; operates
continuously from zero to full strength as| e| /3 or| /| /A& changes
fromato 1.

5.0 TERMINAL GUIDANCE LAW DESIGN

In the terminal phase, the pure CLOS guidance law without lead
angle is utilised. The guidance problem involves designing a
controller to drive [Ac, Ay]” to zero. The main objective of the
terminal phase is to intercept the target with a low miss distance.
Therefore, a fast and fine tracking controller should be designed. For
this purpose, a new hybrid fuzzy PID-FSMC is proposed. The
proposed scheme can be described as the fuzzy gain scheduling® of
a PID fuzzy sliding mode controller. In the next two subsections, the
concept of fuzzy PID-FSMC is described.

5.1 Fuzzy gain scheduling of PID controllers

Proportional integral derivative (PID) controllers are widely used in
industrial control systems because of their simple structure and
robust performance. The transfer function of a PID controller has the
following form:

G(S)=K,+K,/S+K, S ...(28)

where K,, K, and K, are the proportional, integral and derivative
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Table 1
Fuzzy gain scheduler rule base corresponding to K,
ele N V4 P
N B B B
Z S B S
P B B B
Table 2
Fuzzy gain scheduler rule base corresponding to K;
ele N V4 P
N S S S
Z B B B
P S S S
Table 3
Fuzzy gain scheduler rule base corresponding to K,
ele N Z P
N B B B
Z S B S
P B B B

gains, respectively. It is assumed that these parameters are in
prescribed ranges [0, K,,,.], [0, X;,.], and [0, K,,,.], respectively.
Great efforts have been devoted to develop methods to determine
optimal values of proportional, integral and derivative gains. Fuzzy
gain scheduling of PID controllers was proposed by Zhao et al/®” in
1993. This method utilises a supervisory fuzzy system to determine
the PID controller gains and it is the PID controller that generates
the main control signal.

Human expertise on PID gain scheduling is used to exploit fuzzy
rules. For example when there is a big error, a big control signal is
required to achieve a fast rise time. To produce a big control signal,
the PID controller should have a large proportional gain, a large
integral gain, and a small derivative gain. Thus the proportional and
integral gains (K,, K)) can be represented by the fuzzy set big (B),
and the derivative gain by a fuzzy set small (S). The other situations
are also investigated in the same manner and a thus complete rule
base is developed corresponding to each output of the fuzzy system.

5.2 Fuzzy PID-FSMC

A general PID sliding surface can be defined as follows"?
s:er+Kijt:edt+Kdé ...(29)

where t, = t;,,, —,,,.;, is the start time of the terminal phase. The PID-
FSMC is regarded as a fuzzy regulator that controls the variable s
approach to zero. The same membership functions as in Fig. 5 and
the same fuzzy rules as proposed in Equation (11), are also adopted
here.

In fuzzy PID-FSMC, the proportional, integral and derivative
gains of the PID sliding surface are adapted on-line using a fuzzy
gain scheduler as described in the previous subsection. The corre-
sponding input and output membership functions are shown in Figs
8 and 9, respectively. The rule bases are provided in Tables 1, 2, and
3, corresponding to the outputs K, K, and K,,, respectively. Here, the
product operator is chosen as t-norm, and the defuzzification is done
using the method of centre of gravity.

The parameters of fuzzy PID-FSMC are determined through the
optimisation process. Assuming K,,,,. = 1, the remaining parameters
include S, v, Uspns Mo> Ko Ko € @0d €, The definitions of
the first three parameters are similar to those of the main PD-FSMC
tracking controller of the first phase.
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6.0 ANT COLONY OPTIMISATION
META-HEURISTIC

Ant algorithms were inspired by the observation of the real ant
colonies. An important and interesting behaviour of ant colonies is
their foraging behaviour, and in particular, how ants can find the
shortest path without using visual cues. While walking from the food
sources to the nest and vice versa, ants deposit on the ground a
chemical substance called pheromone which makes a pheromone
trail. Ants use pheromone trails as a medium to communicate with
each other. They can smell pheromone and when they choose their
way, they tend to choose paths with more pheromone. The
pheromone trail allows the ants to find their way back to the food
source or to the nest. Also, the other ants can use it to find the
location of the food sources, which are previously found by their
nest mates.

6.1 Ant colony system

Ant colony system (ACS) is one of the first discrete algorithms,
proposed based on ACO. At first it was applied to the well-known
traveling salesman problem (TSP), which is a discrete optimisation
problem. This algorithm uses a graph representation, like as the
cities and the connections between them in the TSP. But, in addition
to the cost measure, each edge has also a desirability measure, called
pheromone intensity. To solve the problem, each ant generates a
complete tour by choosing the nodes according to a so called
pseudo-random-proportional state transition rule, which has two
major features. Ants prefer to move to the nodes, which are
connected by the edges with a high amount of pheromone, while in
some instances, their selection may be completely random. The first
feature is called exploitation and the second is a kind of exploration.
While constructing a tour, ants also modify the amount of
pheromone on the visited edges by applying a local updating rule. It
concurrently simulates the evaporation of the previous pheromone
and the accumulation of the new pheromone deposited by the ants
while they are building their solutions. Once all the ants have
completed their tours, the amount of pheromone is modified again,
by applying a global updating rule. Again a part of pheromone
evaporates and all edges that belong to the global best tour, receive
additional pheromone conversely proportional to their length.

6.2 Continuous ant colony system

In this part, continuous ant colony system (CACS) is shortly intro-
duced. The interested readers can refer to Ref. 32 and Ref. 33, to
find more details.

A continuous optimisation problem is defined as finding the
absolute minimum of a positive non-zero continuous cost function
flx), within a given interval [a,b], which the minimum occurs at a
point x. In general f can be a multi-variable function, defined on a
subset of R" delimited by » intervals {[a,, b],i =1, ... n}.

Continuous ant colony system (CACS) has all the major charac-
teristics of ACS, but certainly in a continuous frame. These are a
pheromone distribution model, a state transition rule, and a
pheromone updating rule.

6.2.1 Continuous pheromone model

Although pheromone distribution has been first modeled over
discrete sets, like the edges of TSP, in the case of real ants,
pheromone deposition occurs over a continuous space. The
pheromone intensity of CACS is modeled in the form of a normal
probability distribution function (PDF):

win )’

() = 1 20 ... (30)

e
V2o

_ (x—x,
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where x,,, is the best point in the interval [a, b] which has been
found from the beginning of the trial and ¢ is an index of the ants
aggregation around x,

min*

6.2.2 State transition rule

The pheromone intensity of CACS is modeled in the form of a
normal PDF. Therefore a random generator with a normal PDF is
used as the state transition rule to choose the next point to move to.

6.2.3 Pheromone update

Ants choose their way through the probabilistic strategy of Equation
(30). At the first iteration, there isn’t any knowledge about the
minimum point and the ants choose their destinations only by explo-
ration. It means that they must use a high value of &, associated with
an arbitrary x,,, to approximately model a uniform distribution
function. During any iteration, pheromone distribution over the
search space will be updated using the acquired knowledge of the
evaluated points by the ants. This process gradually increases the
exploitation behaviour of the algorithm, while its exploration
behaviour will decrease. Pheromone updating can be stated as
follows: The value of objective function is evaluated for the new
selected points by the ants. Then, the best point found from the
beginning of the trial is assigned to x,,. This is called global
minimum update. Also the value of o is updated based on the
evaluated points during the last iteration and the aggregation of those
points around x,,,. To satisfy simultaneously the fitness and aggre-
gation criteria, a concept of weighted variance is utilised as follows:
k
1 >
— X, —X .
Ly, )

2 J=1

o= Zk: | , forall jinwhich f,# 1. ...(31)
Jj=1 f, - f min

Here k is the number of ants. It means that the centre of region
discovered during the subsequent iteration is the last best point and
the narrowness of its width is dependent on the aggregation of the
other competitors around the best one. The closer the better solutions
get (during the last iteration) to the best one, the smaller is assigned
to the next iteration.

6.3 Pareto continuous ant colony system

The original CACS, proposed in Ref. 32 has been developed for
single objective optimisation problems. In this paper, the Pareto
optimality condition (POC) is used to extend CACS to multi-
objective optimisation problems. The proposed scheme is called
Pareto CACS (PCACS).

POC is defined as follows®”: Consider a problem with m different
objective functions f(x), ..., f,(X) and consider two different
objective sets f' and £, corresponding to two feasible solutions x'
and x*. The objective set f' is called Pareto optimal with respect to £,
if /< f7 for andj=1, ..., m for at least one .

PCACS differs from the original CACS in the way pheromone
distributions are updated. This method utilises two different Global
minimum update (GMU) strategies, a Pareto GMU and a single
objective GMU. Consequently, there are two current solutions corre-
sponding to any iteration, a Pareto optimal solution (X,,,,, f,,), and
a single objective optimal solution (X, f.s.)- At the beginning,
these two solutions are the same. During iterations, the Pareto
solution is replaced with a newly found solution, if POC is satisfied
for the new solution. This is called Pareto GMU. The Pareto solution
found after the final iteration is passed as the final solution of the
multi-objective optimisation problem.

The single objective GMU is applied to each objective function
independently from the others. This process can be stated as follows:
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At first the search space should be divided into m different subspaces
E, ..., E,, corresponding to the objective functions f, ..., f,, respec-
tively. The one-dimensional subspace x,(i = 1, ... n) is grouped in
subspace E(j = 1, ... m) if any change in x, has the most effect on the
objective function f; rather than the others. This grouping procedure
is a part of problem definition and should be done before the optimi-
sation process. During iterations, the current single-objective optimal
solution (X, ,» £, 1s replaced with a new found solution (x;, f) if
J;< fminso- This criterion is checked for all objective functions. This is
called single objective GMU.

At the end of any iteration, the values of weighted variances are
updated using Equation (31). Here the objective function f(j = 1, ...
m) adjoined to the subspace x,(i = 1, ... n) is used to calculate ,.

7.0 NUMERICAL RESULTS

The parameters of the new optimal fuzzy two-phase CLOS guidance
law, proposed in this paper, are tuned through an optimisation
process. These parameters include S, pv, U pws Mis M Saonts Unows Moo
K, i Kias @oaes €mars and 5. The performance of the new guidance
law is then evaluated through different engagement scenarios. The
same guidance structures, as described in Sections 3-5, are utilised
for both elevation and azimuth angle control channels. Pareto CACS
is utilised to optimise the parameters of the pre-constructed guidance
scheme.

Ten different randomly generated engagement scenarios are used
to evaluate the cost functions corresponding to each design point
discovered by the ants. Two cost functions are used to optimise the
parameters. The first one is the average of the total acceleration
requirements over the considered engagement scenarios. The total
acceleration requirement is defined as follows:

max>

s NG
ac_jo (ayc+azc) dt (32)

and the average of the total acceleration requirements is defined as
follows:

— 1 2 2 2 1/2
=|—\a +a. +..+
ac (10 (aq acz acm) PN (33)

The optimisation parameters corresponding to the above cost
function are categorised as follows:

El:{Sl,PM’Ul,PM’nl’kMatwtz,min} ... (34)

The second cost function is the average of the normalised tracking
errors, evaluated over the considered engagement scenarios. The
normalised tracking error is defined as follows:

1 1
= .[ r(r)dt .35
tf - (tf,min - t2,min) Lmin =12, min T ( )

where r(?) is the distance between the missile and the LOS at time ¢.

The average of the normalised tracking errors over the scenarios, is
defined as follows

a:(%(,}l +r +...+r,fm)j”2 ... (36)

The optimisation parameters corresponding to the second cost
function are categorised as follows:

EZ = {SZ,PM’ UZ,PM’ TIZ’ Kp,max > Ki,max > emax k4 émzL\‘ } e (37)
The optimisation problem can be summarised as finding the
optimum values of the parameter sets £, and E, such that the cost
functions @, and 7, are minimised.
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Table 4
The variation of thrust and mass versus time

Time (sec) Thrust (N) Mass (kg)

0 80,000 600

4 15,000 400

20 15,000 300

23 0 300
Table 5

The variation of CDo and K versus Mach number
M Cy K
Without based drag With based drag

0 03 05 0-04

0-8 0-2 0-4 0-025

1.2 0-5 0-7 0-035

0-35 0-55 0-04
3 0-275 0-475 0-05

7.1 Simulation model

The values of cost functions are calculated based on the missile-
target engagement simulation. Under the assumption A2, the motion
of the missile in the inertial frame can be represented by”

'.X:Am = amx Cem C\Vm - amy(sd)mc Sem C\Vm +C¢MC S\Vm)
- amz(cd)mc sem C\Vm _Sd)mc S\Vm)
V,=a,C0, Sy, —a, (89,86, Sy, -Co,Cy,)

-a,.(C9,. S0, Sy, +8¢,. Cvy,) .. (38)
2 = alnx Se'ﬂ + a'ny S¢mC Cem + amz C¢iﬂc Cem - g

m

y‘/m = (amy C¢m<‘ - amz S¢mc )/( vm Cem)
gm = (amy Sd)mc + amz Cd)mc - gcem )/vm

Where a,, is the axial acceleration of missile given by a,. = (T —
D)/M. Table 4 shows the variation of thrust (7)) and mass (M) versus
time for a typical surface-to-air missile studied in this paper. The
instantaneous drag force is calculated as

1
D:Ep v, SC, ...(39)

Here the standard atmosphere is used to calculate the air density (p)
and drag coefficient (C,) is calculated as follows

C,=Cp, M) +KM)C; ... (40

Where €, and K are functions of Mach number (M). These
parameters are tabulated in Table 5. The lift coefficient (C,) is also
calculated from

_2M (aiy +a’)”

C
t pv. S

...(4D)

The same dynamic model is utilised for the target. Assuming no
axial acceleration and roll motion, the simplified dynamics of target
motion in the inertial frame can also be represented as follows

¥, =-a,Sy,—a,S0,Cy,

y, = a, Cy, —a,S0,Sy,

Z=a,00,-g ... (42
v, =a,/(v,CO,)

ét = (a,z—gCG,)/v,
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Table 6
A Zf at Sample data used in simulations
Parameter Value Parameter Value
f.(Hz) 50 Ag 5
gp y 4 0-6 K" [T 1]
2 ) o, (rad/s) 6n Q [09]
> S(m?) 01 a 0.9
G 0 d, 20,4,
Figure 10. Definition of the target lateral manoeuver emax 20g I 47 ¢|
in the y-z plane of the body frame. 8 (degree) 5 43 0-00003
Table 7
The initial conditions of the primary random engagement scenarios
Parameter Value
Scenario No. 1 2 3 4 5 6 7 8 9 10
x, (m) 22,501 34,929 24,614 38,013 21,066 28,967 30,825 34,905 28,670 34,192
v, (m) 13,973 -11,889 -24,520 20,558 -18,017 24,550 6,962-7 -14,369 -27,061 8,302-7
z, (m) 16,846 25,769 15,874 21,345 16,771 23,479 18,269 24,157 24,242 28,941
x, (mls) —129-34 -528-29 —438-43 —658-58 —642-99 —479-99 -573.35 -599.27 —448-55 -399.32
v, (mls) -398-96 7-903 360-49 —142-68 36:43 -233-51 84935 -120-84 24-883 —66-866
z, (mls) —62:956 -39-693 —65-967 2517 57-327 —52-98 53-445 32775 3-9051 —53-879
v, (deg) 252:04 179-14 140-57 192.22 176-76 205-94 179-15 191-4 176-82 189-51
0, (deg) -8-5369 —4-2963 -6-6292 2:1391 5-0867 —5-6683 5-3249 3-0688 0-49805 —7-58
Xx,, (m) 731-44 750-47 616-38 764-08 637-4 612-57 830-96 767-74 591-84 727-19
V,, (m) 388-62 -300-71 —635-85 437-82 -557-19 545-32 189-67 -327-07 -596-57 194-86
z,, (m) 560-32 588-53 464-52 473-8 532-22 572-17 523 551 542-06 658-19
X,,(mls) 219-43 225-14 184-91 229.23 191-22 183-77 249-29 230-32 177-55 21816
V.. (mls) 116-59 -90-213 —190-75 131-35 -167-16 163-6 56:901 —98-122 -178.97 58457
z,, (mls) 168-1 176-56 139-36 142-14 159-67 171-65 156-9 165-3 162-62 197-46
v, (deg) 27-982 -21-836 —45-891 29-813 —41-159 41-676 12-858 -23-075 —45-228 15
0,, (deg) 34.078 36:053 27-679 28-282 32:156 34.902 31-534 33.435 32.824 41-162
©®, (deg) 129-8 4-8603 272-5 51-257 298-17 39-175 198-06 66-848 344-38 145-43
Leoman(S) 7-6935 8275 6-176 7-2621 6-7025 9-1912 5-5405 7-0607 5-4897 87568
Table 8
The initial conditions of the secondary random engagement scenarios
Parameter Value
Scenario No. 1 2 3 4 5 6 7 8 9 10
x, (m) 33,384 23,922 32,182 26,099 33,640 30,305 20,107 34,512 33,158 31,639
v, (m) 96,48 -8 12,342 14,612 —13,792 —24,885 -19,875 -19,538 —22,494 -15,971 -9,970-1
z, (m) 14,145 19,842 14,062 17,398 16,712 28,398 13,009 17,883 20,275 18,616
x, (mls) -528-25 —477-04 -394-14 -576:09 -270-13 —405-44 -119-15 -567-11 —546-57 -339-13
v, (mls) 24-191 143.95 -214-99 87-844 41498 281-12 608-77 -30-715 —10-656 547-34
z, (mls) 23-528 -54.737 38761 34-139 58223 —55-042 —12-826 —62:494 —89-821 34492
v, (deg) 177-38 163-21 20861 17133 123-06 145-26 101-07 183-1 181-12 121-78
0, (deg) 2-5475 —6-2689 49343 3.3527 6-7062 —6-3659 —1-1845 -6-2794 -9-3306 3-0663
X,, (m) 874 667-81 846-56 744-81 750-43 646-12 645-51 752-53 771-58 814-29
V,, (m) 277-85 3981 377-95 —429-17 -504-67 -368-43 -595-52 —492-34 -393.03 -251-11
z,, (m) 398-65 628-92 374-83 510-96 426-8 668-42 4782 437-38 500-19 523-33
X, (mls) 262-2 200-34 253.97 223-44 225-13 193-84 193-65 225-76 231-47 244.29
V.. (mls) 83-356 119-43 113-38 —128-75 -151-4 -110-53 —178-65 -147-7 -117-91 —75-332
z,, (mls) 119-59 188-68 112-45 153-29 128-04 200-53 143-46 131-21 150-06 157
v, (deg) 17-636 30-8 24-059 -29-951 -33.921 -29-693 —42:693 -33-195 —26-994 —17-138
0,, (deg) 23-494 38971 22.014 30-728 25:265 41-946 28-568 25937 30-013 31-556
¢, (deg) 127-2 283.2 183-81 136-16 28-469 160-8 83.297 153-21 107-71 26:922
Leoman(S) 6-7996 5-7585 9-5913 84281 6-3441 9-5381 6-8227 8-8922 5-8699 7-4291

A step target manouever” in the form of a lateral acceleration
command with constant magnitude, random direction and random
initiation time is utilised in the simulations. The positive direction of
the target lateral acceleration is shown in Fig. 10. The pitch and yaw
autopilot dynamics are chosen as the second-order time invariant.
The detailed data, used in simulations, are listed in Table 6.
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7.2 Generation of the random engagement scenarios

The cost functions, corresponding to each design point, are evaluated
based on the average performance obtained over ten randomly
generated engagement scenarios. These scenarios are pre-generated
because the same situations are needed to evaluate different design
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Figure 11. The history of the Pareto-optimal set.

points. In the generation of these primary scenarios, the following
constraints are assumed

30,000 < R,, <50, [ 400< v,, <700 R,, =1000 m
—45 <0, <45 {45 <y, <45 > {-5<c,, —0, <5

20 <y, <40 [-10<0, <100 |=5<y,, -7, <5

-1
Vo, =300 ms™ (o< <360°
\VOm = GOm ’ 5 < tgomzm < 10
90m = YOrn
Here t,,,, is the estimated time-to-go when the random step

manoeuvre is applied. Two different sets of random engagement
scenarios are provided, a primary set to be used in the optimisation
process, and a secondary set to evaluate the performance of the
optimised guidance law. The parameters of these two sets are listed
in Tables 7 and 8.

7.3 Optimisation results

The optimisation algorithm searches among different points of the
solution space in an intelligent stochastic manner. The evaluation is
done through the simulation of the missile-target engagement for the
given primary scenarios. The boundaries of the search space are
chosen as follows

0<S py <1,0<U,, <1,0<n, <10,0<2, <10,

<10

2min

2<g <10,2<t

0<8,,, <1,0<U,,, <1,0<n,<0.1,

2.PM

0<K,,, <10,0<K,, <10,0<¢, <I,0<é <I

p.max

An important aspect of CACS with respect to the other meta-
heuristic optimisation methods is its fewer number of control
parameters®>*», CACS has only one parameter to set, which is the
number of ants (k). According to the previous experiences!'**>*, the
value of £ = 10 has been found as the best solution that works well
over a wide range of analytical and engineering problems. The same
setting is adopted in this paper.
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Table 9
A statistical study over the history of the Pareto-optimal set

Iteration Percentage of the solutions within the range
number
¢, <1,500, ¢,<1,300, ¢, <1,200,
¢, <50 ¢,<20 ¢,<10
10 50% 15% 0%
20 90% 70% 15%
50 100% 95% 50%
50

E |
5 |
G 40 O Iteration 10
2 i g A Iteration 20
¥ i O Iteration 50
© |
; 30
3 i
g =
E | &
o 20
c i
‘G L
() |
g | &
g 10F Q O
© [ oo
2 | OB £ O O

L < Ag LA O,

1250 1500

The average of total acceleration requirement (m/s?)

Figure 12. The selection of the final design point within
the best solutions.

With the design problem and parameters completely defined,
PCACS was executed several times. The solution of each run is a
Pareto-optimal solution. Thus the solutions obtained from different
runs provide a Pareto-optimal set. Figure 11 shows the history of the
Pareto-optimal set, obtained from 20 different runs. The maximum
number of evaluations is limited to 500 per run. The history of the
Pareto-optimal set is shown in three different snapshots corre-
sponding to the iterations 10, 20 and 50.

A statistical study over the history of the Pareto-optimal set is
made. Table 9 shows the percentage of the solutions, found within
the specified ranges of the cost functions. The represented data can
also be used to choose an efficient value for the maximum number
of iterations. It can easily be found that if designer is interested in
the solutions where ¢, < 1,500 and ¢, <50, its better to stop after ten
iterations and use 100 runs as apposed to stop after 20 iterations and
using 50 runs. Both cases include 1,000 evaluations, but in the first
case 50 solutions (out of 100 solutions) will be obtained within the
range, while in the second case only 45 solutions (out of the total 50
solutions) will be obtained within the range. The same analysis
shows that to investigate the solutions where ¢, < 1,300 and ¢, < 20,
it’s better to stop after 20 iterations instead of ten or 50.

The final solutions are zoomed in Fig. 12. Each point corresponds
to a design point. Considering the fact that it is more important to
reduce tracking error than the acceleration command, a final design
point is chosen, as shown in Fig. 12. The history of the cost
functions, corresponding to the final design point, is shown in Fig.
13. The optimum values of the parameters, obtained after 500 evalu-
ations (50 iterations), are S, py = 0-28, U py = 0-01, n, = 1.96, A, =
978, t;=9-69, t, s, = 7-82, S, o = 0-10, Uy py = 0-72, 1, = 0-20, K, .
=12,K,,.=610,¢,,=004,¢,,=014.

i,max > “max max
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Table 10
evaluation of the optimal design against the secondary scenarios

Scenario Current study
Acceleration Miss
requirement distance (m)
1 1,089 0-514
2 817 2-466
3 965 1-898
4 1,227 0-840
5 1,134 0-855
6 1,332 0-889
7 1,259 0-320
8 1,227 0-536
9 1,130 0-458
10 1,470 0-516
average 1,178 1-142
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The average of aceleration requirements (m/s%)
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Figure 13. The history of the cost functions corresponding to the final
design point.

7.4 Evaluation of the optimal design

In this section the optimal set of parameters, determined based on
the primary engagement scenarios (learning scenarios), are evaluated
against the secondary scenarios (test scenarios). The simulation
results are represented in Table 10 and compared with those of a
model-based feedback linearisation (FBL) method”. FBL is chosen
for evaluation of the results, since it is known as a high performance
CLOS guidance for medium range missile compatible with our current
case. It should be noted that the other state-of-the-art CLOS guidance
laws proposed in Refs 12-16 show good performances in the cases of
short range missiles. However, the performance of these approaches
degrades for medium range interceptions, partly because they have
been designed for small miss distances not small control efforts.

The performance evaluation scheme consists of the total acceler-
ation requirement and the final miss distance. Table 10 shows that
the performance of the optimal fuzzy two-phase (OFTP) CLOS
guidance scheme is relatively better than those of FBL.

One important aspect of OFTP is the fewer information and
consequently hardware requirements needed to calculate the acceler-
ation commands. Table 11 compares the information requirements
between OFTP and FBL. Both methods need a continuous
measurement of Ac and Ay. This information can be obtained from a
differential tracking system. It is also required to have approximate
values for the initial range and velocity of target. The operator uses
this information to decide whether to fire against a given target or
not. Moreover, OFTP uses this information to estimate f;,,,. That is
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Feedback linearisation

Acceleration Miss

requirement distance (m)
1,290 1-161
1,084 1-92
1,067 0-516
1,378 1-714
1,502 0-320
1,487 0-649
1,544 1-609
1,402 2:006
1,295 0-910
1,638 0-477
1,380 1-282

Table 11

A comparison between the information requirements
of OFTP and FBL

Information Measurement/ Requirements
parameter Estimation source
OFTP FBL
Ao, Ay Tracker \/ N
*(0), 740), z(0) Search radar/ radar network Y

xt(O)J yl‘(o)’ 22(0)
G Vs Os ¥, Tracker
R,, V.0, Inertial navigation system
AG, Ay Band limited differentiators
[P Rios, Rv, R Band limited differentiators
a,, Experimental aero-data

X X 2. X X
2L 2 X 2. 2 =2

all for OFTP. However, FBL needs additional measurements of o,
Y Cs Vs Rps W,, and 0,,. The first four parameters can be measured by
the tracking system, while an inertial navigation system (INS) is
required to measure the later three parameters.

Table 11 also shows that OFTP needs fewer band limited differen-
tiators than FBL. Another requirement of FBL is the time profile of
the missile axial acceleration, estimated from the experimental aero-
data. It is not the case for OFTP.

The simulation results for a sample scenario (the first scenario of
Table 8) are plotted in Figs 14 and 15 corresponding to OFTP and
FBL, respectively. These include missile and target trajectories,
tracking behaviour in elevation and azimuth channels, acceleration
commands and target acceleration.

Although OFTP uses the least information, Fig. 14 shows that this
new guidance law, designed using PCACS, can successfully guide the
missile toward the target with a good performance. The way the missile
is being guided with a lead angle with respect to the LOS and the way
this lead angle vanishes, are shown in Fig. 14(c,d). Contrary to OFTP,
FBL immediately drives the missile toward the LOS (Fig. 15(c,d)). The
time histories of the missile and target accelerations in pitch and yaw
channels are shown in Figs 14 and 15(e,f). It can be observed that FBL
demands more control effort during the initial times as compared with
OFTP. In turn, OFTP shows a similar behaviour during the shaping
phase. The acceleration demands are similar for both strategies during
the target manoeuvre. It can also be observed that OFTP has a
relatively smoother control effort as compared with FBL.

The performance of the new guidance law is also evaluated in the
presence of measurement noise. Here the proposed model of Table 8
is used to simulate measurement noise of missile and target lines-of-
sight. This model is shown in Fig. 16. Table 12 compares the perfor-
mance of OFTP and FBL in the presence of LOS noise. Although
the performance is slightly degraded, they indicate that both OFTP
and FBL can successfully deal with measurement noise. However,
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Figure 14. Engagement simulation of OFTP for the first scenario of Table 8.

OFTP shows to be less influenced by noise as compared with FBL.
In fact since the control effort is one of the cost functions
considered, it causes the optimisation algorithm to search for the
solutions with minimum control effort. This is the main reason for
which OFTP shows lower sensitivity to measurement noise.

For the first scenario of Table 8, the acceleration commands of
OFTP and FBL in the presence of noise are shown in Fig. 17 and
Fig. 18, respectively. The comparison of these two figures shows the
better performance of OFTP. It should be noted that OFTP is not
sensitive to noise in the first guidance phase, while FBL is showing
sensitivity to noise during the total flight time.
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8.0 CONCLUSION

A new optimal fuzzy two-phase (OFTP) CLOS guidance law was
designed using ant colony optimisation (ACO). The new guidance
scheme utilises a lead angle strategy in a portion of flight and does
not require a continuous estimation of time-to-go. The guidance
problem is divided into two phases, a midcourse and a terminal
phase. In the first phase, the missile is guided with a lead angle with
respect to LOS, using approximate information on time-to-go. In this
phase, a PD fuzzy sliding mode controller is used as the main
tracking controller. Moreover, a supervisory controller is coupled
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Figure 15. Engagement simulation of FBL for the first scenario of Table 8.

with the main tracking controller to guarantee the missile flight
within the beam. In the terminal phase, a pure CLOS guidance law
without lead angle is utilised. For this phase, a new hybrid fuzzy PID
fuzzy sliding mode controller was proposed as a high precision
tracking controller. The recently developed continuous ant colony
system (CACS) algorithm, which is based on ACO, was extended to
multi-objective optimisation problems. The new optimisation
algorithm, called PCACS, was applied to optimise the parameters of
the pre-constructed fuzzy controllers. A statistical study was also
made to choose the final design point.
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The performance of the designed guidance law was evaluated at
different engagement scenarios and compared with a model-based
feedback linearisation (FBL) CLOS guidance law. The effect of
LOS measurement noise was also studied in simulations. The
obtained results show that OFTP can successfully guide the missile
toward the target with an acceptable performance. The results of
OFTP are relatively better than those of FBL, especially in the
presence of measurement noise. An important aspect of OFTP is its
least information requirement. The proposed methodology does not
require any information obtained from the inertial navigation system,
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Figure 16. Model used to produce missile and target LOS noise.

Table 12
Evaluation of the secondary scenarios in the presence of LOS
noise
Scenario Current study Feedback linearisation
Acceleration Miss Acceleration Miss
requirement distance (m) requirement distance (m)
(m/s)’ (m) (m/s)’ (m)
1 1,091-6 0-76083 1,309-9 1.5121
2 820-92 2-0687 1,108:5 2-1866
3 968-83 1.9611 1,093-4 1.0204
4 1,228-6 1-121 1,387-4 16829
5 1,141-5 1-1602 1,5384 0-42794
6 1,356-5 1-3692 1,525-7 1-3419
7 1263-0 0-56344 1,552.9 1.6474
8 1,2283 0-90707 1,433-1 20272
9 1,136:9 0-56396 1,316.0 2:0034
10 1,472-1 0-5963 1,652-9 0-34023
average 1,184-1 1-2246 1,403-2 1-5452
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Figure 17. Acceleration commands of OFTP in the presence of
measurement noise.

while FBL does. Moreover OFTP contains less differentiation opera-
tions compared with FBL.

The results also verify the potential of PCACS to solve practical
design optimisation problems such as guidance and control systems
design.
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