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    Naturalizing Responsibility 

 The Role of Neuroscience in Addressing the Question of Moral 
Responsibility in Law and Clinical Practice 

       SILVIA     ZULLO           

 Abstract:     In the contemporary debate on the use of the neurosciences in ethics and law, 
numerous arguments have been bandied about among scientists and philosophers looking 
to uphold or reject the reliability and validity of scientifi c fi ndings obtained by brain imag-
ing technologies. Among the most vexing questions is,  Can we trust that technology?  One 
point of disagreement is whether brain scans offer a window through which to observe the 
functioning of the mind, in such a way as to enable lawyers, judges, physicians, and law-
makers to detect anomalies in brain function that may account for criminal unconscious 
behavior. Those who stand behind brain imaging believe that this can indeed be achieved, 
whereas those in opposition stress that brain scans are highly open to interpretation and 
that the data they provide is insuffi cient to establish causal connections. The question 
essentially comes down to whether technology can reliably be used to determine the inten-
tions of the individual, thus establishing mens rea, for example, and hence responsibility. 
This article focuses on the latter notion and explores whether we can rely on the neurosci-
ences to shed light on a complex form of moral and legal reasoning, as well as the role of the 
neurosciences in reawakening a philosophical and legal interest in trying to set responsibility 
on an empirical basis.   

 Keywords:     brain imaging  ;   criminal law and responsibility  ;   neurosciences  ;   moral reasoning      

   Introduction 

 The contemporary debate on the application of the neurosciences and their impact 
on law, morals, and clinical practice raises many critical questions and has brought 
several competing views into focus. A central concern is that of tests based on new 
brain imaging technologies, such as functional magnetic resonance imaging (fMRI), 
with scientists and philosophers arguing over the question of how reliable these 
tests are, while also debating the social, legal, and moral implications of their use. 

 Particularly contentious, for example, is the use of brain scans. Proponents 
argue that they open a window of observation onto the functioning of the mind, 
thereby enabling legal practitioners and clinicians to identify anomalies in brain 
functioning that may account for certain criminal behaviors. Critics of that view 
respond that we have little understanding of how the data provided by brain scans 
can be associated with specifi c psychiatric disorders, much less an understanding 
of the specifi c ways in which the same data can point to the impaired cognitive 
faculties or behaviors that matter in a court of law. It is one thing to take data from 
a brain scan; it is completely different to  interpret  that data, especially when judg-
ing the moral and legal import of someone’s behavior. We cannot so easily move 
from the premise that the brain is damaged in a certain way to the conclusion that 
this accounts for a given cognitive dysfunction or errant behavior, or that a certain 
psychiatric diagnosis should follow. 
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 It is true that we now have a better understanding than in the past of the relation 
between brain activity and mental events. (We owe this to advances in biology and 
molecular genetics, investigations done with neuroimaging techniques on the liv-
ing and active brain, the discovery of many neurotransmitters that modulate the 
activity of synapses, experiences in clinical neurology, and the study of the func-
tioning of the so-called association cortex.) But this does not yet tell us what to 
make of that correlation in the practical realm. 

 There are numerous cases today in which behavior is interpreted in light of data 
provided by neuroimaging.  1   The challenges are great, and the issue essentially 
concerns the claim or the expectation that once we have all the scientifi c evidence 
we need about an individual, we know how to interpret his or her intention or 
volition. The idea is that in this way we can even assign a mens rea to this person. 
We can appreciate how sensitive the issue is. For example, when speaking of crim-
inal responsibility in the law, we would want to know whether or not a violent 
crime can be attributed to a brain injury that made it impossible for the individual 
to even  choose  some other course of conduct. But even that determination (about 
what one can  will  to do) would be insuffi cient to determine whether the individual 
is at fault or is guilty of the crime, because, in drawing that conclusion, we would 
also have to consider the individual’s foresight, that is, his ability to foresee the 
likely  consequences  of an action and make a practical decision on that basis. 

 The main task of current neuroscience in law is “evidentiary,” in that it consists 
in pointing out any pathologies the accused may be suffering from, while high-
lighting any causal link these pathologies may have with the crime in question. In 
a strictly clinical setting, the task at hand is rather more concerned with validation. 
Data emerging from a bedside assessment of the consciousness of patients who 
have suffered serious brain damage and are in a coma, vegetative state, or mini-
mally conscious state can now be validated with the help of new medical tech-
nologies (such as electrophysiology and functional neuroimaging), thus making it 
possible to “quantify” any residual conscience. 

 However, the new neurotechnological clinical instruments reveal that we are 
limited in our ability to carry out bedside assessments of the residual conscious-
ness of patients with consciousness disorders, because the underlying neuro-
logical condition is often too diffi cult to understand on a behavioral basis alone.  2   
One wonders, therefore, whether the instrumental assessment of patients with 
consciousness disorders is destined to displace a behavioral assessment, and 
whether this may change the way we go about treating and caring for these 
patients. Even if that does not turn out to be the case, it is no doubt incumbent 
on medicine to take into account the signifi cant advances made in the instru-
mental measurement of consciousness. 

 As we can see, the neuroscientifi c advances of recent decades have reignited a 
question that fi rst came up a century ago, namely, the question of whether crimi-
nality can be characterized as biological deviance. Indeed, the uptake of these 
technologies has prompted the social sciences and the humanities to revisit old 
ethical dilemmas and traditional legal, jurisprudential, and philosophical con-
cepts, such as liberty, rationality, responsibility, intentionality, and free will.  3   

 This debate has brought into focus several points that are worth briefl y men-
tioning. For one, we have come to critically appreciate that, even granting that the 
mind expresses itself through the brain, this does not mean that all mental content 
can thereby be equated with a brain state or function. In addition, we have gained 
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a deeper sense of the gap between the fi rst-person experience of moral judgment 
and the third-person angle with which the neurosciences must work in trying to 
understand that judgment. In short, the qualitative experience of engaging in 
moral judgment seems essential to that activity, and yet that is precisely what the 
neurosciences cannot capture. 

 This brings up the related point that in taking a behavioral approach to the 
investigation of moral judgment and responsibility, the neurosciences have so far 
largely ignored the role that each person’s unique life experience plays in forming 
any judgment. This, too, is a uniqueness that cannot be captured by the behavioral 
model—and it may, in fact, be impossible for us to engage in moral reasoning, and 
maybe even in reasoning at large, without bringing our individual experience to 
bear on the judgments we make. 

 On a broader note, we have learned to be more skeptical of the attempt to set 
ethics on a scientifi c foundation. As much as we may be able to validate or falsify 
the premises that go into moral reasoning, and even observe what happens in the 
brain as we engage in such reasoning, this does not warrant the conclusion that 
moral judgments and norms can be empirically grounded.  4   

 Neurocognitive scientists like Jean-Pierre Changeux have taken the study of the 
cognitive brain to the limit of reductionism, down to the level of neuronal mole-
cules.  5   They point out to philosophers that even if it is diffi cult to establish an 
exact causal relation between nervous activity and mental states, there is no rea-
son to reject reductionism. Even if we do not know exactly what happens in the 
interim between an electrochemical stimulus and a content of consciousness, this 
does not show that consciousness can happen on its own, without any neurons in 
the background. 

 In reply to these arguments, the philosopher Colin McGinn has underscored 
what he takes to be the natural limits of knowledge and the error of confusing the 
mind with brain states, as if the mind were an empty box only waiting to be fi lled 
by mental content as a result of observable brain mechanics. He thus calls into 
question the reductionist denial that there can be any consciousness independent 
of brain states.  6   

 In what follows, the critical points just raised are discussed not separately on 
their own merits but rather as a whole insofar as they bear on the question of legal 
and moral responsibility. The purpose will be to assess whether neuroscience can 
improve our ability to correctly assess the concept of responsibility or whether the 
renewed interest in approaching that notion from a neuroscientifi c angle holds 
more promise than it can deliver. I highlight what appear to be some insurmount-
able limits in trying to reduce responsibility to its neuroscientifi c substrate.   

 Responsibility as a Legal and Moral Concept: A Snapshot History of the Effort 
to Set It on a Scientifi c Foundation 

 We can go back to the positivism of the late nineteenth and early twentieth centuries 
to see the fi rst sustained attempt to construct a scientifi c theory of criminal 
responsibility. This effort drew on the insights afforded by the psychology and 
sociology of law. Subsequently, the question of responsibility turned analytical. 
Instead of an interest in connecting responsibility with law or psychology, the 
effort shifted to investigating responsibility as an abstract concept. This was the 
program that took hold in the Anglosphere, where it continued to fl ourish well 
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into the mid-1950s, when dissatisfaction began to be expressed with its sterility. 
Thus, in 1962, in “Freedom and Resentment,”  7   Peter Strawson made a compelling 
argument against treating responsibility within the framework of a discussion 
on determinism and free will, with the focus falling on the question of whether 
the view of universal determinism could be reconciled with metaphysically 
free action. 

 Philosophers today continue to be concerned with the question of whether our 
action is free and, if so, how. The discussion has moved forward by bringing new 
philosophical, normative, intentional, and phenomenological concepts into the 
picture and attempting to account for them within the framework of the natural 
sciences. But it seems that we can only advance so far in solving this problem, 
because there appears to be a deep categorical distinction at play. None of the 
concepts in question appear to have an ontological counterpart in the natural sci-
ences. This may be why attempts to explain these concepts using the language of 
science will fail by inevitably falling back on language that is somehow normative. 
This continues to be the main sticking point in the contemporary debate surround-
ing the effort to naturalize philosophical concepts. Indeed, the question remains 
whether these ideas can be resolved into neuroscientifi c or biological—or even 
psychological—concepts, considering that the attempt is often to render them in 
the language of evolutionary psychology. 

 The problem becomes even more intractable when we close in on the question 
of personal responsibility, and because this question is bound up with that of free 
will, the surrounding debate has proved to be particularly contentious, with a 
wide array of positions ranging from hard determinism to a qualifi ed compatibil-
ism. Many philosophers argue that normative ethics can never be reduced to 
innate emotional responses or inclinations. It may well be that certain psychobio-
logical conditions act as enablers of morality, but this does not mean that morality 
can be described without using intrinsically normative concepts. After all, the 
question of determinism has always been a challenge not only in morality but also 
in law, considering that these two areas of human activity both assume free will as 
an essential background condition. The assumption is that we cannot be regarded 
as moral agents unless we have the ability and the opportunity to freely choose a 
course of action—one we are prepared to justify by offering reasons for that deci-
sion. It is the same in the law, in which a penalty for breaking a law only makes 
sense on the assumption that the lawbreaker could have freely chosen to act oth-
erwise; and, when two parties bring a case to court, they are assumed to be able to 
offer reasons to defend their actions. 

 In a well-known article of 2004, Joshua Greene and Jonathan Cohen  8   argued 
that neuroscience may have a role to play, but only if we can rid ourselves of folk 
psychology, in such a way as to move past some of our commonsense moral intu-
itions. Their perspective will enable us to revisit our approach to criminal justice, 
embracing a utilitarian model as opposed to a retributive one. This we can do 
because, as Greene and Cohen argue, the law implicitly assumes that those who 
fall subject to a penalty are free to decide for themselves to act in a way that would 
not incur that penalty. 

 Taking quite the opposite stance is the well-known jurist Stephen Morse, who, 
also in 2004, argued that even if we manage to somehow solve the problem of free 
will, the neurosciences still could not serve as a tool for making better law, not even 
where criminal responsibility is concerned.  9   According to Morse, the law does not 
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make punishment dependent on whether the accused acted out of his or her own 
free will, without being in any way compelled to do the act in question. The neu-
rosciences, he argues, are simply the latest addition to the long-standing debate on 
the question of responsibility and determinism, but they do not signifi cantly 
advance that debate, except to bring into sharper focus the overlap and distinction 
between moral and legal responsibility. What most concerns us here is  personal  
responsibility and, in particular, the way responsibility is attributed, inquiring 
into the  reasons  why we deem someone responsible for past actions, which is the 
question at the center of the confl icting arguments advanced by Morse, Greene, 
and Cohen. 

 The two main methods used to tackle this question in the contemporary debate 
on neurolaw are the retributive and the consequentialist approaches, the latter 
supported in particular by Greene and Cohen.  10   According to both methods, to 
attribute responsibility is to consider someone as worthy of praise or punishment 
(be it moral or legal), such that he or she will be harmed or rewarded for the act in 
question. On the retributive approach, the purpose of punishment is to make 
amends for an injury by making the injured party whole, and the punishment 
itself is considered appropriate when commensurate with the injury. On the con-
sequentialist approach, by contrast, punishment is viewed in light of its outcome 
and is accordingly considered appropriate when it maximizes social utility. We 
are then faced with the diffi culty of fi guring out what it means to maximize 
social utility and how to achieve that goal. Even assuming that the goal is to 
make society as safe as possible, we still have to decide how best to achieve it: by 
crime prevention and imprisonment or by addressing the root causes of crime 
from a social perspective. 

 The retributive approach is based on commonsense notions of punishment 
and what it means to ascribe responsibility, but because it is based on the idea of 
offsetting one action (the injury) by a commensurate action (the corresponding 
punishment), it comes up against the diffi culty of quantifying the two so as to 
achieve an even balance. But a consequentialist approach also runs into some 
paradoxes. If punishment is justifi ed in view of its consequences, even an inno-
cent person might be punished if that leads to consequences deemed to be useful. 
It stands to reason, therefore, that some mixed conceptions have been advanced 
in an effort to pick out the best elements of each approach while avoiding its 
pitfalls.  11   But if responsibility is a normative question, whatever conception of 
responsibility we decide to adopt must necessarily rest on an underlying moral 
conception. If that is the case, then we must ask: In what way can neuroscience 
advance the discussion on responsibility and determinism and, in particular, on 
whether any compatibility can be found between the two? To answer this ques-
tion we have to see what happens to responsibility when we try to fi t it into a 
naturalized conception of law.   

 Legal Responsibility between Causal Determinism and Compatibilism 

 In the recent debate, the question of whether responsibility is compatible with 
determinism has been framed by proceeding from a retributive conception of 
responsibility. On this conception, no responsibility can be attributed to someone 
unless the person can be understood to have acted out of his or her own free will, 
for otherwise—in a situation in which the agent was somehow  compelled  to act in 
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a certain way—we should have to say that “if he or she could  not  have avoided it, 
then they are not responsible for the act,” such that it makes no sense to infl ict a 
punishment in compensation for an injury.  12   

 In contrast, the consequentialist conception of responsibility would seem to fare 
better than the retributive approach in making the case that responsibility is com-
patible with determinism. According to the consequentialist conception, freedom 
does not fi gure as an essential condition of responsibility. What counts is not the 
praise or blame that we can ascribe to an agent who has freely chosen to act in one 
way or another but, rather, the outcome of the agent’s act. Hence responsibility 
can coexist with determinism. It is no coincidence, therefore, that this has been the 
conception of responsibility most often upheld by determinist philosophers. 

 An interesting characteristic of determinists has always been that, on their view, 
although determinism is incompatible with freedom, it is, by contrast, compatible 
with attributions of responsibility. This semicompatibilist stance can be ascribed, 
for example, to some thinkers working in the liberal tradition. Signifi cant among 
them is John Martin Fischer,  13   who is known precisely for his keen analyses of 
responsibility and who, in describing semicompatibilism, states that causal deter-
minism is compatible with moral responsibility, even if it rules out alternate pos-
sibilities. Fischer’s model, also supported by Morse, proceeds from an assumption 
of responsiveness to reasons, meaning that agents can be held responsible only so 
long as they have the mental capacity required to respond to moral reasons. This 
capacity is understood in the manner of H. L. A. Hart to mean that it encompasses 
an ability to understand and proffer reasons for action and act accordingly.  14   For 
Fischer, this is an integral part of the deterministic package. 

 The neurosciences we are dealing with here are those of moral cognition, con-
cerned with investigating the psychological mechanisms at the basis of moral 
thought and conduct. They can be placed into two broad categories: those that 
pursue normative investigations, aimed at identifying the cognitive processes 
through which the mind constructs a system of values, and those concerned 
with social cognition, which study the neuropsychology involved in the ascrip-
tion of responsibility. This involves the study of the way acts are socially con-
structed and clearly connects with some legal concepts of individual responsibility 
that we fi nd across all legal systems: negligence, willful wrongdoing, and strict 
liability. Some of the cognitive processes identifi ed in social psychology can be 
seen to have always been at work in the law, where they are formalized. If we 
move from the normative perspective to the neurosciences of social cognition, 
we may be able to gain fresh insights into social interaction. For example, the dis-
covery of a neural system through which we are able to establish an emotional and 
intentional connection with others would appear to offer scientifi c backing for the 
idea of shared opinion. By the same token, morality and law can be said to have 
been possible owing to the evolution of certain emotive mechanisms underlying 
our moral and legal practices. 

 At this point, we should be able to appreciate that the question whether crimi-
nal law can be naturalized depends on the extent to which we can rely on the 
neuroscientifi c investigations discussed thus far. In other words, we have to decide 
whether we can do away with our classic legal understanding of an agent as some-
one who freely chooses to deliberately act in one way or another, or at least we 
have to see how that understanding can be reconciled with the idea that an agent’s 
action may be part of a causal fabric. 
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 Certainly, one of the most controversial assumptions in neuroscience today is 
the ontological and epistemological identifi cation of the mind with the brain. 
Although we know that neural networks play an essential role in the formation of 
moral judgment, there is not a great deal more that we can positively assert. Even 
science recognizes that a variety of factors contribute to the construction of the 
self. There is a biological basis, to be sure, but it does not account for everything. 
It works in combination with our biography and social relationships; cognitive 
processes exist along with our conscious experience. The decisions we make are 
the outcome of brain processes shaped in part by forces in our social environment. 
We can see this in the law as an institution in fl ux that continually adapts to evolv-
ing social behaviors, insofar as appreciation tends to favor a retributive concep-
tion of punishment as a result of the evolution of social cooperation. 

 On the other hand, deviant behavior can be investigated within the framework 
of cognitive neuroscience, and that suggests rejecting the notion of individual 
responsibility, tipping the balance in favor of consequentialism as the theory of 
punishment most consistent with currently available empirical fi ndings. As noted, 
Greene and Cohen put forward a sanctionative consequentialist model on which 
punishment only serves the purpose of contributing to a safe social environment, 
arguing that this would be more consistent with the implications of neuroscientifi c 
fi ndings.  15   Even Morse concedes that we are very far from subverting our current 
system of law,  16   recognizing that we cannot yet causally explain an agent’s action 
as the outcome of internal forces working in combination with external stimuli—
and on that basis, we cannot determine when someone should be held responsible 
for a crime. According to Morse, very few cerebral anomalies incapacitate the 
minimum rationality that the criminal system deems necessary and suffi cient to 
hold someone responsible for a criminal act. It is also true that the theory of law 
relies on a mechanistic anthropology according to which the threat of punishment 
exerts a deterrent force capable of bringing people into compliance. To be sure, the 
neurosciences could play a role by scientifi cally capturing or “photographing” the 
process by which behavior is enacted; but, in that case, we would face the greater 
diffi culty of having to purge the sanctionative theory of the vestige of free will that 
it still harbors. 

 Thus, with respect to the current system of law, the most promising path 
seems to revolve around the discussion of the compatibilist idea of capacity-
responsibility, a matter that the philosopher and theorist of law Ronald Dworkin 
places in harmony with compatibilist theories. Dworkin argues that moral respon-
sibility is independent of scientifi c or metaphysical truths and instead inquires into 
the capacities that enable human beings to take part in the moral community. 
Recognizing that people possess these capacities to varying degrees, Dworkin 
states that the principle of capacity supposes that there is a threshold, such that 
many of the discussions between jurists on when it is right to consider some-
one responsible for his or her behavior are in fact discussions on where that 
threshold should be set.  17     

 Framing a Concept of Responsibility in View of Our Theoretical Assumptions 
and Applicative Realities 

 Advancements made over the last decade in the neurosciences and the neurotech-
nologies have transformed our way of “doing medicine” and our conception of 
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illness and of illnesses. At the same time, they have broadened the scope of our 
refl ection on medicine, encouraging us to think about issues extending well 
beyond the application of medicine strictly understood. As we have seen, the 
discussion has also extended beyond the strictly legal implications of the use of 
medicine. Consider, for example, the current experiments on the use of magnetic 
stimulation of specifi c cortical areas. In healthy subjects in the waking state, this 
stimulation generates an electrical signal recorded across various cortical areas, 
whereas in comatose or vegetative subjects the response is localized. 

 Neurophysiological and neuroimaging advancements of this kind make it 
possible to describe consciousness disorders with greater and greater accuracy, 
potentially reducing the percentage of incorrect diagnoses—still a high percent-
age exists when the diagnosis is made using obsolete clinical standards, and when 
other assessment criteria are not taken into account.  18   From the perspective of 
ethical-legal regulation, these advancements have already highlighted that, in neu-
rology, the traditional defi nition of the vegetative state fails to take into account 
the evidence provided by new diagnostic methods. We therefore have to clarify 
our neurological language: terms such as “behavior,” “awareness,” and “con-
sciousness” prove to be inaccurate and hence in need of clarifi cation in light of 
neuroscientifi c advances. Where the law is concerned, neuroimaging data on 
conscious phenomena still need to be validated by cognitive science. If it becomes 
possible to identify “traces of intention” or “fragments of consciousness,” then it 
will be necessary to determine which functions and behaviors may become sig-
nifi cant in deciding how to treat and manage patients in a vegetative state or in 
a minimally conscious state. In addition, if we assume that conscious experience 
can be identifi ed on the basis of observable behavior, we will have to distinguish 
between “physical” behaviors and “mental” ones. 

 In recent years, in light of the aforementioned neuroscientifi c advances, we 
have come to appreciate that in order to have a proper understanding of the 
decisions we make and the actions we take, we have to investigate the conscious 
experience of those actions and decisions, or how our  awareness  of them works. 
This means that we have to be able to “record” the neuronal “mechanics” that 
enable individuals to act autonomously, making individuals the prime and undis-
puted sources of their own action; and this carries all sorts of ethical, social, and 
legal implications. 

 This kind of investigation into the mechanics of consciousness assumes that 
when we decide on some course of action, for the most part we do so con-
sciously and deliberately, meaning that we are in control of our own decision-
making process. But as has been demonstrated by scientists such as Benjamin 
Libet, our decisions are in large part the outcome of  unconscious  processes,  19   
such that we might reasonably ask: How is it possible to control cerebral activi-
ties of which we are not even aware? In fact, Libet did not believe that his work 
could demonstrate that we have no free will and hence no moral responsibility. 
His position was more nuanced. He found that by the time we decide to act in 
a particular way, the brain process leading to that decision has already begun. 
For him, the initial part takes place without our conscious awareness, so any 
lack of free will consists in our inability to put a veto on our decisions while 
they are in process. It follows that we are responsible not for  initiating  the deci-
sions we make but for  reversing  them once—unbeknownst to us—they have 
already been made. 
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 As much as these fi ndings may suggest that we cannot be held responsible for 
our actions in quite the same way as common sense dictates, we still do not have 
the scientifi c evidence needed to warrant the conclusion that we should diminish 
that sense of responsibility. As Morse has aptly put it, “Brains are not held respon-
sible. Acting people are.”  20   

 These neuroscientifi c fi ndings have sparked renewed interest in the very con-
cepts of consciousness and agency, as the implications of those fi ndings are signifi -
cant and wide ranging, not only in the law but also in clinical practice. Consider, 
for example, what it means to defi ne a vegetative patient as a moral agent, because 
on that defi nition hangs the way the patient will be treated. Consider, too, the dif-
fi culty involved in  applying  that defi nition (or the web of related defi nitions 
involved in making a judgment of moral agency). This is done by administering 
“consciousness tests” to patients and seeing how they respond. But how should 
we properly interpret those responses? On the basis of what moral premises? And 
in light of what moral and practical implications?  21   

 For the reasons discussed, the problem of defi ning consciousness has engaged 
philosophers, theologians, and doctors for centuries, and now cognitive neurosci-
entists have a joined the debate, realizing the diffi culty of arriving at an agreed-upon 
defi nition. To recognize this, we need only consider the varying interpretations 
offered by noted scholars, such as Michael Gazzaniga, Gerald Edelman, and 
Daniel Dennett, all of whom have denied that our phenomenal experiences cor-
respond to any ontological reality, claiming that they are instead the outcome of 
subjective accounts.  22   

 Even so, the investigation of the neurocognitive bases of our decisionmaking 
capacity does have something to offer that can be worked into a functional defi ni-
tion of consciousness. For example, we now know (1) that the association among 
stimulus, cognition, and the body’s motor response varies depending on needs, 
contexts, and situations; (2) that human behavior is the result of these constant 
interactions, although the physiological processes are still not understood; (3) that 
there are cognitive processes that support our overall capacity to act (involving 
our reasoning and our ability to process information); and (4) that the abilities we 
need to make decisions may differ depending on the decision required—for exam-
ple, moral decisions involve different abilities than legal ones. 

 All these fi ndings have converged toward a new appreciation of the deci-
sionmaking process. This is now understood to be a  dynamic  process in which 
our awareness or consciousness is not a static component but, rather, forms 
part of a context of interaction among cognitive functioning, individual psy-
chological response, and the social and environmental context.  23   This is further 
evidence supporting the view that our ability to act intentionally, in a moral as 
well as a legal sense, involves processes at once cognitive (such as counterfactual 
reasoning) and moral, and that intention is not a clear-cut decision to do some-
thing. Because intention is key to any ascription of responsibility, at least in the 
law, that ascription turns out to be more problematic than one might otherwise 
suspect. In fact, as much as the neurosciences have revealed the anatomical struc-
tures that are essential to consciousness, as well as the mechanisms by which those 
structures can be altered (at least in clinical settings), we still do not understand 
the relation between consciousness and the brain, and this is precisely the “diffi -
cult problem” David Chalmers refers to in investigating how brain processes can 
give rise to subjective experience.  24     
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 Conclusion 

 We have seen that because our personal and social histories play a signifi cant role 
in our decisionmaking, a proper investigation of moral and legal responsibility 
requires us to understand the psychic mechanisms through which we  construct the 
social phenomenon . Additionally, biographical and environmental reconstructions, 
coupled with neuroscientifi c fi ndings, may provide probative elements in the legal 
process. This could lead to a practical solution to the problem of responsibility that 
would not require us to choose between retributive and consequentialist approaches. 
Thus, a neuroscientifi c approach to responsibility may have to take into account 
not only the neuronal processes underlying volition but also the cerebral systems 
in virtue of which individuals can use their cognitive capacities. This makes it pos-
sible to appreciate the way in which society limits volition and how to adjust to this 
limitation, thus averting the risk of predicating the law, its prescriptions, and its 
corrective purpose on a set of processes presumed to be “natural.” The cognitive 
neurosciences have enabled us to arrive at a deeper understanding of the inten-
tional and decisionmaking processes thought to be essential to what it means to be 
held responsible for our actions. That very understanding has brought out the com-
plexity involved in the concept of intentional action and decisionmaking. By a kind 
of paradox, what can be said to have begun as a scientifi c enterprise, aimed at natu-
ralizing intentionality, decisionmaking, and responsibility, wound up underscoring 
the irreducible social, biographical, and normative aspects of those concepts. 

 In light of the previously described developments in the biological sciences, 
we can bring into focus the need to revise some of our current clinical and legal 
practices, especially in criminal law.  25   As concerns clinical practice, for example, 
neuroscience and cognitive science have underscored the need to clarify what it 
means for neural activity to be “absent.” How much absence counts? Does the 
brain as a whole have to be nonfunctional, or are there special regions (such as 
the cerebral cortex) whose functioning is essential? And in determining whether 
a patient in a persistent vegetative state has the required level of neuronal activ-
ity, we are left to ask: Is this individual still a person? Clearly, these questions are 
not just scientifi c but require us to engage in moral and philosophical refl ection, 
while also making practical considerations such as those involving the social 
costs of maintaining brain-dead individuals. 

 In conclusion, although neuroscience has advanced our understanding of the 
human brain, it has not been able to supplant the need to refl ect on responsibility 
in a broader sense than what science itself can encompass. After the century of 
the gene, after the Human Brain Project, the current decade of investigations on 
the mind and the brain is highlighting signifi cant moral, social, and legal impli-
cations that need to be considered in the attempt to understand our behavior 
and the ways in which we can be held accountable for it.     
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