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We recast Diamond’s search equilibrium model into that with a finite number of agents.
The state of the model is described by a jump-Markov process, the transition rates of
which are functions of the reservation cost, which are endogenously determined by value
maximization by rational agents. The existence of stochastic fluctuations causes the
fraction of the employed to move from one basin of attraction to the other with positive
probabilities when the dynamics have multiple equilibria. Stochastic asymmetric cycles
that arise are quite different from the cycles of the set of Diamond—Fudenberg nonlinear
deterministic differential equations. By taking the number of agents to infinity, we get a
limiting probability distribution over the stationary state equilibria. This provides a natural
basis for equilibrium selection in models with multiple equilibria, which is new in the
economic literature.
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1. INTRODUCTION

The search equilibrium of Diamond (1982) and its elaboration by Diamond and
Fudenberg (1989) have been influential, as evidenced by frequent citations in the
search literature. Their model has an infinite number of agents, and the fraction
of the employed agents is the state variable. Nedenote the number of agents

in the model for later references. By takihg= oo, their dynamic analysis of the
fraction is deterministic, as most macroeconomic models are, and totally abstracted
from stochastic fluctuations of the fraction near equilibria. Any movements of
the fraction are as parts of cycles of a set of nonlinear deterministic differential
equations.
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As a modeling strategy, we can take= oo or begin with models wittN < co.

We reexamine their model in the latter framewérkhere are advantages and
disadvantages in dealing with models with finite numbers of agents. With the con-
ventional choice, dynamics are usually deterministic, and whatever results or the
behavior in the models is also deterministic as most macroeconomic descriptions
are. This is a great advantage when the formulation Wita co is used. What

are some of the disadvantages of this approach? One of the most serious ones is
the loss of information about fluctuations, externalities, and so on. The cyclical
variations exhibited by deterministic models are totally predictable, and are due
to cycles of nonlinear deterministic dynamic equations. Despite the more com-
plicated setups and calculations that we must face, the formulationNvithoo
provides information on stochastic fluctuations that otherwise is not available. An-
other disadvantage of the formulation with= oo is difficulty in resolving the
equilibrium selection when models have several locally stable equilibria. We show
that a natural selection criterion exists for models vith: co.

More specifically, we have two objectives in recasting the original model this
way: Oneisto obtaininformation on fluctuations about the equilibria and to provide
a simpler explanation than Diamond and Fudenberg did for cyclical behavior. The
other is to provide a new and more natural basis for equilibrium selection for the
model with multiple equilibria than those in the economic literature on equilibrium
selection.

Dynamic behavior of our model is described by the backward Chapman—
Kolmogorov equation, or what is called the master equation in the physics and
ecology literaturé. It describes how the probability for the fraction evolves over
time. Then, this master equation is solved approximately to yield two equations:
One is an ordinary differential equation for the average or expected value of the
fraction of the employed. This macroeconomic equation embodies a new aggre-
gation procedure as argued by Aoki (1996, Sect. 5.4; 1998). The other is a partial
differential equation, known as the Fokker—Planck equation, for random devia-
tions of the fraction about the mean. When we let the number of agents go to
infinity, the equation for the mean reproduces the equation for the fraction derived
by Diamond. The critical points of the ordinary differential equation and the en-
dogenously determined reservation cost expression jointly yield information on
the equilibria and asymmetrical cyclical behavior.

To derive these, we construct a jump-Markov process with transition rates that
are coupled with the value maximization by rational agents. Put differently, unlike
the use of jump-Markov processes in the probability literature, our jump-Markov
processes have jump rates that depend on the reservation cost for accepting pro-
duction opportunities, which is determined by comparing value functions for the
alternative choices of becoming employed by accepting the production opportunity
or remaining unemployed by rejecting the production prospect as being too costly.
The model construction and transition rate specifications are discussed in Section 2.

On our second objective, we provide a quite different explanation for the occur-
rence of business cycles from that given by Diamond and Fudenberg—a stochastic
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asymmetrical business cycle. Fluctuations about aggregate dynamics occur in our
analysis because microshocks intrinsic in our models do not vanish when the num-
ber of agents in the model is finite. With positive probabilities, net effects of arrivals
of production and trading opportunities do not vanish, but accumulate to change
the fraction of employed from one basin of attraction to the otherSection 3,

we derive the aggregate (macroeconomic) dynamic equation, and in Section 4, we
derive the Fokker—Planck equation for the fluctuations about the means.

Multiple equilibria in Diamond’s model produce the problem of equilibrium
selection. It often is argued that the expectation held by agents determines which
equilibriumisto berealized. In our approach, we getthe equilibrium transition rates
of aggregate states, which generate a stationary (invariant) probability distribution
over fractions of employed agents, and there are multiple basins of attraction
associated with the stationary probability distribution. The probability that the
economy stays in each basin of attraction can be calculated. As we bring the
number of agents to infinity, our model converges to the deterministic model with
multiple stationary states, but with some probability assigned to each stationary
state. These probabilities can be used as a natural basis for the equilibrium selection
criteria® Section 5 derives the value functions of our model. In Section 6, we
discuss examples with multiple equilibria.

We show in Section 7 that the larger the basin of attraction for a stationary state,
or the smaller the fluctuation around the stationary state, the more likely it is that
such a stationary state well be selected as the equilibrium.

2. MODEL
2.1. Setup

There is a large but a finite numbe, of agents, who are in one of two possible
states, employed and unemployed. Of thexgents in the modeh of them are
employed, andN — n are unemployed. The state of the collection of thagents

is n or, equivalently, the fractioa=n/N. Each of theN — n unemployed persons
independently encounters a production opportunity that appears at the aate of

in a small time intervalAt. If the opportunity is accepted, it yields the unit output
and at the cost, wherec is a nonnegative random number with a known distribu-
tion functionG. There is a reservation or threshold cosmn), to be determined
endogenously later, above which the opportunity is rejected as being too costly.
When the opportunity is accepted, the person’s status changes from being unem-
ployed to being employed. EachmEmployed persons independently encounters

a trading opportunity at the rabgn/N) per unit time. When an employed person
encounters a trading opportunity, he forms a pair with another randomly selected
employed person, and the pair trade and each of the pair consumes the output of
the partner to receive instantaneous utilitgnd their status changes from being
employed to being unemployed. See Diamond (1982) for some explanations for
these assumptions.
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Let We(n, t) be the present discounted value of lifetime utility of an employed
person, and le¥,(n,t) be that of an unemployed person when the state is
Becausen is a random variable in this paper, we take the expectation of these
random value functions after we derive the stationary distribution @¥e dropt
from the argument of the value functions because dynamic programming involves
an infinite horizon and the problem is time-homogeneous.

The value functions are evaluated in Section 5 after we discuss the dynamics for
the mean of the fraction and a Fokker—Planck equation for the fluctuations about
the mean in Sections 3 and 4. Section 6 provides the special case of the model that
creates two locally stable equilibria. With this example, we discuss the problems of
first passage times between two locally stable equilibria and equilibrium selection
in Section 7. We conclude in Section 8.

2.2. Transition Rates

We model the problem as a jump-Markov process. Thus, the model is completely
specified by the transition rates that describe movements of agents over a small
interval of time.

To an unemployed agent, production opportunities arrive at thearate a
Poisson process. Each production opportunity if undertaken yields a unit of output
with costc. Only production with cost* or less will be undertaken. The transition
rate fromnton + 1 is given by(N — n)aG(c*), wherec* is the “reservation” cost
in the sense that only the production with cost c* is undertaken. Because this
reservation costis a choice variable and depenag bh we write itasc*(n/N), or
asc*(n) for short, in the following. This transition rate is thus endogenous, unlike
most rates in the probability textbooks. The determination of the reservation cost
is discussed in Section 5.

For an employed agent, trading opportunities arrive as a Poisson process at the
rate8(n/N). His probability for being one of the random pairisIC,_1 2/Cpn2=
2/n. We define the arrival rate of trading opportunity for an agent to(bgN) :=
(2/n)B(n/N). While an employed agent waits for a trading partner, the probabil-
ity is [Cn-1.2/Cn.2] B =[(n — 2)/n] B that a pair involving other employed agents
trade, thus decreasimgto n — 2. In aggregate, then, the transition rate from state
nton— 2 is given by(n/2)b(n/N).

3. AGGREGATE DYNAMICS: DYNAMICS FOR THE MEAN
OF THE FRACTION

Denote the probability distribution thatpersons are being employed at titrizy
P.(t). The master equation [see Aoki (1996, Sect. 5.1)] is

dR(t)/dt =rn_1Po_1(t) + In2Pai2(t) — (rn + 1n) Pa (D),

with obvious boundary conditions imposedhat 0 andN, and near these values
as shown in Section 5.
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From our previous discussion,

= (N —magG[c*(n/N)] = N(1 - e)aG[c"(n/N)],

n n

Because this equation cannot be solved exactly, we proceed as in Aoki (1996,
p. 123) to derive an approximate solution. To do so, we change variables as

and

S =ft—. ©)

The variablep is the expected fraction of employed antepresents random fluc-
tuations about the mean. The idea of this change in variables is that we presume that
there is a peak dP, (t) atn = ¢ N of orderN, while its width will be of order/N .

This presumption is correct if distribution éfturns out to be that with mean
zero and some variance. It is shown in Section 4 that it is so.

In this change of variables, note that+ 1)/N = ¢ + N~2(¢ +1/4/N), and
soon. Forexamplé,changes by 2/N inl,». Thus, the functio, (t) transforms
into a functionIT(&, t) of & according to

Pa(t) = Py, e (1) 1= TIE. 1),

The left-hand side of the master equation is now rewritten in terniklmf noting
that
dbP,(t) oIl  olldé

dt ot T 9E dt’

wheredé /dt is obtained by differentiating (1) with respectttavith n fixed:

— d¢
E AT

The right-hand side of the master equation can be expanded in terms of orders
VN, N° N-¥2 and so on. Itis given as (see Appendix for the derivation)

—4><¢)—§J— {cb (O + @' («zb)é—s

[‘D(@ + 3¢b(¢)

5 } 72 }N°+ O(N"Y?),

where

®(¢) := (1 - ¢)aG[c(p)] — ¢b(¢).
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We match the left-hand side of the ordg€N with the terms of the same order on
the right-hand side and derive the aggregate dynamic equatignaer

d¢
dt

This is in agreement with the dynamic equationdan Diamond (1982, Eq. 1).

= ®(¢) = (1 - $aG(c’) — ¢b(9). @)

4. DYNAMICS FOR THE FLUCTUATIONS

The rest of terms are for determining the distributior§ oBy collecting terms of
orderO(N9) in the Taylor-series expansion, this equation is seen to be given by

8_ o o 1/2
e A(p)IT + A((P)%‘ o +C(¢) 282 + O(N™9), 3
with
A(p) = —D'(¢)
and
C(¢) = (1/2)(1 — ¢)aG(c*) + ¢pb(¢).

This is a type of Fokker—Planck equation that can be solved as discussed by Aoki
(1996, Sect. 5.13), for example. As we discuss shortly, the local equilibria of the
dynamics are the zeros of the functidn Its derivative®’ is negative at those
local equilibria that are locally asymptotically stable; that is, at those locally stable
equilibria, A(¢) is positive. Note that the coefficieBl(¢) is 2pb(¢) at the critical
points, that is, wher (¢) = 0.

The stationary distribution &fis derived by solving equation (3) witi1/dt =0.
The equilibrium distributiorT1¢(¢) is given by

¢) =

1
NZZ S ON0)) exp{ Cg) 2

We have thus shown that the stationary distributionsfes normally distributed
with mean zero and varian€&(¢)/A(¢). Its variance is given by

Var(g) = Agz; o?(¢).

Recall the change of variable (1). From this, we can readily seethat/N
has the following density function around the locally stable critical pgint
1 exp[_ (e~ ¢)? ]
V/27152(¢)/N 202(¢)/N |’

With two or more locally stable equilibria, the probability mass around each of
the critical points may overlap and assign positive probability to the neighboring

A(9) sz}

(4)
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critical points. This is one sufficient condition for fluctuations to spill over to the
neighboring basins of attraction. Even if this does not happen, we show later that
expected first passage times from one basin to the neighboring ones are finite; that

is, cycles are possible.

5. VALUE FUNCTIONS
5.1. Determination of Reservation Cost

Denote the discount rate Ipy Value functions depend on the fractiofiN rather
than onn directly. For shorter notation, however, we denote theriVa®) and

W, (n) for the employed and unemployed when the number of the employed is

For an employed agent, we obtain the relation for the value functions as

rWe(n) = b(%) [v+ Wu(h —2) — We(n)]
+ (N —magG[c"(M][We(n + 1) — We(n)]
#1570 ) wen = 2) - Wan) ®)
for n between 3 andN — 1, and for an unemployed ageht,
W =a [ Wt + 1) - Wy - 2d60@)
+(N—-n t— DagG[c" (N)][Wu(n + 1) — Wy (n)]
n

n
+§b<N>[Wu(n_2)_Wu(n)]v (6)

forn=23,..., N —1. The boundary relations are

rWe(N) =b@D)[v + Wu(N —2) — We(N)] + NT_zb(l)[We(N —2) = We(N)]

(7
and
r'We(n) = (N —n)aG*(n)[We(n + 1) — We(n)], 8
forn=1, 2, whereG*(n) := G[c*(n)]. Finally,
r'Wy(n) =aG* + (N —n—1aG*(n)[Wy(n + 1) — W,(n)] (9)
forn=0, 1.
In this paper, we examine the optimal search rulecfgn):
c(n) = max0, We(n + 1) — Wy(n)} (10)
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forn=0,1,2, ..., N —1. This is the rule used by Diamond and is obtained by
maximizing the integral term in equation &Yhe set of equations (5)—(10) de-
termines the optimal values ®¥.(n), W, (n), andc*(n). With this optimal cutoff
level, we can determine the transition rates given in preceding section.

5.2. Expected Value Functions

We next take the expected values of these value functions with respect to the
stationary distributions af. By changing variables as done in (1), we have shown
that the stationary distribution fdr is normally distributed with mean zero and
variance that is a function ap but is independent oN. This is a posteriori
justification for the change of variables that we have performed.

Rather than obtaining optimal sequences of the cutoff levels by solving the set of
equations displayed above, we first derive the expressions for the expected values
of the value functions aroungland then derive the expression for the cutoff levels
as functions oty up to termsO(1/N).

We change variables as indicated earlier, and define

Vu(¢ +&/V/N) := Wy (n),
Ve(¢ + &/ N) = We(n),

and
c(¢ + £//N) = c*(n).

Performing the Taylor-series expansion of the preceding three equations around
¢ and noting thaE& =0, andE£? = o2, we find that, after dropping terms of the
order /N or less, the expected value functions and cutoff level become

rVu(@) = aG[c(@)][Ve() — Vu(@)] — at + @ (¢) Vi (4), (11
r'Ve(¢) = b(@)[v + Vu(9) — Ve(@)] + @ ($)Ve(4), 12
and
c(¢) = Ve(®) — Vu(9), 13
where

(@)
¢c= / zdG(2).
[

Details of the algebra are in the Appendix. Equations (11) and (12) correspond to
equations (4a) and (4b) of Diamond and Fudenberg (1989).

Making use of the fact thab (¢e) = 0, wheregp denotes locally stable equilib-
rium points, (11) and (12) yield equilibrium value functions

I +aG[c(@)]b(@e)v — ablge)C
r[r + b(ge) +aG(¢)]

Ve(de) =
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and
b(¢e)aG[c(e)]v — a[r + b(ge)]C

Vulde) = — {r + b(¢e) + aG[c(¢)]}

)

wheret is evaluated ape.
By subtracting (11) from (12), the expected cutoff level is given implicitly by

re(g) = b(@)[v — c(@)] — a{c(p)Gle(@)] — € + P (P)[Ve (@) — Vy(@)],

where the last term is recognizedd=¢)/dt = (dc*/d¢)(d¢/dT).

Thus, the parallel developments or the correspondence with the case of infinite
number of agents holds. We can actually see that this choio@pfs optimal by
differentiating the expected value functions with respeci(#, noting that(¢)
is exogenously specified and its derivative with respec{d# is zero. Solving for
the derivatives of the expected value functions with respect#9, we see that
they are both zero. This is the first-order condition for optimality. The second-order
condition may be shown to hold by taking derivatives once more.

6. MULTIPLE EQUILIBRIA AND CYCLES: AN EXAMPLE
WITH DISCRETE COST DISTRIBUTION

Our method of solving the master equation requires ¢hbe at the interior of
[0, 1]. Thus, to see the stochastic dynamics of the model with multiple equilibria,
we need to construct a model with multiple locally stable equilibria with each of
them in the interior of [01]. In this section, we provide an example with two
locally stable interior equilibria. We use this example for the discussion in the
following sections.

Letb(¢) = ¢. Also, suppose that the costs are distributed in a discrete manner.
More specifically, suppose that there are two possible costs0 andc, > 0, that
is, the distribution functio (c) is a step functioniz(c;) = p > 0; G(c) = 1. We
also assume that> c,. The right-hand side of the dynamics for the aggregate
equation (2) is eithe(¢) :=[(1 — ¢p)ap— ¢?] or Pa(¢) :=[(1—p)a—¢7,
depending on the range of the argumgnt

There are thus two critical points. They are the root$gip) =0,i =1, 2, and

are given by
¢1=[va?p? +4ap—ap]/2
and

¢ =[Vat+4a—al/2:=«.

We see tha®; (¢) are negative for=1, 2; that is, the critical points are locally
stable.
From the optimality conditiong; = c(¢1) is determined by

rc; = ¢1(v — ¢j) —apqg
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or
. ¢1v
Cl -
r+o¢1+ap
if0 <cj <cCp.
The second value; = c(¢,) is determined by
rc; = ¢o(v—0c3) —ac +ac(l—p)
or

£ $ov +ac(l— p)
r+¢>+a

’

if ¢z < ¢5. Itis clearthatb(¢1) =0 andd,(¢,) =0arevalid only if O<c] < c, < C5.
The last inequalities are represented by the conditions

(r +apcs
- T
v — C

b1 < ¢2,

which can be rearranged as

ap[l — c(r +ap) (v — )] — &) < (v — C)°c5
<al—(r+ap— )l —c2)? (14

The two basins of attraction are separated at

_ C(r +ap),
V= (v—cp) '

that is, the value of> undergoes a discontinuous change at this value:
P1(y—) <0

and
Dy (Y +) > 0.

See Figure 1. The conditions to ensure that® < ¥ < ¢, <1 are the same as
(14). Thus, a smalp and a not-too-large, will suffice to satisfy these conditions.
We can also construct the examples of three or more discrete costs. However, the
conditions on parameters are more complicated to state.

If there is a large positive disturbance nearthat makes the variablg cross
the boundary ai, then the derivative is positive and the disturbance is amplified
and¢ is attracted t@,. Conversely, a large negative disturbance geavill cause
the state variable to be attractedgig This is what we mentioned at the end of
Section 4.
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D2(¢)

Ficure 1. Example of the aggregate dynamic equation, equation (2).

7. MEAN FIRST PASSAGE TIME AND EQUILIBRIUM SELECTION

This section shows how we approximately evaluate the mean transition times from
one basin of attraction to the other, and calculate the equilibrium probabilities that
the employed fraction of population stays in each of the two basins of attraction.
Moreover, we show that our analysis provides the basis for equilibrium selection
in the deterministic version of the model. Because the states off the equilibria
approach them exponentially fast, only the events of disturbances that are large
enough to bring the states from one basin of attraction to another will force the
model to move from one equilibrium to another. These are rare events in the large
deviation theory, and can be analyzed as Suchthis paper we merely provide an
approximate analysis of the next subsection.

7.1. Approximate Analysis

First we recognize that we need to calculate only the event from one of the equilib-
rium states to the boundary between two basins of attraatipmhich is introduced
in the example above. The reason is the same one used by van Kampen (1992)
as quoted by Aoki (1996, p. 151). The time neededfdo reach its equilibrium
value, ¢1, or ¢, depending on the initial value, is much shorter than the time
needed to go from one basin of attraction to the other.

A quick way to see this is to solve the deviational equatiorptdit To be definite,
suppose thap is in the domain of attraction t¢; and letx := ¢ — ¢;. Then, itis
governed by

dx o —_A
4 = 1(@DX = —A(@1)X,

with the initial conditionx(0) = ¢ (0) — ¢;.

https://doi.org/10.1017/51365100500017041 Published online by Cambridge University Press


https://doi.org/10.1017/S1365100500017041

498 MASANAO AOKI AND YOSHIMASA SHIRAI

The solution isx(t) = x(0) exp[— A(¢1)t]. Recalling that exp—4.5) =0.01,
we find that it takes about= 4.5/ A(¢1) to reduce the distance frog to about
0.01 of the original value. In the case whare 1 andp = 0.2, we havep; = 0.358
andA(¢1) =0.92. Thus, it takes about 4.9 or 5 time units to reach the equilibrium
point. As we show later in Example 2, the mean first passage time for this example
is of the order of 1®whenN = 100. Therefore, we are justified in assuming that
¢ is initially at one of the equilibrium points when we calculate the mean first
passage time. The procedure is as outlined by Aoki (1998, Appendix). We set up
a two-state Markov chain because there are two locally stable equilibria in the
example. Letr; andw, =1— 71 be the probability that the employed fraction
are in basins of attraction f@f; andg¢,, respectively. These probabilities evolve
according to the differential equation
% = Wo 1m0 — Wy omg,
T
whereW; » is the transition rate frong, to the boundary of the two basins of
attraction (i.e.jr) andWs 1 is that fromg, to . In the stationary statér; /dt =0,

we have 1
M= 1
LT Wi /Woq + 1 (19
The mean first passage time is given by
1
T = —.
Y27 Wi,

See Aoki (1996, p. 152).
To calculateW; , we use the probability that

Wi = Prf§ > &],
with
bt s =y
1 N .
Analogously, W, ; is approximated by the probability thgtis smaller than
VN — @) or, equivalently, it is larger thax/N (¢ — ¥).
The following examples suggest that there are positive probabilities assigned
for the system to move from one basin of attraction to the other and vice versa
when the number of agents is finite.

Example 1

Leta=1,r =0.1, p=0.3, andc,/v = 0.55. Then, the boundary of the two basins
is located aty = 0.489.

The variance of in Basin 1isZ = ¢2/ A(#1). The standard deviatiat) =0.374,
andsd, =0.413. Thus,

Wi = Prfg > VN(y — ¢1)]
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and
Wa 1 = Prg > +/N(¢2 — ¥)].

Suppose thal =50. ThenW; , =0.00665, and\, ; = 0.01375.

We thus estimate the mean first passage times; as=1504, 1,1 =727,
m1=0.67, andr, =0.33. The ratio of the mean first passage times is 1.9.

If the number of agents il =100, thenw; , =0.00025,W,; = 0.0009,73 » =
4,000,711 =1,100, andr; =0.78.

Example 2
Leta=1,r = p=0.2, andc,/v =0.55. The boundary value in this case is given
by v =0.49.

With N =50, W; , =0.0062, W, 1 =0.0119, 77 , = 1613, 1751 =84.03, 11 =
0.657.

With N =100, the mean first passage times increasg 6= 5,000 andr, ; =
1,000 withzr; =0.83.

7.2. Equilibrium Selection

As we increase the number of agents in the economy to infinity, our model con-
vergestothat of Diamond. This can be seen by the fact that variance of the employed
fraction of agents converges to zeroMss taken to infinity, as indicated by the
density function (4). This suggests that the stationary (invariant) distribution over
the fraction of employed agents in the economy appears as spikes, with proba-
bility masses ofr; andx, assigned for employed fractioms=¢; ande= ¢,
respectively.

These probability masses for each locally stable critical point provide the criteria
for equilibrium selection for the model of multiple equilibria with an infinite num-
ber of agents. One can easily check that our special case given in Section 6 yields
exactly the same stationary fractions of employed aggngnde, in Diamond'’s
model if we set the same matching functimand cost distribution functiofs.

What we are left to do is to calculatg whenN is taken to infinity. As suggested
earlier, we have

Wiz = Prg > VN — ¢1)]

o0 1 52
/m(w—qn) V2o ?(p1) Xp[ 202(¢1)] g
and

Wa1 = Prs < VN — ¢)]

o0 1 %-2
= — dg.
/m(¢2—lﬁ) V2mo?(¢p2) exp[ 202((152)1 5
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It is easy to see that bot,; , and W, ; approach zero aBl is brought to in-
finity. Hence, we can approximate lim, oo W12/ Ws 1 by limy_ oo (dWh 2/d N)/
(dWs.1/N). This is given by

Wi, dWi/dN
N Way — N dW, 1/dN
. @2 —1?  W— 22| | W~ Do)
= | - N . 16
N eXp{l 2076 20%(gn) ] }(¢2—1/f)0(¢1) (9

From this, it is straightforward to see that, Bsapproaches infinityW 2/ W 1
approaches 0 if and only ify — ¢1)/0 (¢1) > (¢2 — ¥)/0 (¢2); Wi2/Wo 1 ap-
proaches infinity if and only ifyr — ¢1)/0 (1) < (2 — ) /o (Pp2); andWy o/ Wh 1

approaches 1 if and only {f — ¢1)/0 (¢1) = (2 — V) /o (¢2).
The result is summarized as follows:

1 if(Y —¢1)/o(P1) > (2 — V) /o (),
N“Lnooﬂl =¢1/2 if (Y —¢1)/o(@1) = (¢2 — V¥)/0o(¢2), and
0 if(—a))/o(d) < (p2— ) /o(P2).

The larger the distance between the critical point and the boundary of the basins
of attraction, or the smaller the variance of fluctuation around the critical point,
the more likely it is that this critical point will be selected as an equilibrium in a
model with an infinite number of agents.

8. CONCLUSION

We have reexamined the Diamond search model for the case of a finite number
of agents to show potential advantages of not assuming that there are an infinite
number of agents in the model from the beginning.

Using the Diamond model as a vehicle of illustration, this paper has dealt with
three important issues in modeling agent interactions. One is the Use<afo
(a finitely model, that is, the number of agents in the model is finite), the second
is to couple rational choices with the jump-Markov processes with endogenous
transition rates to describe dynamic discrete-choice situations, and the third is the
equilibrium selection procedure. With a finite number of agents, the fraction of
employed agents is a random variable that fluctuates about its mean value. We have
shown that the fluctuations are of the foem/N, whereN is the total number
of agents, and the distribution function féris Gaussian with mean and finite
variance, which is a function of the expected fraction of the employed agents. We
have illustrated by a simple example that the model can have several locally stable
equilibria and that the fraction of the employed agents may fluctuate between
the pair of equilibria. We have shown that this leads to a simpler explanation of
asymmetrical cycles, among others.

Moreover, if the number of agents are taken to infinity, we acquire the probability
distribution for multiple stationary state equilibria of the deterministic model.
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This provides the basis for equilibrium selection for the model with multiple
equilibria.

NOTES

1. This example was suggested by Orszak (1997) as one of his comments on Aoki (1996).

2. See Aoki (1996, Sect. 5.1) or van Kampen (1992, p. 97) for the source of this name.

3. The idea of microshocks creating aggregate risk is pointed out by Jovanovic (1987). His main
pointis that, in the nonlinear systems, microshocks intrinsic to the model do not vanish. Kirman (1993)
discusses a mechanism of stochastic cycles. The focus of his model is on herding effects. See Aoki
(1998, p. 436) for comparison of our method with that of Kirman. Furthermore, our model in this paper
has optimizing agents. In such a model, fluctuations among two basins of attractions are still possible.

4. There is a vast literature on equilibrium selection in evolutionary game theory [see Kandori
(1997)]. However, most of their approaches introduce exogenous mutations to generate stochastic per-
turbation in the dynamics. Moreover, their analyses are done in simple games with multiple equilibria.
How it can be applied to equilibrium selection in “economic models” with multiple equilibria is not
clear.

5. We takeN to be a large fixed number. It is straightforward tolebe random.

6. That this is the correct order is indicated by the fact that the coefficients of the Fokker—Planck
equation forg, to be derived later, are independenffSee Kelly (1979), for example.

7. The probability intensity for the transition from statto staten + 1is(N — n)aG*, whereG* is
shorthand foG(c*), of which(N — n — 1)aG* is the intensity for other unemployed agents to become
employed while he remains unemployed. The intensity for him to become emplog&d is

8. The optimum rule is obtained by maximizing the integral expressi,im) with respect to
c*(n), recognizing that*(n) in the second term is due to the choice by others, and appealing to the
exchangeability of agents.

9. See Aoki (1996, Sect. 3.6.2) for a quick look, or Dembo and Zeitouni (1993) for a more rigorous
discussion.

10. In the example of the multiple equilibria with discrete and finite support for the distribution
functionG, one can actually calculate the time to reach a small neighborhood of the equilibrium point
by direct integration of the dynamics in the phase plane. This yields results similar to those obtained
by deviational analysis.
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APPENDIX

TAYLOR-SERIES EXPANSION OF THE MASTER EQUATION

The master equation is given by

dt 2 N

n n n .
- {(N —n)aG(c") + §b<ﬁ)] Pn(t);

c" can be considered as a functionfigiN. Hence we can write” = c(n/N). Moreover, we
haven/N = ¢ + £/+/N. Also, settingP, (t) = [1(£, t) and through Taylor-series expansions
of functionsb(-), c(-), andI1(&, t), we can rewrite the master equation as

dPRy(t) —(N—n+ 1)aG(c”’1) P._1(t) + n+ 2b<n + 2) Pria(t)

dn(g,t)(_an and(pm)

dt FE T

Z| -~

)

_ _5 1 o

_aN< —¢ N N>{G(C)+G(C)C(m
§

N £ 2 , £ 2 Tt 2 9211 2

+7(¢+ﬁ N){b(d’)”(d’)(\/_ N>:||:H+¥ﬁ+a—§'2ﬁ:|

—aN (1— ¢ — %) (G(c) + G’(c)c’j—ﬁ> 1

- g <¢ + i) {b@) F D) | T+ ONY

N N

=aG(en + NaG’c’<1—¢— % +%> (% - %)l‘[

—aNG’c’<1—¢— i)il'[

1

—aNG(1-¢ - —— + =
2 ( ¢ mW)
1
N

—aNGec /(1 ¢—%+

Nb
+b(¢)l’[+7<¢+
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Nb £\ & Nb ¢ 2\[om 2 M2
_ S s — Sl Y et Sl

2 (d’+m)m 2 (d’+m+N>(agm+a§2N>
Nk £ 2 £ 2 a1 2 9211 2 n
e v o) (o) (e P2 o

2 (¢+N+N>(N+N>(8$W+BEZN>+ N
=—[(1-¢)aG— ¢b]%m + {[aG(c) +b+¢b — (1—¢)aGc]n

+[aG+b+¢b’—(1—¢)aG’c’]§% + <1T¢ G+¢>b> ;—[}No-i— O(N~Y?),

The comparison of their term with ordefN gives us the aggregate law of motion far

d
< = (1- p)acic)] - ob(o).
The Fokker—Planck equation is the coefficient of the term with oktfeand is given by

9211
A@)IT + A(¢)¥ +C@)—— 0z2 =0

at the stationary state, wher&(¢) =aG(c)+b+¢b' — (1—¢)aG'c and C(¢) =
(1—¢)aG/2+ ¢b.

DERIVATION OF EXPECTED VALUE FUNCTIONS AROUND ¢

Let us move on to show the system of equations (5), (6), and (7) in terms of aveaige
n/N. With new notations for value functions introduced in Section 5, equation (5) can be
expanded as follows:

VN

- & (A 2\ _vlE
_(b+bm>[b+vu+vu (m N) Ve VWN}

+aN<1—¢—\/iN) [G(C)JrG(c )

, 3 1
* [V”Ve' (W*ﬁ) Ve
N § 2 , &
+7<¢+W‘N>(b+b¢_w>

B PR NN VIRV &
><[Ve—|—ve-<«/N N) Ve Vem],

‘. {ve«p) + V() i]

e
“x]
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wherec* = c*(¢) andc* = c¥(¢). Taking the above expectations og¢emwe get the follow-
ing equation (note thaf£ =0 andE&2 =0?):

rVe = b(v +Vu—Ve) + [(1 - ¢)aG - (f)b]Ve/

2 2b. (V- V!
+ [b'V] — @G'c” + 20)V,] GW 42V V) < W,

Similarly, for equation (6), we get

) &
VA V() ——
r [ (@) + u(¢)m:|

_ D RV & o
_a{Vﬁ—Ve(m%—N) Vu Vum](G+GC m)

c*+c¥g /N £ 1 £
—a zdG2)+ (1l-¢p— —=—-—|a| G+ G'c"—= |V,
/ G+ (1-¢ Jo(e+eeiy)

VN N
S / g !’

Hence,
rvy =aG(Ve — V) —at +[(1 — ¢)aG — ¢b]V,

2 aG-(V,-V,
+ [aGc"V, — (2aG'c” + b)V,] GW 426 Mem W) . W,

wheret = fg(@ 2dG(2).
For equation (10), we have

& 3 1 3
e = Ve Ve V[ —— = ) — v,
¢ et Ry (m+N> -

Again, by taking the expectation abautwe get
C*(¢) = Ve(¢p) — V(@) + O(N7H).

Now, taking the difference betweeN, andrV,, we get
r(Ve—Vu) =bfv— (Ve — V)] —aG(Ve — V) + @ + [(1 — ¢)aG — @b (V, — V)

o2 2b—aG
—2@GCY +B)(V - V)T o (V= V).
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Substituting the relationshijgs = Ve — V, + O(N~1) andc” =V, — V + O(N~}) into the
above, we get
re’ =b( —c") —a(Ge" - €) + [(1 - ¢)aG(c) — gpb(#)]c”,

where the terms of order less thhimr® are omitted. The paircf (¢), ¢] at the critical point
is determined by the equations

rc* = b(¢)(v — ¢*) —a[G(c")c" — €] + [(1 — p)aG(c*) — pb(p)]c”
and

0= (1 -¢ag[c’(¢)] — ob(e).
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