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Abstract

Studies show that there are shortcomings in applying conventional methods for the emotional
evaluation of the aircraft cockpit. In order to resolve this problem, a more efficient cockpit
emotion evaluation system is established in the present study to simply and quickly obtain
the cockpit emotion evaluation value. To this end, the neural network is applied to construct
an emotional model to evaluate the emotional prediction of the interior design of the aircraft
cockpit. Moreover, several technologies and the Kansei engineering method are applied to
acquire the cockpit interior emotional evaluation data for typical aircraft models. In this
regard, the radical basis function neural network (RBFNN), Elman neural network (ENN),
and the general regression neural network (GRNN) are applied to construct the sentimental
prediction evaluation model. Then, the three models are comprehensively compared through
factors such as the model evaluation criteria, network structure, and network parameters.
Obtained experimental results indicate that the GRNN not only has the highest classification
accuracy but also has the highest stability in comparison to the other two neural networks, so
that it is a more appropriate method for the emotional evaluation of the aircraft cockpit.
Results of the present study provide decision supports for the emotional evaluation of the
cockpit interior space.

With the continuous development of various airlines’ design experience, professional produc-
tion lines and developed quality control systems, a diversified design trend has been proposed
for designing the aircraft cockpit (Causse et al., 2013). The main purpose of this movement is
to design cockpit interiors for pilots. Communicating with pilots indicates that they often
express their emotional feelings about the cockpit. For example, the pilot may like a design
very much or a design may be uncomfortable for him. Consequently, it is of significant impor-
tance to perform the emotional evaluation of the cockpit. With the improvement of the tech-
nical performance of the aircraft cockpit, a good emotional experience can increase the
pleasure and comfort of driving. This can be attributed to the satisfaction of the basic opera-
tion technology of the cockpit. Currently, the aircraft cockpit evaluation is mainly focused on
the comfort evaluation (Kumar et al., 2019), anthropometric evaluation (Senol, 2015), human-
machine interface evaluation (Hai-yu et al., 2012), and lighting evaluation (Hai-bo and
Zhi-sheng, 2012). To this end, a relatively complete theory and the methodic system have
been formed, and many software and hardware tools have been designed and developed in
long-term research and practice. More specifically, the Building Research Establishment
(BRE) company’s comprehensive test system for human-machine environment, Airbus
A320 full-motion simulator, and Boeing 747 engineering simulator (Kraemer et al., 2019)
have been published so far. These documents are utilized to evaluate the cockpit from ergo-
nomic points of view. To this end, most of the physiological indicators are used to determine
the advantages and disadvantages of the cockpit ergonomic design, while emotional recogni-
tions are usually missed. According to the theory of environmental psychology, the positive
spatial emotional cognitive effect can make the pilot’s nerve center accumulate strength and
bring a better operating experience (Jeon et al, 2014). Therefore, evaluating the cockpit
from emotional aspects is of particular importance.

Kansei engineering is a technology that combines sensibility and engineering. It is a theory
and method to design and manufacture products based on the perceptual factors of human
beings. Moreover, it is an emerging discipline, which is developed on the basis of ergonomics.
It is worth noting that Kansei engineering is more concerned with human emotional factors.
Reviewing the literature indicates that the majority of emotional evaluations of the aircraft
cockpit are carried out with conventional perceptual engineering research methods, including
the Delphi expert consultation (Gbededo and Liyanage, 2020), focus groups (Axon et al,
2020), quality function deployment (QFD; Pandey, 2020), and fuzzy evaluation (Chen et al.,
2020). Because these methods rely heavily on the human selection and expert experience
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for selecting evaluation indicators and preparing the judgment
matrix. On the other hand, studies show that the practical opera-
tional process is complicated and more time-consuming investi-
gations are required. However, since the evaluation dimension
of the aircraft cockpit emotion is relatively high, this procedure
cannot be performed for multiple times. If the conventional
evaluation method is adopted for a long time, it is easy to cause
excessive pressure on the investigator. Moreover, in order to
avoid unreasonable value assignment of conventional hierarchical
quantitative methods and significantly reduce the subjective arbi-
trariness of traditional evaluation analyses, it is necessary to estab-
lish a set of intelligent evaluation methods that can replace the
prediction of expert perceptual data.

Studies show that the neural network can efficiently achieve
this purpose. It can be applied to effectively simulate the informa-
tion processing mechanism of the human brain nervous system to
evaluate the emotional experience of the cockpit interior. The
characteristics and superiors of the artificial neural network
over conventional methods in evaluating the emotion can be
mainly reflected from three aspects:

1. Self-learning function (Zhou et al, 2017): When performing
the image recognition, many different image templates and
corresponding results should be implemented into the artificial
neural network and then the network slowly learns to recog-
nize similar images through the self-learning function.

2. Ability to find optimized solutions at a high speed: Finding an
optimal solution to a complex problem often requires a large
amount of calculation. Using an artificial neural network
designed for a problem and a high-speed computing system
may quickly find the optimal solution (Alam et al., 2020).

3. Nonlinear processing ability: The thinking method of the
human brain is nonlinear, so the neural network simulation
of the human thinking should also be nonlinear (Andonovski
et al., 2018). This feature helps scholars to deal with nonlinear
problems like emotional evaluation. Meanwhile, the neural net-
work has been widely applied in product evaluation and out-
standing results have been obtained accordingly.

Studies show that compared with other evaluation methods,
the neural network operation method is more efficient. This net-
work can not only simulate experts for quantitative evaluation but
also avoids human errors in the evaluation (He et al., 2020).
Furthermore, since the weights of the model are obtained through
the learning, the subjective influence and uncertainty of artificially
calculating weights and correlation coefficients are effectively
avoided. Therefore, the obtained system has a high degree of con-
sistency with the research requirements.

Single element features are applied for the predictive evalu-
ation of emotions. However, the emotional image has certain sub-
jectivity and complexity. In fact, it belongs to the high-order
multi-dimensional comprehensive element. On the other hand,
the research object of the present study has a complex engineering
field connotation. Therefore, the radical basis function neural net-
work (RBFNN), Elman neural network (ENN), and the general
regression neural network (GRNN) are applied to perform the
emotional image evaluation, improve the prediction efficiency,
and construct the emotional evaluation response model. Then,
the emotional image of the aircraft cockpit interior design is eval-
uated through the representative imagery dimension. In order to
introduce the neural network with a better structure and accurate
prediction performance, obtained performances from three
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networks will be compared. Then, the selected method will be
applied to perform the emotional prediction evaluation, thereby
reducing the cumbersomeness of the conventional investigation
and obtaining the emotional results of the evaluated objects
more efficiently.

The main contributions of the present study can be briefly
described as follows:

o The cockpit emotion of the aircraft cabin is extracted and the
main emotional dimension is obtained.

A nonlinear evaluation model for the emotional prediction is
constructed and the neural network is applied to the emotional
evaluation of the aircraft cockpit.

o A wide series of experiments are carried out to verify the effec-
tiveness of the proposed method and optimize the best perfor-
mance of the neural network as the preferred mechanism for
the sensation evaluation of the aircraft cabin.

The rest of the article is organized as follows: Section “Related
works” outlines the relevant researches, while the specific process
of the study, including the extraction of the emotional dimensions
of the aircraft cockpit, the establishment of an emotional evalu-
ation data set, and the construction of an evaluation prediction
model, is presented in details in the “Methodology” section.
Moreover, results of the evaluation experiment for the emotional
model and the corresponding descriptions and analyses are pre-
sented in the “Experimental” section. Finally, conclusions and
suggestions for future works are presented in the “Discussion”
section.

In this section, the theory and the application of Kansei engineer-
ing are introduced. Moreover, the linear and nonlinear emotional
evaluation models are summarized. Then several typical networks
are introduced and analyzed for the nonlinear neural network
model. It should be indicated that a comprehensive literature sur-
vey about evaluating the aircraft cockpit is carried out in the
following.

Kansei engineering is a theory and method that uses engineering
techniques to explore the correlation between the sensibility of a
“human” and the design characteristics of an “object”
(Nagamachi, 1995). In fact, it is a user-centered ergonomics tech-
nology for the product development (Nagamachi and Imada,
1995). Nagamachi used Kansei engineering and performed lots
of researches on the product and the service design. In the field
of the general product design, Kansei engineering expresses the
perceptual imagery of “things” (i.e., existing physical, digital, or
virtual ~products) quantitatively and semi-quantitatively.
Moreover, it is associated with product design characteristics
(Détienne et al., 2019). Studies show that since the product design
reflects the emotional requirements of a “human”, the products
can meet the “human” feelings (Jeon et al., 2015). Kansei engi-
neering is considered as the most reliable and effective technical
method for dealing with the emotional requirements of users so
that this method is promoting worldwide.

Recently, with the development and improvement of the field
of big data, cloud computing, and artificial intelligence, Kansei
engineering has also made remarkable achievements. Based on
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theoretical methods, Jiao and Qu (2019) proposed extracting per-
ceptual knowledge from online product reviews of Kansei engi-
neering and the computer technology. Then, they analyzed the
user perception and understanding, thereby improving the
research efficiency of the product’s emotional design.
Chanyachatchawan et al. (2017) proposed a linguistic variable
based on the perceptual data and applied a fuzzy probability to
model the proposed variable. They obtained the user’s emotional
attribute judgment on the product. Wang and Chin (2017) inte-
grated the Kansei engineering and engineering features to form
the basis of market segmentation, thus emotionally subdividing
users. In industrial applications, Kansei engineering has been
applied to the emotional design of different appliances, including
automobiles, communication equipment, and household appli-
ances. However, few investigations have been carried out in the
emotional analysis of the aviation equipment and the aircraft
cockpit. On the other hand, the Kansei words obtained solely
by subjective questionnaire surveys, result in more or less evalu-
ation uncertainties so that it may mislead the design direction
based on Kansei engineering (Wang et al, 2018). Although
some attempts using electrophysiology measures, such as eye
trackers (Hessels and Hooge, 2019) and functional magnetic reso-
nance imaging (Bae et al., 2019), have been conducted to assist
the Kansei data acquisition, they require very time-consuming
and technically challenging procedures to perform. These findings
reveal that some of the existing methods might have limitations in
the Kansei word acquisition. Perceptual engineering is currently
focused on evaluating existing products in the market and finding
the integration lacking through physiological measurements by
relying mainly on mathematical models. Therefore, it is of signif-
icant importance to use advanced computer technology to estab-
lish a systematic framework for performing the perceptual
engineering. In other words, artificial intelligence, neural net-
works, and fuzzy logic can be effectively applied to establish the
relevant databases and computer inference systems to improve
the efficiency of the data acquisition.

Emotional analysis is a task in the field of the natural language
processing (NLP). It is also called the inclination analysis, opinion
extraction, opinion mining, emotion mining, and the subjectivity
analysis. Furthermore, it is the process of analyzing, processing,
summarizing, and reasoning subjective texts with emotions. The
evaluation model for the emotion analysis can quantify the
user’s perceptual knowledge and use the mathematical method
to clearly explore the emotional support correlation between
users and products.

Moreover, it can help the designers to effectively design pro-
ducts that meet the user’s expectations (Schutte and Eklund,
2005). Conventional evaluation models for the emotion analysis
are often evaluated by methods such as operational research,
fuzzy mathematics, and the system engineering models, including
quality house evaluation models, fuzzy comprehensive evaluation
(FCE) models, grey relational evaluation models, approximating
ideal solution evaluation models, Markov evaluation models,
and so on.

Bolar et al. (2017) used the QFD scheme to investigate focus
areas of the customer from diverse viewpoints such as the eco-
nomic, social, safety drivers, technology, maintenance efficiency,
and environmental viewpoints to anticipate future requirements
of the customer. Chen et al. (2019) used the FCE theory to
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evaluate the interface operation mood for subscribers of nuclear
power plant users. Wang et al. (2013) used the grey relational
analysis (GRA) to predict users’ multi-attribute decisions. Lu
and Yuan (2018) proposed a novel technology for the order pre-
ference by similarity to an ideal solution to evaluate the user satis-
faction, which could service the credibility evaluation method.
Aghdam (2019) simulated the user’s potential context and used
the hidden Markov model (HMM) to predict user preferences.
However, the performed emotional evaluation was actually very
nonlinear. He showed that the performance of the model based
on a simple linear combination is limited. Therefore, in order
to improve the accuracy of the model, it is necessary to introduce
a nonlinear structure into the model. With the development of
methods and techniques such as the deep learning and the cog-
nitive computing in the context of the interdisciplinary research,
it is found that the traditional predictive evaluation model has
specific limitations so that the neural network sequence model
with reasonable intelligence is widely used.

Studies show that the neural network is an appropriate scheme for
the emotion analysis and semantic understanding. This originates
from the flexible and nonlinear dynamic mapping system of the
neural network scheme. Moreover, the application of neural net-
works to learn abstract features can avoid manual extraction of
features and have local feature abstraction and memory functions.
With the development of the artificial intelligence technology,
scholars applied the neural network scheme through diverse
methods such as through sound (Darekar and Dhande, 2018),
facial expression (Jaina et al., 2019), brain signal (Meza-Kubo
et al., 2016), and the vision (Ruwa et al., 2019) methods, to evalu-
ate the emotional cognition. Currently, different neural network
models, including the back-propagation (BP) neural network,
Hopfield neural network, adaptive resonance theory (ART) neural
network, and the Kohonen neural network, are used for the emo-
tional prediction evaluation.

The feed-forward BP neural network and the error BP neural
network are the most commonly used and the most popular
neural network models for the predictive evaluation model and
emotion analysis, respectively (Guo et al., 2015). Wei (2015) con-
structed a musical emotion model based on the BP neural net-
work to classify music emotions. However, the BP neural
network has some shortcomings such as the slow convergence
rate and easily falling into the local extremum. The Hopfield
neural network model is a cyclic neural network with feedback
connections from the output to the input. Yan et al (2009)
used the Hopfield network to evaluate products based on the
emotional preferences of domain experts. However, there is a
problem in how the Hopfield neural network judges whether it
is a stable or an unstable network. Meanwhile, the basis of the
decision should be determined so that the asymmetric connection
is required, while the corresponding computational expense is rel-
atively high. The ART neural network is a self-organizing neural
network structure that encodes the environmental awareness. In
fact, it is a non-teacher learning network, which can better coor-
dinate the adaptability and complexity requirements in the emo-
tion analysis. Weidong et al. (2008) proposed an assessment
method for knowledge requirements based on the ART neural
network and the ontological emotional semantic expression.
However, studies showed that the ART neural network is sensitive
to the numerical conversion, distortion, and scale changes. In
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other words, when the input has a small variation, the output
remarkably changes. Furthermore, Kohonen neural networks
use competitive learning to predict the emotion data without
supervision. Jude Hemanth et al. (2018) used deep Kohonen
neural networks to accurately identify human emotions.
However, when the Kohonen neural network terminates the train-
ing, it is a great challenge to evaluate the performance of the net-
work. In summary, reviewing the literature indicates that
generalization abilities of the conventional emotion prediction
neural networks are poor and some networks have different lim-
itations. In the present study, RBENN, ENN, and GRNN neural
networks are considered to evaluate the cockpit emotions.

The RBF is a feedforward neural network with excellent per-
formance. The RBF network can approximate any nonlinear
function with arbitrary precision and obtain global approximation
effectively. It has a compact topology and can be applied to fun-
damentally solve the local optimal problem of the BP network.
The structure parameters of the RBF can realize separate learning,
fast convergence speed, large-scale data fusion, and high-speed
data processing in parallel. On the other hand, the ENN is a typ-
ical dynamic recursive neural network. It is established based on
the basic structure of the conventional neural network. It adds a
bearer layer to the hidden layer as a one-step delay operator to
achieve the purpose of memory. Therefore, the system can
adapt to time-varying characteristics so that it enhances the global
stability of the network. Meanwhile, it has stronger computing
power and can also be used to solve fast optimization problems.
Furthermore, GRNN is a generalized regression neural network.
It is worth noting that the main difference between the GRNN
and other two schemes is the existence of an additional summa-
tion layer, and the weight connection between the hidden layers,
while the output layer is removed. The network finally converges
to the optimized regression with a large sample size and sample
data. Studies show that the GRNN can be applied reasonable pre-
dictions with a low computational expense. Moreover, it can be
applied to process unstable data. It is an enormous challenge to
efficiently simulate the pilot’s emotional cognition and make an
accurate evaluation of the interior design of the aircraft cockpit.

Aircraft cockpit evaluation is mainly divided into two categories,
including subjective and objective evaluations. Subjective evalu-
ation is based on the experience of participants and subjective
feelings. It should be indicated that the obtained results are
often affected by diverse factors such as participants’ experience
and professional level. On the other hand, objective evaluation
mainly relies on the relevant professional equipment such as
eye trackers, pressure analysis measurement systems, and electro-
myographs to detect and record the physiological characteristics
of the human body during the use. After processing the input
data, the relevant data analysis is obtained. When the data is accu-
rate, the simulation environment has a significant influence on
the authenticity of the experiment and the number of samples
of the experimenter. The main evaluation objects include compre-
hensive evaluation, accessibility, visibility, layout, display system,
and operation comfort evaluation.

Xiao et al. (2017) established an evaluation index list based on
the airworthy regulations for the cockpit human-machine inter-
face evaluation. Thomas (2018) evaluated the human-machine
interface of the aircraft cockpit. Husemann et al. (2018) proposed
the flexibility of flight operations as an evaluation criterion for the
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aircraft design process. Furthermore, Kumar et al. (2019) evalu-
ated the pilot’s seat in the cockpit of the aircraft. Han et al.
(2020) utilized deep learning networks to evaluate the cognitive
abilities of the pilot. Moreover, Brezonakova et al. (2019) evalu-
ated the pilot’s visual fatigue. Kraemer and Suf8 (2015) evaluated
the pilot’s situational awareness. According to these investiga-
tions, it is found that the evaluation of ergonomics is in a rela-
tively mature level, and the pilot’s cognitive ability has also
been studied in detail. Moreover, it is found that various evalu-
ation methods have been proposed so far. However, the field of
the aircraft cockpit emotional evaluation should be further
investigated.

The collection of the cockpit interior samples mainly uses the
internet as the medium. To this end, models of the commercial
aircrafts that are currently in service are initially extracted.
Then, manufacturers that these aircraft models belong to are
determined. Finally, a reliable cockpit based on the information
released by the manufacturers’ image is selected. Figure 1 shows
the operation method in this regard.

In order to ensure the validity and usability of the experi-
mental samples, the collected samples should be analyzed and
screened through the following principles:

(1) The experimental sample image should have a high
resolution.

(2) The elements of each component in the experimental sample
should be as clearly visible as possible. There is no occlusion
or overlap between component elements, which can be fully
displayed in the observer’s line of sight.

(3) The interior of the cockpit should be considered as much as
possible in the experimental sample, which includes top area,
windshield area, sidewall area, T-shaped area, ground area,
and cockpit entrance area.

(4) The experimental samples should cover as many models as
possible and the similarity between models should be low
enough. It is worth noting that after passing the similarity
survey, only one representative sample is selected for each
type.

(5) The shooting angle of the experimental sample should be uni-
fied for the frontal forward shooting and it is recommended
to cover the T-shaped area.

The main purpose of the foregoing five basic principles is to
reduce the noise in the experimental sample. In order to improve
the emotional feeling of subjects brought by the cockpit and mini-
mize the impact of different angles on the evaluation results of the
subjects in the later evaluation, the experimental sample set and
the relatively pure raw data are obtained.

It is worth noting that there are currently hundreds of com-
mercial aircraft operating worldwide so that the scope of the pre-
sent study can be effectively reduced through the above-
mentioned procedure. Therefore, the existing civil aircraft models
and types should be analyzed and screened in this regard. Then,
statistical analysis should be performed on the cockpit interior of
existing airlines and characteristics of the cockpit interiors of var-
ious types of aircraft and their correlation with each other should
be studied to obtain the product data of main manufacturers. It
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Collect and sort

Cockpit interior
pictures

Similarity

Multiple discussions

Satisfaction

Analysis and
selection

According to the
selection principle

Fig. 1. Selection process for representative samples.

should be indicated that major passenger aircraft manufacturers,
including Airbus and Boeing, and the main business aircraft man-
ufacturers, including Bombardier, Dassault, and Embraer, are
studied in this regard. This information is applied to find the
cockpit picture of the corresponding model. Moreover, the cock-
pit interior experimental sample database is enriched by collecting
pictures taken. Finally, according to the situation of the picture
collection, the pictures with blurred resolution and obscure design
elements are removed, and 200 models are finally determined as
samples.

The purpose of this round of screening is to remove samples
with high similarity from the 200 sample libraries and reduce
the sample size. Then, the remaining pictures are discussed
with experts in the aerospace industry and engineers of the air-
craft design and research institute. In order to ensure the different
feelings of different people with diverse styles, the research soft-
ware is applied and subjects are grouped to demonstrate their
similarity in judging the cockpit shape. Through the investigation
of the similarity of the samples, the similarity between the two
sample images is obtained, and the similarity matrix is con-
structed accordingly. Moreover, the cluster analysis is performed
on the gathered data to obtain 60 categories of cockpit groups.
Each group selects the most representative and independent sam-
ple picture, and 60 research samples are finally obtained accord-
ingly. It should be clarified that participating experts have no
prejudice against these 60 samples and have reached consensus.
Then, the research sample is processed. The color saturation of
the picture is initially adjusted to reduce the influence of color.
Since some pictures are taken at the airport and other places,
there may be a messy background outside the cockpit window.
Therefore, the selection tool is utilized to select the cockpit win-
dow frame area and remove the irrelevant content on the picture.
The final effect removes unnecessary visual interference factors.
As a result, the image maintains a similar angle and color as
much as possible.

Pilots’ perceptions of different cockpit interiors widely vary from
an aircraft to another one. Therefore, prior to the cockpit interior

https://doi.org/10.1017/50890060420000475 Published online by Cambridge University Press

Preliminary survey N Representative
Input sample library Panel of experts = experimental
Cluster Output sample
analysis

dd

design, designers should initially study the perceptual image per-
ception of the cockpit from the user’s point of view and under-
stand the user’s emotional preferences and requirements. The
operational method is shown in Figure 2.

The corresponding emotional vocabulary database that repre-
sents the cockpit interior system is collected. It should be indi-
cated that different sources are investigated in the present study.
For example, the network, magazines, literature, in-depth inter-
views and questionnaire surveys for pilots, interior designers,
and even cockpit design engineers are studied in this regard. It
is found that the usual emotional attributes can be mathematically
expressed as follows:

H=fw. ., w

n
max’> ""max’> **°? w,

max)’

where H and wp,,, are the pilot’s emotional expectation satisfac-
tion and the unit’s emotional dimension, respectively.

In order to ensure that the collected emotional vocabulary
database can effectively represent the user’s emotional image pre-
ference, the following steps are carried out. Firstly, a preliminary
screening of a large number of vocabulary is carried out. Through
deep communication with the pilots, a primary vocabulary that
can represent the emotional attributes of the cockpit is obtained
and a similarity matrix is established accordingly. Then, the nat-
ural semantic processing technology (Zhang and Yang, 2019) is
adopted and the big data is combined with the WordNet method
to calculate the lexical similarity, as follows:

Sim(1, 1) Sim(1, 2) Sim(1, g)

Sim(2,1) Sim(2,2) Sim(2, g)
Sexg = : : : ’

Sim(g, 1) Sim(g, 2) Sim(g, g)

where g and Sim are the numbers of emotional vocabulary and the
similarity between the two vocabulary words, respectively.

The method of “WordNet Similarity Calculation” is based on
the WordNet to extract synonyms and considers the vector space
method for calculating the similarity between two words
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Fig. 2. Selection process for representative vocabulary.

(Bartusiak et al., 2019). The steps of calculating similarity of two
words are listed as follows:

The candidate synonyms from the three sets of WordNet,
namely Synset, Class Words, and Sense explanation, are extracted.
Then, their features are obtained to calculate the feature(SW)
function as follows:

feature(SW) = {{Ws}, {Wc}, {We}},

where {Ws}, {Wc}, and {We} denote the collection of all syno-
nyms for sense W in the WordNet, relevant genres of sense W
and the real words in the interpretation of sense W, respectively.

The distance of SW; and SW; in three different characteristic
spaces is calculated in the form below to obtain the similarity
between them:

Where No(SW) and IDF(w;) denote the order of sense W and
the reciprocal of a certain w; document when constructing
WordNet from the training, respectively. Moreover, Qp and Qy
define the set of indicators for w; and wj respectively.
Furthermore, the weights of the synonym feature, relevant genres
feature, and sense interpretation are set as Ks=1.5, Kc=1, and
Ke =0.5, respectively.

The similarity between W; and W, in the WordNet is com-
puted based on the function Similarity(SW;, SW;) as follows:

Similarity(W1, W)

Zie{l,m,\SW1\}jE{l,.TTSWZH (Similarity(SW1;, SW;))

+ Zie{l,m,wwzuje(l,frswq} (Similarity(SW;, SWU))

ISWi| 4 |SW;|

where SW, and SW, denote the sense numbers of w; and w,
respectively.

Cluster analysis is a discriminant method that seeks (scheme
or standard) to determine certain problems (Hofmeyr, 2020). It
should be indicated that the K-Means clustering algorithm is
mainly applied in the present study. Figure 3 illustrates the descri-
bed process.

In the K-Means clustering algorithm, all clustering objects
should be vectorized. The centroids of n clustering objects can
be regarded as the centers of the #n vectors. Under this circum-
stance, the calculation method can be expressed in the form
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below:

N 1
ww) = — Z x.
w5
X Ew

The concept of the variance RSS is described as follows:

2
RSSp= Y % —H(w)l,

—
X €k

k
RSS = Z RSSy.
k=1

The RSSy and RSS denote the distance from each cluster object
in the k-class to the centroid and the sum of RSS values of all
k-classes, respectively.

Finally, the cluster analysis is carried out to reduce the dimen-
sion of the emotional vocabulary so that the representative emo-
tional vocabulary Q, which is the most suitable vocabularies for
evaluating the cockpit interior system, is obtained.

In order to obtain the emotional evaluation data set of the cockpit
interior, the representative experimental sample and the represen-
tative emotional vocabulary are combined to form an SD ques-
tionnaire. Figure 4 shows the operational method.

The principle of the questionnaire survey is introduced in
detail at the top of the data questionnaire. The subject is explained
in detail before the experiment. The subject should strictly abide
by the evaluation principles when filling in the questionnaire.
There are three parts in the questionnaire design as follows:

1. Selection of research objects and pilots of different airlines.

2. Adopting the research method and the semantic difference
method. Then, the pilot’s perception of different emotional
vocabulary should be analyzed after observing the extracted
cockpit interior pictures.

3. Questionnaire survey. The respondent observes the extracted
cockpit interior pictures, and then scores from four perceptual
vocabularies. After obtaining the data, they should be analyzed.
The number of distributed questionnaires is 30, all of the sub-
jects are male aged 20-50 years old, and the subjects include 20
Chinese pilots and 10 non-Chinese pilots. They all have a
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Fig. 4. Sentiment evaluation data of the cockpit.

bachelor degree or above. All subjects have a cognitive back-
ground to the cockpit and an understanding of the design
and emotions of the cockpit interior, which makes the emotion
evaluation data more accurate.

The Likert scale is applied to perform the emotional measure-
ment, while each sample is combined for a single emotion dimen-
sion evaluation. The evaluation level can be expressed as a set
E={eile,, €N}, a=1,2, ..., n It should be indicated that n
normally takes 5, 7, and 9 values. Table 1 shows the acquisition
method of the questionnaire data.

Here f£(P,) is expressed as the gth emotional attribute and e
rating for the pth sample. Then, the original survey data are col-
lected and recorded, reliability analysis is carried out, and the
mean value after eliminating invalid data is calculated to obtain
the emotional dimension value of the sample. In the present
study, the reliability of the experimental data is evaluated by
Cronbach’s Alpha coefficient (Pinto et al., 2014), which is defined
in the form below:

o <kﬁ1)<sf—5%252>

Table 1. Kansei database of experimental sample P on G Kansei attributes

1 1 |
. !
1 1 |
P [
Score i ! '
I i “
1 \ ‘ ,
1 i |
i !
! I
. . ! . g .
Questionnaire | ! i | Reliability analysis | |
. . . !
™| distribution ™ |
|
- § Output
y [
I : - . i
+ 1 | Evaluation value !
i : “
P [
2 I
i1 Neural network dataset !
1 1 |
................ . | { A Y S W S

where o and k denote the reliability coefficient and the number of
test questions, respectively. Moreover, S and S? are the score var-
iation of all subjects on the oth question and the variance of the
total scores of all subjects, respectively. Table 2 shows the interpre-
tation for different values of the “Alpha Reliability” coefficients.

Constructing an emotional prediction evaluation model

The choice of an appropriate artificial neural network is also one
of the keys to modeling. This may be attributed to several factors,
including the wide application of RBENN, ENN, and GRNN, a
simple structure of the model, strong abilities of the nonlinear fit-
ting, and the generalization, small sample size and high noise.
Therefore, the present study applies these three neural networks
to establish a predictive mode and builds the emotion prediction
evaluation model for the cockpit interior design. Figure 5 shows
the learning flowchart of above-mentioned three networks.

Constructing the RBFNN prediction model
RBENN is an efficient feedforward neural network. It has the best

approximation performance and global optimal characteristics

Table 2. Interpretation for different values of Alpha reliability coefficients

Cronbach’s alpha Internal consistency

Kansei attributes G @209 sl
09>a>0.8 Good
Sample P G, Gy Gq 0.8>a>0.7 Acceptable
P, 1(P1) f2(Py) 2(Py) 0.7>0>0.6 Questionable
P, f1(P,) f2(P,) 2(P,) 0.6>a>0.5 Poor
(B 1(Pp) f2(Py) 2(Py) 05>a Unacceptable
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Fig. 5. Flowchart of the RBFNN, ENN, and the GRNN
predictive models.

that other forward networks in comparison to other methods with a
simple structure and fast training. Meanwhile, it is a neural network
model that can be widely used in the pattern recognition, nonlinear
function approximation, and other fields (Zhou et al., 2017).

There are three important parameters in the design of the RBF
emotion prediction network, namely the center of the hidden
layer basis function, the width, and the connection weight
between the hidden and the output layers. RBFNN is a three-layer
feedforward network with an input layer, a hidden layer, and an
output layer (Dong et al, 2019). Suppose there are P learning
samples with input values X = (x;, x5, ..., X,), and the correspond-
ing output value of Y= (y1, y5, ..., y). A function F:Rx — Ry is
found to satisfy the emotional prediction evaluation condition
y;i=F(x;), i=1, 2, ..., P. Design the number of hidden layer
nodes in the RBF network, and use the training samples to select
the center of the hidden layer. The basis function selects the same
extension function, while the function F in this method is repre-
sented as follows:

N N
Fx) = )y =y ool — gil),
=1 i=1
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where ¢;; — ¢;(||x; — ¢j||) is the set of radical basis functions and x;
is the input to the ith input node. Moreover, ¢, ¢;(-) and || ||
denote the jth center of the hidden layer, activation function of
the implicit node and the Euclidean distance norm, respectively.

Let y; =f(x:), Y=(y1, Y25 -cs V) T'W=(0, s, ...,0,) "and Y
= oW.

bu b b1 w1 N1
by by b ) V2
d)nl d)nl ¢)rm Wy, Yn

When ¢ € RV is reversible, a set of column vectors constitut-
ing the RN can be obtained. Furthermore, the output weight can
be written as follows:

W=¢'Y.

In the present study, the Micchelli’s theorem is combined with
the actual research object (Pejéev and Spalevi¢, 2014). Then, the
Gaussian function is chosen as the radical basis function, where
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the corresponding equation is expressed as follows:

1’2
dﬂ=ew<—hﬁ>

where o and r denote the extended constant or width of the impli-
cit layer basis function, and the distance input to the center of the
basis function, respectively. Because the conversion input value X
= (X1, X3, ..., Xp) of the cockpit trammg sample P is different, the
weight vector W = (0,, @5, ..., ®,) © can be obtained.

ENN is a typical dynamic recurrent neural network, where the
internal state is sorted to have the dynamic feature of the map-
ping. Therefore, this model has superior characteristics including
the ability to adapt to time-varying characteristics and the
enhanced global stability. It should be indicated that this model
is widely used in the performance prediction and fault diagnosis
(Guo et al., 2019).

The ENN emotion indicates that the neural network input sig-
nal has a significant impact on the initial state of the feedback sys-
tem. The ENN is composed of an input layer, a recurrent layer
that provides the state information, a hidden layer, and an output
layer (Hu et al,, 2019). The ENN model can be mathematically
expressed in the form below:

In the input layer:

k) =x(k), (=1,2 ..., m).
In the hidden layer:
stk) = > wix(k) + > wie
Z]] Zf] C(i=1,2,....n).
x; (k) —f1(5,» (k) + by),

In the recurrent layer:

{S%(k):xil(k_l)’(izl,z, n).

ci(k) = s (k),
In the output layer:

si(k) = Z wl]x] L(k),
yi(k) =f2(5?(k) + b)),

=1,2,...,7).

where m, n, and r denote the number of neurons in the inputs,
hidden, and output layers, respectively. It is assumed that k and
x?(k), (i=1,2,...,m) are the kth iteration and ith input
value in the input layer, respectively. Furthermore, s (k) and x/
denote the ith input and output values in the hidden layer, respec-
tively. While s? and c;(k) are the ith input and output values in the
recurrent layer, respectively. On the other hand, s} and y,(k)
denote the ith input and output values in the output layer, respec-
tively. Moreover, f; and f, are the activate functions in the hidden
and output layers, respectively. Finally, wj, w} , and wj; denote
the connection weights in the hidden, recurrent, and output
layers, respectively.
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GRNN has stronger nonlinear mapping ability and faster learning
speed compared to other models. Moreover, the corresponding
result of the function fitting achieves the global optimization
with strong robustness and fault tolerance. This model can be
used to address, predict, and control the classification problems.
Furthermore, the GRNN model has been widely used in different
engineering fields such as signal processes and control decision
systems (Xuecai et al., 2019).

The GRNN model consists of four parts, including the input
layer, the pattern layer, the summation layer, and the output
layer (Han et al., 2018). These layers are described as follows.

The input layer: The input layer neuron X = {x1, x,, ..., )T
represents the number of input data feature values in the sample,
where each unit is a simple linear unit and each unit represents a
set of eigenvalues. Furthermore, input variables are passed to the
pattern layer.

The pattern layer: The number of pattern layer neurons corre-
sponds to the number of input samples. It should be indicated
that different neurons correspond to different samples and the
transfer function is defined as follows:

Where X and X; represent the input variable and the training
sample corresponding to the ith neuron. Moreover, p; denotes the
output value of the neuron i, which is an exponential form of the
exponential square D2 (X — X)T(X — X)) of the Euclidean dis-
tance square between the input variable X and the training sample
data X; corresponding to the ith neuron.

The summation layer: This layer sums two types of neurons,
where the first type of the calculation is expressed as follows:

S LS
i=1

This equation sums the output values of all neurons in the pat-
tern layer. It indicates that the connection weight between the pat-
tern layer and the summing layer is 1.

The second type of calculating expression is to apply the
weight function to sum all neuron output values in the network
pattern layer. This expression can be written as follows:

Sy=Y b= 2 viexp| - &

(=12 ....k.

)

X)(X X)]

The output layer: The number of neurons in the output layer
shows the dimension of the output vector in the sample. The rep-
resentation function of the output layer is to divide the weighted
summation value of each layer of neurons from the unweighted
summation value. The corresponding expression is defined as:

Many performance metrics have been used to verify the predic-
tion performance of different models so far. However, there are
no general criteria for the evaluation of results. Three generally
adopted error indices, including the Mean Absolute Error
(MAE), Mean Absolute Percentage Error (MAPE), and the Root
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Table 3. Evaluation criteria and functional expressions for different error
indices

Abbreviation Definition Expression
1 N
MAE Mean Absolute MAE = —Z Ve — 9|
Error
MAPE Mean Absolute MAPE = NZ Ve = Vel 100%
Percentage Error =1 N
RMSE Root Mean

1 s N
RMSE = \/N D -9,
t=1

Squared Error

Mean Squared Error (RMSE), are used to estimate the global and
local errors of the different forecast models (Yu et al, 2018).
Table 3 shows the calculating equations of these seven error
indices.

Here y,, §,, and N are the raw emotional evaluation data,
forecasted emotional evaluation data, and the number of the
cockpit interior experimental sample. In the present study,
MAE, MAPE, and RMSE indices are combined with the actual
research objects to select the evaluation criteria. It should be
indicated that as the error decreases, the model performance
improves (Fig. 6).

Collect cockpit experimental

Yanhao Chen et al.

Experimental
Emotional evaluation data set

It should be indicated that during the de-doping and grayscale
processing of the selected 60 representative experimental samples,
effects of color on the image should be avoided and the represen-
tative experimental samples should be randomized. Figure 7
shows the experimental sample set P.

The collected 100 emotional vocabularies are used to establish
emotional vocabulary sets and 20 preliminary emotional
vocabulary sets are obtained through discussion between pilots
and experts. Table 4 shows the 20 emotional vocabularies.

Lexical similarity matrices are constructed for the 20 emo-
tional vocabularies and word Similarity calculation is performed.
Table 5 shows the results of word Similarity. Then, the similarity
matrix data set is organized and the cluster analysis of emotional
vocabulary is performed. Moreover, the clustering results are ana-
lyzed and four emotional dimensions representing the emotional
requirements of the cockpit are obtained. They are Q; “interac-
tive”, Q, “precise”, Q; “traditional” ,and Q, “neat”.

In order to obtain the pilot’s emotional cognition process of
the cockpit interior modeling. Based on the obtained representa-
tive research samples and representative image vocabulary and
using the five-level semantic scale of the semantic difference

SD questionnaire

Emotion dimension |__| Questionnaire
evaluation data

pictures sample
Collect emotional Emotional
vocabulary vocabulary

RBFNN model

Adjust network
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Reliability
analysis

GRNN model

'

Forecast data
input

Determine
parameter settings

Network
comparison

Emotional
prediction model

= Analysis results =

Fig. 6. Cockpit emotion evaluation process.
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Fig. 7. Cockpit interior test sample.
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Table 4. 20 emotional vocabularies of primary selection

Succinct Technological Systematic Safe Standard

Mechanical Precise Useful Rational Interactive

Traditional Humane Neat Efficient Unified

Diverse Intelligent Rigorous Professional Reliable

method, a fifth-order SD questionnaire based on the cockpit
modeling image is established. The left side of the questionnaire
form is the morphological picture of the sample of the investiga-
tion and research, while the right side is the scoring grid based on
four image words. The investigator fills the evaluation data into
the grid. Each investigator scores each research sample separately
under four image words. Taking the sense of neatness as an exam-
ple, “1” means not neat, “2” means a little neat, “3” means gener-
ally neat, “4” means neat, and “5” means very neat. Table 6 shows
the scoring principle of the evaluation score.

In order to ensure the quality of the questionnaire, the subject
is prevented from filling too much data at one time, which may
cause fatigue. Therefore, 10 samples of the total 60 samples are
extracted for one unit task. The experimental samples are disas-
sembled into six sub-tasks, and the same groups of subjects are
distributed intermittently so that they have sufficient time for
rest and adjustment. Figure 8 shows an example of the question-
naire content.

The experiment retrieved 30 questionnaires and tested the pro-
cessed experimental data with the Cronbach’s Alpha coefficient.
The overall a coefficient was 0.829, indicating that the sentiment
evaluation system has high confidence. Table 7 shows the average
evaluation results. Figure 9 shows the distribution of the average
of the four-dimensional data.

Figure 9 shows that the median of Q; and Qs is similar and is
at the range of the average level of the evaluation value, while Q, is
slightly higher than the average value and Q, is significantly
higher than the other three values. However, the overall trend
of the four emotional dimension evaluation values shows stability.
Moreover, the data dissemination indicates that the distribution
range of Q; and Qs is large, which spans the range of 1-5 of
the evaluation value. This indicates that the experimental sample
has obvious differences in the two emotional dimensions, and the
minimum of both 1 evaluation, it indicates that the current cock-
pit interior emotions are insufficient on both sides and airlines
need to further improve them. The minimum values of Q, and
Q4 are generally higher than those of Q; and Qs, indicating that
the evaluation of Q, and Q, in the current cockpit interior emo-
tions is better, and there are no abnormal values in the four emo-
tional evaluations, indicating that the evaluation data have certain
objectivity.

Structure and parameters are not only the main components of
neural networks but also the main influencing factors of learning
and generalization performances of neural networks. A “suitable”
structure is constructed for the network through the structural
design. Then, the network parameters are adjusted and trained
through parameter optimization to achieve the satisfactory perfor-
mance of the network. In the process of applying the emotional
network prediction model to explore the cockpit emotion predic-
tion and evaluation, the effective selection of the input variables of
the model is the key factor to determine the accuracy of the system
decision. Moreover, the data of all aspects should eliminate the
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dimension influence between the indicators as much as possible
and solve the comparability between the data indicators so that
the indicators are in the same order of magnitude, which is
suitable for a comprehensive and comparative evaluation.
Therefore, in the present study, the gray resampling dimension
reduction and feature extraction of the experimental sample
image are applied. Then, the data are normalized to form the
input data set. In the normalization phase, MATLAB is selected
as the processing environment. Then, “mapminmax” is applied
to carry out line preprocessing and each line of data is standard-
ized to the interval [ymin, Ymax]- The calculation equation is as
follows:

— (ymax - ymin)*(x - xmin)

y +ymin«

Xmax — ¥min
When the “mapminmax” function is called, Y, and ym., param-
eters are set. Moreover, the normalization interval is set to [0, 1].

Emotional models constructed by the three neural networks
are trained through the MATLAB programming. It should be
indicated that 55 training data sets and 5 test data sets are
obtained.

In the present study, the newrb function is selected to establish
the RBFNN. In addition to the input and output parameters, the
newrb function also includes a goal, spread MN, and DF. Among
them, the “goal” indicates the expected error of the RBFNN,
which is a condition for the RBENN to stop learning. It should
be indicated that the final “goal” of this model is 0.01.
Moreover, the “spread” indicates the expansion speed of the
RBFNN and the “spread” selected for this experiment is the
default value of 1. The maximum number of neurons for MN
is set to 50. Furthermore, the DF, which is the number of neurons
added between the two displays, is set to 100.

The ENN is created by the newelm function. Moreover, the
activation function of the network hidden layer is set to the
Tansig function, the network training function is the traingdx
function, and the network performance function is MSE. After
the numerical calculation, the number of hidden layer neurons
is set to 8. In the experiment, the maximum number of iterations
of the network, the minimum descending gradient and expected
error goal are 1000, 1x107° and 1x107° respectively.
Moreover, the maximum number of failures of the validation
check is six times.

It should be indicated that the newGRNN function is used to
construct the basic structure of the GRNN, and then, the data
layer polling cross-checks method of the input layer is used to tra-
verse to find the best smoothing coefficient. Therefore, a cyclic
training method is adopted to select the best value and achieve
the best diagnostic effect.

The prediction results of the three emotional prediction evalu-
ation models and the error values are obtained through the train-
ing and testing of the three networks. In order to make the data
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Table 5. The results of word Similarity

Succinct Technological Systematic ~ Safe  Standard Mechanical Precise ~ Useful Rational Interactive Traditional Humane Neat Efficient  Unified Diverse Intelligent Rigorous Professional Reliable
Succinct 1
Technological 0.017028 1
Systematic 0.273585 0.276103 1
Safe 0.207499 0.225505 0.504596 1
Standard 0.247197 0.247059 0.557764 0.498983 1
Mechanical 0.088442 0.251871 0.408684 0.262262 0.273367 1
Precise 0.254384 0.228925 0.363322 0.191449 0.320871  0.530448 1
Useful 0.571441 0.186485  0.340874 0.334018 0.327886  0.160854 0.26379 1
Rational 0.36314 0.038605 0.193634 0.196627 0.182759  0.037347 0.084599 0.265793 1
Interactive 0.358073 0.037895 0.468839 0.274385 0.192602  0.136614 0.152787 0.254302 0.298926 1
Traditional 0.296207 0.045808 0.208599 0.059644 0.198738  0.029462 0.110321 0.223418 0.310388 0.17142 1
Humane 0.289144  —0.05210 0.116922 0.096786 0.052582 —0.02167 0.117334 0.174712 0.696483 0.252049 0281282 1
Neat 0.396288  —0.02359 0.095579 0.138951 0.225667  0.010327 0.105379 0.14137 0.087297 0.030461 0.165614 —0.00089 1
Efficient 0.433504 0.256403 0.449741 0.541504 0.351727  0.21822 0.338542 0.508312 0.253001 0.333387 0.156164  0.152704  0.179296 1
Unified 0.245394 0.109299 0.428033 0.334326 0.554787  0.112945 0.076559 0.127145 0.272481 0.216407 0.286132  0.07468 0.319471 0.23599 1
Diverse 0.293544 0.187816 0.196521 0.111963 0.153528 —0.01027 0.15857 0.295333 0.454265 0.3143 0.376791  0.361084  0.02306 0.330427 0.248932 1
Intelligent 0.274919 0.284408 0.584668 0.406213 0.312325  0.328241 0.394086 0.386124 0.162882 0.452489 0.049496  0.163483 —0.01492 0.485197 0.105577 0.212474 1
Rigorous 0.302467 0.079538 0.07466  0.11216 0.087587  0.051816 0.173817 0.210496 0.17732  0.077982 0.145999  0.168329  0.258345 0.218819 0.177045 0.148995 0.016111 1
Professional ~ 0.156578 0.329116 0.426815 0.349318 0.423156  0.338271 0.317859 0.382648 0.155461 0.145272 0.186721 —0.07908 0.069975 0.343585 0.255234  0.191477 0.252615 0.209027 1
Reliable 0.221821 0.023593 0.197831 0.250717 0.210821  0.099816 0.257088 0.264463 0.064069 0.130428 —0.04174 0.053839  0.183097 0.303021 0.072622 —0.00690  0.154286 0.202574 0.055656 1
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Table 6. The level of the sentiment expressed by the score

Evaluation score Emotional fit
1 Not at all

2 Not fit

3 General fit

4 Fit

5 Completely fit

more clear, according to the test data, the ordinate interval is
modified to 2-4. Figure 10 presents the predicted output results
of each neural network based on the four emotional dimensions.
The X- and Y-axes represent five randomly selected samples and
the evaluation level 2-4, respectively. It should be indicated that
samples No. 56-60 are selected for verification.

Figure 4 shows that the accuracy of the predicted values of the
RBFNN and GRNN is significantly higher than that of the ENN.
However, in the prediction result of the Q, emotion and the pre-
dicted value of test sample 2, the RBFNN has a significant error
and the prediction result of this point is similar to the ENN.
Moreover, in the Q; emotional prediction results, the GRNN
shows a slight deviation in the predicted value of the test sample
4. However, the degree of deviation is not significant.
Furthermore, in the Q, emotional prediction results and the pre-
dicted value of the test sample 2, the RBF again shows error.
However, this time the ENN prediction results are very accurate.

In order to examine the performance and accuracy of each
emotional model, the three models are compared and analyzed
by using MAE, RMSE, and MAPE as the evaluation indicators
to measure the prediction effect of each model. Table 8 shows
the indicator values for each network.

It should be indicated that the accuracy of the prediction result
is directly affected by the prediction error. Therefore, measuring
and analyzing the magnitude of the prediction error is of great
significance to the accuracy of the prediction result. Moreover,
also it is an important factor for continuously improving the pre-
diction method.

The MAE can better reflect the actual situation of the pre-
dicted value error. It is observed that the MAE values of the
four dimensions of the ENN are high, indicating that the error

Fig. 8. Sample questionnaire content.
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between the predicted value and the true value is significant.
The minimum value of the RBFNN and the probability of average
error are 0.0168 and 0.01, respectively. However, the maximum
error is 0.0979. Moreover, the minimum and maximum values
of the GRNN are 0.0577 and 0.079, respectively. However, the
GRNN is slightly weaker than the RBFNN in a single prediction.
Moreover, the overall prediction of the GRNN is accurate, indicat-
ing that the GRNN has better stability.

The RMSE can evaluate the degree of change of the data,
which can reflect the precision of the measurement. The smaller
the RMSE, the stronger its ability to fit the experimental data of
the model. In terms of RMSE results, the RBFENN has a better fit-
ting ability than the other two models in the two dimensions of
Q, and Qs;. However, in the cumulative contribution rate of the
four dimensions, the GRNN has the smallest RMSE cumulative
value and shows a strong fitting effect.

The MAPE not only considers the error between the predicted
value and the true value but also considers the ratio between the
error and the true value. The average MAPE results are ENN
14.7485%, GRNN 2.2450%, and RBFNN 1.3095%. It is observed
that the MAPE of RBFNN and GRNN are less than 10%, indicat-
ing that both are high-precision predictors. However, when com-
pared with the ENN, the difference between the two of them is
small.

In general, compared with the ENN, the RBFNN and GRNN
have the best predictive performances and high fitting accuracies.
It should be indicated that the RBFNN has unstable prediction
error and the GRNN has a better stability. Therefore, it is recom-
mended to utilize the GRNN as the core construction mechanism
of the emotional prediction model.

Discussion

The deficiencies and parts that need to be perfected are as follows:
(1) At present, the emotional prediction model established by
using the neural network only adopts the basic network structure.
If the improvement and optimization are performed on the results
of various basic networks, the effects of each model will increase.
(2) The picture uses grayscale processing for avoiding other fac-
tors affecting the feeling of the subject. However, the cockpit
interior has multiple elements, such as color, material, and light-
ing. If the multi-factor coupling in the cockpit is further studied, it
is more meaningful to decorate the sentiment analysis.

No. Emotional vocabularies 1 5 2 || 2] 5

Ql Interactive . ii i
Q2 Precise . ii .
Q3 Traditional . ii .
Q4 Neat O ii O
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Table 7. The average evaluation results

Yanhao Chen et al.

Interactive Precise Traditional Neat Interactive Precise Traditional Neat
P1 3 3.67 2.97 4.07 P3; 2.2 2.33 4.47 4.03
P2 3.6 3.83 2.7 3.27 P3; 4.5 3.83 1.7 4.47
P3 293 3.57 3.47 3.23 P33 3.57 2.83 2.57 3.6
P4 2.9 3.13 RI5 3.7 P3, 4.33 2.97 1.7 4.47
Ps 3.33 4 2.97 3.43 P35 3.03 3 2.37 3.47
Pg 3.27 3.93 2.9 3.63 P3s 3.63 4.33 3.77 4.43
P, 2.7 2.9 3.57 3.17 P37 2.57 4 2.13 4.67
Pg 3.87 3.97 2.67 4 Psg 3.63 2.5 2.5 1.63
Py 3.93 3.73 2.57 3.83 P3q 3.23 3.13 2.5 3.07
Pio 2.7 3.37 34 3.07 Pao 2.23 2.43 3.83 3.07
P11 2.07 2.03 1.07 4.93 P 1.67 3.3 1.73 3.83
P12 2.97 3.97 4.97 4.1 P4 1.87 3.8 1.7 2.47
P13 1.03 3.97 4.97 3.23 Pa3 2.4 2.3 3.83 4.57
P14 2 3.1 493 3.1 Paa 3 3.23 2.3 2.67
P1s 4 4.93 3.97 4.07 Pas 3.23 3.8 2.37 3.17
Pie 2.03 2.07 4.03 2 Pag 3.97 3.77 3.7 4.47
P17 3 2.03 2 4.9 P47 2.4 3.03 23 2.43
Pig 3 3 4.03 4.07 Pas 3.83 3.13 3 2.4
Pio 2.03 1.97 5 3.97 Pag 3.83 3 3.83 3.03
Py 1.03 2.07 4.97 2.07 Pso 4.73 4 135 3.97
Py 3 4.07 4.97 1.97 Ps1 3.43 3.43 3.03 3.83
Py, 5 2.93 2.07 3.97 Ps;, 2.5 3.17 3.83 2.27
Pys 4.07 2.1 4 4.93 Ps3 3.4 3.2 3.23 3.57
Pas4 1.97 3.03 4.93 3.03 Ps4 2.8 3.1 35 2.73
Pys 3.97 3.93 1 4.1 Pss 3.87 35 2.7 3.73
Pas 2.07 1.97 4.97 3.03 Psg 343 3.6 3.23 3.57
Py 2.07 1.97 49 4.9 P57 3.37 34 2.97 3.6
Pos 4.97 2.9 1.03 4.03 Psg 343 3.43 2.9 3.4
P 497 4 2 4 Pso 35 3.77 2.9 3.63
P3g 2.03 4.03 4.97 5 Peo 1.87 3.03 3.93 2.33

In the field of Kansei engineering, many research methods pre-
define a number of perceptual emotional words and product fea-
ture words based on the expert knowledge. Then, they use ques-
tionnaire surveys and on-site interviews to assess the emotional
attitudes of users to different product element combinations to
achieve the product design (Liang et al, 2019). However, this
method relies too much on the subjective cognition of domain
experts and there is a certain lag in the investigation time,
which cannot meet the requirements of enterprises for user
demand analysis in the current competitive environment.
Therefore, some scholars, such as Vanhala et al. (2020) began
to utilize the text processing to mine user requirements.
However, most of these studies focus on the rational needs of
users, while they do not pay attention to the perceptual needs
of users. The user requirements in the market competition envi-
ronment are complex and variable. The vocabulary of the field
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accumulated in the existing research is relatively subjective and
the number is small. There may be some deviations in the results
of the analysis of user needs. Therefore, utilizing user reviews as a
data source, and using wordnet and deep learning methods to
generate user emotional sentiment dictionaries may better solve
such problems.

The method of Kansei engineering is used to issue a concise
and simple inquiry form to the investigator, fill in the comments
and suggestions on related issues, and indirectly obtain materials
and information (Guo et al., 2020). However, the target of the sur-
vey is often the existing products in the market, which limits the
imagination and associativity of the investigator to the products
that have not appeared. Therefore, it cannot be extended to the
inner needs of the investigator. Each standard of evaluation or
sensual image level is usually set, and the investigator compares
different styling design schemes to find the design styling that
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Fig. 9. Score distribution of four emotional dimensions.

best matches the user’s emotional intention. Although the advan-
tages and disadvantages of different schemes can be compared at
the same time, the design standards are sometimes difficult to
control. Moreover, the number of standards should not be too
large. The investigation results may have unobjective problems,
the investigation process is not in-depth, and it is difficult to
exert the investigator’s initiative. Furthermore, the interaction
link in the design should be increased, the participation rate of
the users should be increased, and a user-led design process
should be formed.
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Fig. 10. Predictive evaluation distribution of four emotional dimensions.
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In the product shape design, by analyzing the correlation
between the shape design elements and the user’s perceptual
image, the product shape is designed according to the user’s per-
ceptual needs. Commonly used correlation analysis methods
include univariate regression, multiple regression, and gray corre-
lation analysis (Zhai et al., 2009). This method can intuitively
obtain the correlation or hetero-correlation between specific per-
ceptual image factors and specific modeling features. However,
quantitative analysis on the basis of the qualitative analysis and
random combination of irrelevant modeling elements and percep-
tual images may lead to false correlation. System engineering
(Angelini and Cascini, 2016) and neural network and other intel-
ligent association evaluation methods should be used to more
comprehensively establish the association between emotional
images and shape design.

Normally, a neural network can be divided into the training set
and the test set. The former set requires a large number of sam-
ples for organization and learning, which are mainly applied to
train parameters in the neural network. On the other hand, the
latter set is used to evaluate the performance of the neural net-
work objectively. It should be indicated that the ratio of the train-
ing set to the test set is appropriately matched based on research
objects. For large-scale sample sets, this ratio considerably
reduces. This reduction mainly originates from verifying, testing,
and evaluating the model performance by a small sample size. Lei
et al. (2018) formed a test sample of 50 sets of data and used the
remaining sets of data with a ratio of 1:34 as training samples.
Accordingly, they used 1676 sets for training. Liu et al. (2020) col-
lected a total of 72 sets of actual engineering test data and exper-
imental data. Among them, 60 sets of data are used to prepare a
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Table 8. Comparisons among different forecasting models.

Yanhao Chen et al.

MAE RMSE MAPE (%)
Emotional dimension RBFNN ENN GRNN RBFNN ENN GRNN RBFNN ENN GRNN
Q1 0.0168 0.4935 0.0650 0.0421 0.6526 0.0815 0.5158 15.1350 1.9930
Q2 0.0979 0.3694 0.0682 0.2447 0.4706 0.0898 2.4917 10.5774 2.0416
Qs 0.0170 0.5146 0.0790 0.0424 0.6382 0.1154 0.5864 18.1718 2.7090
Qs 0.0596 0.3778 0.0577 0.1492 0.7306 0.1036 1.6443 15.1100 2.2366

training set, and the remaining sets of data are considered as the
prediction set so that the ratio of about 1:5 is achieved. They ran-
domly split each working sub-database into the training (80%),
validation (10%), and testing (10%) sets (Perez-Zarate et al.,
2019). Moreover, they randomly selected 80% of samples for
training, while the remaining samples were used for testing (Rui
et al, 2020). Considering special conditions of the present
study, a ratio of 1:12 is followed in all experiments. Based on
the obtained results, it is concluded that as the number of training
and test sets increases, the corresponding accuracy of the neural
network model improves. However, further investigations are
required in this regard.

The present study proposes an evaluation method for the emo-
tional preference of the cockpit interior of the aircraft. The pro-
posed method combines the techniques of Kansei engineering,
emotional computing, and neural network to construct the cock-
pit interior emotion evaluation model. An emotional model is
established through three typical neural networks, including the
RBENN, ENN, and GRNN method. Pictures of 60 representative
cockpits are utilized in the experiment. Then, samples are divided
into the training set and the test set. Based on calculations with
four emotional dimensions, it is found that the obtained results
from the GRNN method have better agreement with the experi-
ment. Moreover, it is found that among studied methods, the
GRNN method has the best performance from MAE, RMSE,
and MAPE points of view. Meanwhile, obtained results show
that the overall performance of the evaluation result is more
stable. Therefore, it is concluded that the GRNN method is an
appropriate scheme for emotional evaluation of cockpit samples.
The constructed model has a good predictive effect on the cockpit
interior emotion evaluation. Furthermore, experimental results
verify the effectiveness of the proposed approach.

Through the cockpit emotional evaluation model, the emo-
tional evaluation value of the cockpit interior can be obtained
in a short time. Therefore, objective evaluation assistance is pro-
vided for the cockpit interior design in line with the target pilot
group emotions in the early stage of the cockpit research and
development. The emotional evaluation score of the conceptual
scheme can be obtained by inputting the concept rendering
image. In other words, the emotional evaluation of the existing
cockpit can be performed by obtaining the form of a picture.
Moreover, the defects of conventional evaluation methods are
solved for the real cockpit or engineering prototype, which have
high evaluation costs and long cycles. Furthermore, the fatigue
of investigators in the evaluation process is effectively reduced,
and the authenticity of the evaluation in the emotional evaluation
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stage of the design process is improved significantly. It should be
indicated that neural network evaluation is an intelligent algo-
rithm that can be utilized in the current intelligent design field.
At present, many studies have used genetic algorithms to optimize
the design of the cockpit, and neural networks can be well
embedded in the intelligent design process of genetic algorithms.
This provides a reference for comprehensive and scientific evalu-
ation and screening of the best emotional design solutions. The
emotional evaluation method proposed in this study can be
applied not only to the field of aircraft cockpit interior but also
to other related fields, including the personalized cockpit design
of a private aircraft.
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Basic Research in Central Universities (No. 31020190504004) and the Key
Research and Development Program in Shaanxi Province of China (No.
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