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We study the propagation properties of the reaction-diffusion equation of Fisher type

u
t
¯ (um−" u

x
)
x
­up(1®u) for x `2, t" 0,

with p! 1!m. Taking into account that solutions of the Cauchy problem are nonunique if

m­p& 2, we prove that the minimal solutions in this case tend to propagate with certain

minimal speed ck(m, p). More precisely, if we translate any solution with a velocity rcr! ck, we

get the limit in time value one, and if the initial value u([, 0) vanishes, say, for x& 0, the

minimal solution translated with velocity c" ck tends to zero. Also, an interface appears for

the minimal solutions, whose asymptotic velocity is ck. This behaviour depends upon the

existence of special solutions of travelling wave form. Travelling waves have been widely

studied for diffusion equations related with the above. We characterize here the minimal

velocity ck for which travelling waves exist, as an analytic function of the parameters m and

p, for every m­p& 2, by viewing it as an anomalous exponent. Some local properties of the

minimal solutions and their interfaces in the case m­p& 2 are also proved.

1 Introduction

There is a vast number of phenomena in biology where a key element of a developmental

process is the appearance of a travelling wave of chemical concentration. When reaction

kinetics and diffusion are coupled, travelling waves of chemical concentration can effect a

biochemical change very much faster than straight diffusional processes. This gives rise to

reaction–diffusion equations like

u
t
¯Du

xx
­f(u) (1.1)

for a chemical concentration u, diffusion coefficient D, and where f(u) represents the

kinetics. The classical and simplest case is the so-called Fisher equation (1.1) with f(u)¯

u(1®u). It was suggested as a deterministic version of a stochastic model for the spatial

spread of a favoured gene in a population [1]. This equation has been widely studied since

then, the seminal and now classical paper being [2]. In particular, in that paper,

Kolmogorov et al. proved that any initial concentration which is one for large negative

spatial variable x and vanishes for large x, evolves to a travelling wavefront with minimal

velocity ck¯ 2 oD. Different initial values could propagate as different travelling waves,

depending on the behaviour at xU³¢. All the waves are positive, their velocity being

always c& 2 oD.

In certain insect dispersal models, the diffusion coefficient D depends upon the
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population u (see Murray [3]). A natural extension to incorporate density-dependent

diffusion is the porous medium type equation

ut = {D(u)uX+Ku), (1.2)

where typically D(u) = uy, with y > 0.

This model implies that the population disperses to regions of lower density more rapidly

as the population gets more crowded. The case/(w) = «(1 — u) was studied by Aronson et

al. in several works [4, 5], where they proved that there is also a minimal speed of

propagation c*(y) that represents the asymptotic speed of propagation of any concentration

that initially vanishes for large x. More precisely

r / - , „ / » j 0 if C> C*
hmu(x + ct,f)= I * (1 3)
'-*«> I 1 if 0 ^ c<c^.

The effect of the nonlinear diffusion is reflected in the phenomenon of finite speed of

propagation, which holds for the travelling waves with exact velocity c*(y). Actually, these

waves vanish for large x and have a linear interface s(f) = x0 + c* t. The waves with c> cm

are positive; no waves exist if c < c* (see also Atkinson et al. [6] and Sanchez-Guardufio

& Maini [7]).

We are interested in studying the large time behaviour of the solutions of the following

porous medium version of the Fisher equation (1.2):

ut = (um-1u^x + uv(\-u), p<\<m. (1.4)

The non-Lipschitz character of the reaction for w = 0 (it is even discontinuous if p ^ 0,

in which case we consider /(0) = 0), makes equation (1.4) interesting in the coexistence of

finite and infinite propagation, nonuniqueness, and the absence of a general comparison

principle. A first study was performed by de Pablo & Vazquez [8] in connection with the

strong reaction-slow diffusion equation

ut = (um~1ux)x + up, p<\<m. (1.5)

It is proved in that paper that the relation between the parameters m and p differentiates

two types of behaviour concerning the above questions. More precisely, for equation (1.5),

if m+p ̂  2, the minimal solutions have finite speed of propagation, while the maximal

solutions are positive, and if m +p < 2, there is a unique solution for every initial value

u(-,0) ^ 0, which is always positive (see also de Pablo & Vazquez [9]). We follow here

the techniques of that paper to characterize the uniqueness for equation (1.4). Also, we

complete the study of the local behaviour of the minimal solutions and their interfaces in

the case m+p ^ 2.

As for the asymptotic behaviour for the solutions to equation (1.4), a first step is to

characterize the existence of travelling wave solutions for this equation. This can be done

using the techniques of Engler [10] and the results in Atkinson et al. [6]. A more detailed

study is performed in de Pablo & Vazquez [8]. The result obtained in those papers is that

there exist travelling waves for equation (1.4) only if m+p > 2, and only for velocities

c > c*(m,p). In the present work, we give a new proof of existence of travelling waves, and

describe the curve of minimal velocity c* in terms of m and p. We then use these travelling

waves to describe the asymptotic behaviour of the solutions to equation (1.4).
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The paper is organized as follows. §2 considers the TV-dimensional analogue of equation
(1.4), and studies the uniqueness of the solutions in terms of the initial support and the
value of the parameters m and p. In §3, a local analysis of the interface in the case
m+p ^ 2 is performed. Some concavity properties are also proved.

The main sections 4 and 5 are devoted to the study of the properties of the travelling
waves and their applications. In §4 we characterize which travelling waves are minimal
solutions, and we also obtain the minimal velocity c# as an analytic function of the
parameter a = m+p — 2. We consider here equation (1.4) for every m,peU, m+p ^ 2.

In § 5 we prove the above-mentioned asymptotic behaviour of the minimal solutions as
well as their interfaces. We remark on the influence of the Fisher-type coefficient (1 — u),

which differentiates equations (1.5) and (1.4). For the former, the interfaces are
asymptotically linear if m +p = 2 and superlinear if m +p > 2, while for the latter, they are
always asymptotically linear for every m +p ^ 2.

2 Uniqueness

Consider the problem

[ ut = Aum + up(l-u) for (x,t)eQ = UNx(0,ao)

I u(x, 0) = uo(x) for xeUN,

with p < 1 < m, N 3* 1 and 0 ^ H0 < 1.
For the existence of (continuous, weak) minimal and maximal solutions to this problem,

as well as comparison properties, we refer to de Pablo & Vazquez [8]. In particular,
comparison holds when comparing minimal or maximal solution, not every solution. In
general, this problem does not have a unique solution. This follows by considering the
problem with null initial datum u0 = 0, for which the minimal solution is the null solution
u = 0, while the maximal solution is il(x, t) = ^(?), where t/r is defined by the relation

Moreover, a continuum of solutions appears in the form u(x, t;r) = i/r(t — T),r 5= 0.
The fact that this kind of bifurcation from the null solution is the only nonuniqueness

possibility (called almost uniqueness in de Pablo & Vazquez [9] for the pure power-law
reaction case; see also Aguirre & Escobedo [11]), depends upon the parameter
a- = m+p —2. So we have

Theorem 2.1 (i) If <r < 0, problem (2.1) has almost uniqueness.

(ii) If cr ^ 0, problem (2.1) has a unique solution if and only if the support ofu0 is the whole

ofUN.

The uniqueness part of this theorem relies on proving that positive solutions are unique.
Moreover, if a < 0, every solution is positive for t > 0, while for cr ̂  0, we have a finite
speed of propagation: if u0 vanishes in some ball, then the minimal solution u also vanishes
in some smaller ball for small times, thus being different from the positive maximal solution

https://doi.org/10.1017/S0956792598003465 Published online by Cambridge University Press

https://doi.org/10.1017/S0956792598003465


288 A. de Pablo and A. Sanchez

u. Observe also that uniqueness holds for strictly positive solutions, i.e. solutions with

u ^ 8 > 0, since in that case the reaction term becomes regular.

We first prove a lower estimate, in the spirit of de Pablo & Vazquez [9].

Lemma 2.2 Let u be a solution to problem (2.1) with uo(xa) > 0. Then there exist constants

cls c2 > 0 depending only on m, p, N, such that

(i) u(x0, i)^c1t
a for 0 < t < 1, (2.3)

(ii) u(x, 0 > 0 for 0 < t < 1, \x-xo\ < c2 f
9, (2.4)

where

1 m—p
a = W ' P = 2(i-Py

Proof We will obtain estimates (2.3,2.4) by comparing with a subsolution to an

approximate (from below) regular problem, as in de Pablo & Vazquez [9], substituting the

reaction term by
f£s) = min{ip(l -s), ev~1(l-e)s}. (2.5)

If we write w(x, i) = ra<p(|x|r0, we obtain the particular subsolution

where B — (m—\)P/2m and

Now, from the continuity of the solutions to problem (2.1), for any T > 0 there exists

e > 0 small enough such that

w(x — x0, te) ^ u(x, T) for every x e UN,

and then
f o r xeUN, 0 < t + t e < l .

Letting r -> 0, we obtain the required estimates with c1 = A^, c2 — VA/B. D

A refinement of this proof allows us to get

Lemma 2.3 Let ube a solution to problem (2.1) with wo(xo) > 0. Then there exists T > 0 such

that

U^ for t>T. (2.6)

Proof Choosing T = (l+fiN/af-1 and C = (T+ 1)^, we get

u(x0, t) $s Cta for 0 ^ t ^ T. •

Observe that the best estimate of the support obtained by this method is

u ( x , t) > 0 f o r | x - x o | < D V i , t ^ T
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Though this is not sharp, as we will see in the following sections, we obtain in particular

that the support of u tends to cover the whole UN as t -> oo.

Corollary 2.4 Let u be a solution to problem (2.1). Then,

(i) if u =|= 0 then for every xeUN there exists T>0 such that u(x, T) > 0;

(ii) if u ̂  0 then for every x e UN we have lim u(x, t) = 1.

We also get the precise order of growth of positive solutions, since we can apply Lemma

2.2 at every point (x0, t0) e Q.

Lemma 2.5 If u is a solution to problem (2.1) with u> 0 in Q, then

u{x,i)>f{i) in Q. (2.7)

The final step in the uniqueness proof is the following:

Lemma 2.6 If u is a solution to problem (2.1) with u> 0 in Q, then u coincides with the

maximal solution to that problem.

Proof Let u be the maximal solution to problem (2.1). We fix T > 0 and put QT = UN x

(0, T). For every <j)eC™(QT) with compact support in x and every 0 < t ̂  T, we have,

after subtracting the equation (in its weak form) for both solutions,

•I

(u-u)(x,t)(fi(x,t)dx

{(« - u) <j>t + (u"> - um) Acf> + [up(l - u) - uv{\ - u)} (/>} (x, s) dx ds. (2.8)

Proceeding as in de Pablo & Vazquez [9], i.e. choosing an appropriate test function, we

get

0< (u-u)(x,t)(j>(x,t)dx^\ \\ [uv{l-u)-up(\-u)]<f>(x,s)dx\ds. (2.9)

If p ^ 0 we have nothing more to do. Assume then/7 > 0. Using estimate (2.7), we obtain

up(l-u)-up(l-u)^p(u-u)^\ (2.10)

and the above inequality becomes

0 < (M - u) ( x , t) <fi(x, t) dx sc p \ \ \ (u - u) <j){x, s) dx \ f p - \ s ) ds. (2 .11 )
JuN JdJuN J

Putting

h{f) = f f f (u - u) 0(x, s) dx) fv-\s) ds,

this inequality reads

^1"J) (s) h'(s) < ph{s), for 0 < 5 ̂  T.

https://doi.org/10.1017/S0956792598003465 Published online by Cambridge University Press

https://doi.org/10.1017/S0956792598003465


290 A. de Pablo and A. Sanchez

Integrating this equation for e ^ 5 ^ t ^ T, and using the differential equation satisfied by

^r, we have

for e ^ t ^ T. On the other hand, by equation (2.9) and the Holder inequality, we get

(« - u) (x, s) cf>{x, s) dx ^ c(T) f \ I (M - M) (X, T) ^(X, T) Jxl * dr, (2.13)
' JOUKW J

for every 0 ^ s < T, which, when integrated means

(w — u) (x, 5) ^4(x, s) dx < c(7") JI=». (2.14)
r

Applying this estimate to bound h(e), we get

h(e)^c(T) f^"1ds = .

Finally, from the definition of ijr, for s > 0 small we have i/r(s) > /t *!=?. Putting together all

these estimates, equation (2.12) implies, for every e > 0,

Letting e^O we get u = u in Q. •

Proof of Theorem 2.1 The above lemma implies the uniqueness of positive solutions.

Moreover, if a < 0 and u0 ^ 0, every solution to problem (2.1) is positive in Q, and this is

done exactly as in de Pablo & Vazquez [9, Lemma 2.4], using the main estimates of Lemma

2.2. Also, if cr < 0 and u0 = 0, it is easy to prove that the only nontrivial solutions are

The nonuniqueness result for cr ^ 0 follows from the finite speed of propagation

of §3. •

3 The interface

In this section we study the propagation properties of the solutions to problem (2.1) in

dimension one. We are interested here in the phenomenon of finite speed of propagation,

which holds for the minimal solutions in the case cr > 0. Also, by a simple rescaling, we

consider the equation

-M) xeU,t>0. (3.1)

The formulae for the propagation will then be simpler.
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We assume that the initial value u0 is positive in (— oo,0) and vanishes in [0, oo). Then,

for the minimal solution u to problem (3.1), an interface

s(t) = swp{x e R: u(x, i) > 0}

appears. The interface movement is best described in terms of the pressure variable

v = (wml)/(m— 1). The equation satisfied by v is

vt = (m-l)vvxx + vl + /iv^g(v), (3.2)

ji = (m - iyi(m-D^ g^ = ! _ ( ( „ ,_ ! ) vynm-i) (interpreted in the obvious way if a = 0).

The local analysis of the interface made for the power-law case (see de Pablo & Vazquez

[8]) is carried over to our situation with only minor changes, thus producing

Proposition 3.1 (i) s(t) is nondecreasing and Holder continuous.

(ii) The forward time derivative satisfies, for t > 0,

1
5*2 if <r = 0

(3.3)
> 0 if cr>0.

(iii) If vx(s(t), t) = lira,. _, s ( (, vx(x, t0) = —z > — oo, then the following equation of the inter-

face holds:

f z + l / z i f z > l
<T = 0^D+s(to)=\ (3.4)

I 2 if 0 < z < l .
o->0^D+s(t0) = z. (3.5)

The proofs are based on the fact that near the interface we have (1 — e) < g(v) ^ 1.

Moreover, if <r = 0 we can improve the equation of the interface to get

Theorem 3.2 If a = 0 we always have

-vx{s{t),t)^\ for / > 0 . (3.6)

Proof The proof relies on comparison with some special solution to the pure power

equation constructed in de Pablo & Vazquez [9], called the Absolute Minimal Solution.

Assume by contradiction that for some t0 > 0 we have — vx(s(t0), t0) < 1. Then, from the

previous proposition, if r > 0 is small enough,

to) for to

On the other hand, for some point y < s(t0) we have

v(x, t) ^ e for x^y, t0 ̂  t

thus v is a supersolution to the equation

vt = (m— l)wxx +
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Let W be the absolute minimal solution to that equation (see de Pablo & Vazquez

[9, Theorem 4]), centred at the point (s(tB), t0). It satisfies, for t 2s t0,

supp W(-,t) = {\x-s(tB)\ ^ 2V(l-e)(f-*o)}

- WMO + 2 V(T=e) (t-t0), t) = VU=e),

and also

W(x, t) < v(x, i) for x 5s y, t^ t0.

This implies

-vx{s{Q,t0)> V ( l - e ) , for to<t^to + r.

Letting e^O we get equation (3.6). D

Another property of the minimal solution and its interface is the following concavity

property:

Theorem 3.3 If the initial pressure v(x, 0) is concave in its positivity set, then the same holds

for v{ •, t) for each t > 0. In the critical case a = 0 the interface s{i) is also concave.

Proof A direct proof of this result via the equation satisfied by vxx is hindered by the

problem of bad behaviour at the interface. Instead, we use a technique based on the

Lie-Trotter formula of composition of semigroups used in Benilan & Vazquez [12] to prove

the concavity of the solutions to the porous medium equation.

For that purpose we first consider the approximate problem

(3.7)
| u(x, 0) = uo(x)

v/ithf[s) =f{s) = min{,sp(l —s),ep~1(l—e)s}, and the problems

ut=f(u)

u(x, 0) = uo(x).

Let us consider the semigroups Sd(t) and Sr(t) associated, respectively, with problems (Pd)

and (Pr), i.e. for each initial value u0 they produce the solutions of those problems,

St(t) K ) (x) = ud(x, t), Sr(t) («„) (x) = ur{x, t). (3.8)

Fix t > 0 and consider, for each n,jeN,n^j, the function

<„), (3-9)

which is the Lie-Trotter formula of composition of both semigroups. Observing that the

operator

A{u) = -{vr~1uX -f(u) + ku

is an m-accretive operator in L1(R) if k is larger than the Lipschitz constant of / (cf.

Crandall [13]), then the limit M = limn̂ .00M(n_B) is well defined and produces the unique

solution to the composed problem (3.7) (see Benilan & Ismail [14, Theorem 1]).
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Consider now the pressure v associated with u, and define also v{n }) = l/(w— 1) u™~)y We

will study the concavity of v in terms of the concavity of each iteration v(n }).

First, for the solution to the porous medium problem (Pd), we have that the pressure is

concave if the initial datum is (cf. [12, 15]). On the other hand, the pressure vr associated

with problem (Pr) is implicitly given for each x in the initial support P(0) by

., m
 (3

-
10)

where

h(s) = ((m - 1 ) s)^M(m - 1 ) s)^) = min{/< v^giv), (m -1) ep-\\ - e) s).

Moreover, the support is stationary, P(t) = P(0). From this we obtain

Observing that h{s) is positive and concave, we have {vr)xx ^ 0.

Putting together these two concavity results, we obtain that v(nJ) is concave for each

n^j"^ 1. Passing to the limit j = n, «-»• oo we obtain b concave. Finally, passing to the

limit e->0 we get v concave.

As for the interface in the case a- = 0, let t0 > 0 be fixed, and let — vx(s(t0), t0) = z. If

z ^ 1, since vxx =* 0 we have s{t) = s(t0) + 2(t—t0) for t ^ t0, and we have nothing to prove.

Assume then z > 1. From Proposition 3.1 we have s'(t0) = c = z + 1/z. We consider now

the linear front
w(x, t) = z[c( / - f 0 ) - (x

which is a pressure supersolution to our equation. Its interface is 7j(t) = s(t0) + c(t — t0).

Since v is concave we have v(x, t0) ^ w(x, t0), and by comparison we also have

v(x, t) < w{x, f) for every t ^ ?0. We end with the comparison of the interfaces:

s(to) = y(tol sVo) = V'(to) a n d s(t) ^ v(t) f o r t^t0.

This implies s"(t) ^ 0 . •

4 The travelling waves (TWs)

One of the most interesting properties of equation (3.1) is the appearance of solutions in

travelling wave form (see mainly de Pablo & Vazquez [8]). For the reader's convenience we

summarize the analysis made in that paper in order to obtain the TWs; then we pass on

to study their properties.

Introducing u(x,i) =<p(£,), E, = c — ct, x>0 into equation (3.1), and defining the

variables
a dT = Xl~md£, (4.1)

we obtain the system

(4.2)

dr
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If cr > 0 it has critical points at

(Z,Y) = (0,0),(l,0),(0,c). (4.3)

These points are two saddles, (1,0), (0, c), and a degenerate node (0,0). We look for

admissible trajectories, i.e. solutions to

dY c-Y X"-\\-X) _

dX X
= H(X,Y,c,cr) (4.4)

for 0 sCXsS 1, joining the points (1,0) and (0,c) or (1,0) and (0,0). A saddle-saddle

connection corresponds, via equation (4.1), to a finite TW, while a saddle-node connection

will correspond to a finite or positive TW, depending on the value of p.

If cr = 0, and c < 2, the only critical point is (X, Y) = (1,0), while for c ^ 2, the critical

points are
(X,Y) = (1,0), (0,^,(0,7,), (4.5)

where 0 < zx < z2 are the roots of the equation z2 — cz + 1 =0 . The finite TWs are given by

the connection (1,0) to (0, Zj). In that way, in de Pablo & Vazquez [8] it is proved (see also

[6,10]):

Theorem 4.1 (de Pablo & Vazquez [8]) Equation (3.1) with m > 1 and peU admits TW

solutions if and only if cr ^ 0, and only for velocities c ^ CJJT), the TW with c = c% being

finite, all the other TWs being finite if and only if p < 1.

We also note that the phase-plane (4.2) makes sense for every value of m,peU. In that

sense, we can also consider equation (3.1) with m ^ 1. The TWs in that case are all positive.

For future use, we write here the behaviour as £-* — oo of the TWs, which is obtained

from equation (4.1), and the behaviour of the trajectory Y(X) as X-> 1:

% ( g ) * l - e * , y-\/y = c. (4.6)

It has been observed [8] that the TWs with velocity c> c* cannot be minimal solutions,

since they do not satisfy the equation of the interface (see equations (3.4), (3.5)). On the

other hand, the pressure associated with each TW satisfies vxx(x, i) = $"(£,) = —dY/dE,. As is

easily seen in equations (4.1), (4.2), Y is increasing in £ when c = c*, while it is not when

c > c*, which implies that v is concave, as the minimal solutions do, only if c = <:*. We

complete here the classification of the minimal TWs by proving that, in fact, the TW with

c = c% is a minimal solution.

Theorem 4.2 The TWs are minimal solutions if and only if c = c^{cr).

Proof The proof is done by comparison, and we use as subsolutions local TWs with

velocities 0 < c < c^a), c x c^a).

Case cr = 0

First, we consider the approximate reaction function (2.5), i.e.

( e»-\\-e)s if OsSssSe
/.(*) =\ (4-7)

) sp(\-s) if e < s < l ,
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and the differential equation

We look for trajectories satisfying equation (4.8), passing through points (XQ, 0), 0 < Xo < 1,

and going to ± oo as X goes to 0. We claim that if e > 0 is small enough, there exists a

decreasing trajectory Ye(X) solution to equation (4.8), joining the points (0, c) and (^ ,0)

for some 0 < Xt < Ve.

Assuming that this is true, for any X1 < X9 < 1, the trajectory in the first quadrant

starting from the point (Xo, 0) cannot cross Yc, and thus tends to oo as X tends to 0. The

piece of the trajectory in the fourth quadrant is also easily seen to go to — oo as X goes to

0. Using the differential relation (4.1), we see that it takes the trajectory a finite ^-interval.

Thus, we get that, for each 0 < Xo < 1, there exists e > 0, and a local TW qpc(Z)> solution

to

o, Zi^Z<Z» (4.9)

and satisfying

<P(Q = <p(Q = 0, max <p(£) = Xo,

(4.10)
(?'M-1)'(&) = -(«P I"-1)'(^)=°o.

Now we prove the claim. Observe that dY/dX = 0 in equation (4.8) along the graph

J (4.11)
\(c-Y)Y-(l-X) = 0 if e^X^l.

If 0 < e < 1 — c2/4, this graph consists of a curve joining (0,0) with (0, c) and a curve joining

(1,0) with (1, c). The point of maximum in X of the first curve is

=eyL(
n-l)

To get the desired trajectory, we consider the curve Y = T(X) given by

This curve satisfies, for e ̂  X ̂  1,

dT <*/4-(l-

dX = X T > X T

Choosing k = (c2/4— l)log Ve— Ve and

^ j -V i<0 J (4.12)

we get T(Ve) = 0 and T(e) > c.
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As a consequence, the decreasing trajectory starting from the point (0, c) cannot cross T,

and it goes down to Y = 0 at some point 0 < Xx < Ve. We then need to select e > 0 small
enough to satisfy equation (4.12), and also e < 1 — c2/4, and the claim is proved.

Consider now the TW u*(x, t) = <p*(x—c* t) with velocity c = c*, the associated pressure
96* = l/(m — l)<p*~\ and the corresponding trajectory Y= Y*{X). We want to compare
the initial value ^(x) with the local TW (j>c{x) = l/(ra — 1) (p™"1 )̂ with velocity c < c* just
constructed (4.10). Take any point z < 0. The previous phase-plane analysis implies that
there exists e > 0 and a trajectory YC(X) such that it cuts the trajectory Y* at the point
X = (p(z). Observing that the phase-plane variables represent X = 95, Y = — $', we get, by
translation,

<p£z) = <p*00, & 0 0 = <t>*(z), & 0 ) = 0'*OO-

Also, comparing the slopes of Yc and Y*, we get <f>"c{z) < <^(z) and

&(*)<0'*O) for z < x , j < £ 2 with 0C(^) = 0*0)

0Xx) > ^;(j) for ^ < x,^ < z with ^C(x) = ^^(j).

This is easily seen, using equation (4.10), to imply

</>*(x) for every ^ ^ x ^ |2 .

Now, applying Lemma 5.3 of de Pablo & Vazquez [8] to any solution u to problem (3.1)
with initial value <p*, we obtain

u(z + ct, t) ^ <p£z) = (p^z) = MH!(z + c!k t, t).

We conclude by letting c tend to c*.

Cfl^e cr > 0

In this case we cannot construct the desired subsolutions by shooting from any point
(Xa, 0), 0 < Xo < 1, since the curve of the zero slope in equation (4.8) does not tend to
zero. Instead, we shoot from any point (Xo, Y^XQ)) in the trajectory. If 0 < e < Xo, we
get a trajectory Yc going to 00 for X tending to 0, and going down to Y = 0 for some
Xx > Xo. Observe that this method in the case <r = 0 will require us to prove that the
trajectory Yc does not go to the origin, which is done by constructing the trajectory Ye. The
key point is that Y* starts from (0, c*) if a > 0 while for cr = 0 it starts from (0, c*/2).

The rest of the proof is the same. •

4.1 The curve c = cjjr)

We end this section by studying the function which gives the minimal velocity c* in terms
of the parameter cr.

If we put x = logy, t = logr, then looking for TWs involves looking for solutions
u(x, i) = g(yT~c). Thus, the velocity c appears as a similarity exponent. Since the value of c

is not determined from physical or dimensional considerations, it is an example of what is
known as an anomalous or second-kind exponent.

Recently, much attention has been paid to the existence of anomalous exponents in
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FIGURE 1. The curve c = C

different contexts, and very different techniques (even formal approaches) have been used

[16-19].

We follow here the method developed by Aronson & Vazquez [16] by applying the

Implicit Function Theorem (IFT) to some function relating the velocity c^ with the

parameter er. The starting point will be the explicit solution for er = 1:

V2
(

1 - 5
ds, (4-13)

which is obtained by integrating the explicit trajectory Y(X) = c(l — X) with c = 1/V2 in

equation (4.4). For m = 2 and/? = 1, this TW was obtained by Aronson [4]. Observe also

that we obtain by this method a new proof of existence of TW.

Theorem 4.3 The minimal velocity c* is an analytic decreasing function of a from [0, oo) onto

(0,2].

The curve c = c^{tr) obtained numerically is shown in Fig. 1.

Proof We shoot from the saddle points to obtain the connection for a =j= 1. Since

dH/dc > 0, it is obvious that, if a connection exists for c = c*, the trajectories starting at

(1,0) and entering the region D = (0,1) x (0, oo) will go to infinity as X tends to 0 if

c > c^, and to 0 if 0 < c < c*. On the other hand, the trajectories entering (0, c) from D

cross the line X = 1 at Y > 0 if c > c*, and the axis 7 = 0 a t 0 < Z < l i f 0 < c < c : ( : .

Consider, then, for c > 0 and <r ^ 0 the trajectory Yt entering (0, c) and the trajectory Y2

leaving (1,0), i.e. for some 0 < X* < 1 we have

7X( ̂ c,*): [0, JT*] -> U\ 7,(0, c, <r) = c,

Y2(-,c,rr):[X^l]^U\ Y2(l,c,cr) = 0,

3 Yt(X, c, &)/dX = H(X, Yt, c, a).

(4.14)
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It is clear that these two functions are analytic. We assume Yi(Xil., c, cr) > 0. In fact for every

o-^O, there exists c0 and X* such that such assumption is true for c ̂  c0 (see equation

(4.24)), though we do not need any information about X# nor c0.

Define now the (analytic) function /: (0, oo) x [0, oo)-> U by

l(c, cr) = Y^X,,, c, cr) - Y9(Xt, c, cr). (4.15)

The existence of a connection for some c and cr is equivalent to the matching condition

l(c,cr) = 0. (4.16)

The IFT allows us to define c = c*(cr) in a neighbourhood of any solution (c, cr) to equation

(4.16) whenever the transversality condition

|(C»,cr)*0 (4.17)

holds. Moreover, we can obtain from equation (4.16) the derivative

c*07),<r). (4.18)

We first prove the transversality condition. Defining

= dYi/dc(X,c,cr), i = l , 2 , (4.19)

we will show that z1(XH,)—z2(X*) #= 0. Differentiating equation (4.4) with respect to the

parameter c, we get

with

A.(X) = ^ + X < t ^ ~ X \ B(X) = ^. (4.20)

These are two linear ODEs explicitly solvable from the initial values

z1(0) = l, z2(l) = 0 (4.21)

(see equation (4.14)). We have

]s (4.22)
o GjtO

with Gt(X) = exp\Jy2Af(s)ds]. We immediately obtain z2 < 0 < z1; i.e.

-(c,(a), cr) = zJXJ-zJXJ > 0. (4.23)

Since (1/V2,1) is a solution to equation (4.16), we get the existence of the analytic

function c^(cr) denned in a neighbourhood of cr = 1. Moreover, the transversality condition
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is uniform for <r > 0, so we can extend the range of existence to a maximal open (in [0, oo))

interval. Now take a sequence (« -> oo) of solutions Yn to equation (4.4) with parameters

(cn,o-n)^(cx,crj, and satisfying Yn(0) = cn, Yn(l) = 0. As long as 0 ̂  a^ < oo and

0 < c^ ^ 2, there exists a function Ym = l im,,^ Yn which is again a solution to our problem.

Then the maximal interval of existence is closed in [0, oo), and thus it is the whole [0, oo).

Global existence then depends on the following estimate:

Lemma 4.4 The minimal velocity satisfies, for a > 0,

(4-24)

, (4.25)

Proof The first estimate is obtained by de Pablo & Vazquez [8] by studying the behaviour

of the graph

(c-Y)Y=X'r(l-X)

where dY/dX = 0. On the other hand, from equation (4.4) we have

(4.26)

dX

Now integrate these inequalities along the trajectory Y = Y(X) for c = c*, from X = 0,

Y=c*toX=l, Y = 0, to get equation (4.25). •

Observe that these estimates imply 0 < c#(<r) < 2 for 0 < a < oo and l im^^ c*(cr) = 0.

The fact that c+ip) is a decreasing function follows now from the study of the sign of

dl/dcr. Analogously to equation (4.19) we define d((X) = dYJdcr{X,c,a), i= 1,2. We have

with

and

#i(0) = 02(1) = 0. (4.28)

As before, we get

%~^ds, (4.29)
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Again, it is immediate to see that d2 < 0 < 0v i.e.

^M«r),-<r) = etfJ-dAXJ > 0,

and the theorem is proved. D

The method also allows us to calculate the derivative at <r = 1.

Lemma 4.5

Proof The computation of the derivative (4.18) at <r = 1 follows by substituting the explicit

functions in equations (4.22) and (4.29) given by the explicit solution (4.13). In fact we have,

for(c,<r) =

X{\~Xf

and thus

1 = -V2 logJT ,

h-e2)(x)=V(l ' * I ,(i-,)2iog.A = . UV1-VI f
1

*(! -*)* Jo'
This gives the value of equation (4.30), since c'^{a) = (d2 — 81)/(z1—z2). •

5 Asymptotic behaviour

In this section we investigate how the minimal solutions to problem (3.1) behave for large

times. The main result is that they propagate with a certain limit velocity, precisely that of

the minimal TW. We recall that in the pure power case [8, 9], this occurs only for the critical

exponent a = 0, while for a > 0, the propagation is superlinear. This is explained by the

fact that in the equation treated in those works, there exist TWs only when cr = 0.

We consider problem (3.1) with initial values w0 vanishing for x^O. Let u be the minimal

solution to that problem, and x = s(t) be its interface. A possible left-interface, when u0

vanishes for large negative values, is treated in the same way.

We begin with the simpler result,

Theorem 5.1 The interface of the minimal solution satisfies

U m ^ - = c+. (5.1)
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Proof

Case cr = 0

This case comes directly from the power-law equation.

For the lower estimate we recall equation (3.3). To get the upper estimate, we use a linear

(in pressure) front with velocity 2, which is a supersolution to our equation.

Case cr > 0

If the initial value is not too close to one for x-> — oo, i.e. if the TW with velocity c* can

be put above u0 (see equation (4.6)), direct comparison implies, for some a > 0,

u(x, t) ^(pxix — a—Cj. t),

i.e. s(t)

If this is not the case, we consider, for each 0 < S < 1, the rescaled function

w(x, t) = S^pfp^(8(x-a)-c^ A=* i), (5.2)

which satisfies the equation

wt = (wm)xx + wv{\ - &£p w),

and thus it is a supersolution to our equation. Therefore, if we choose a > 0 such that

w(0,0) ^ 1, we get by comparison

s(t)

and

l i m — ^ 8*i=vct for every S < 1.

To get a lower estimate, instead of insisting that a TW be put below u0, we use a local

TW with velocity c < c*, as constructed in the proof of Theorem 4.2, and perform local

comparison. In that way, we can also consider compactly supported initial values.

We first recall that in the proof of Theorem 4.2 we construct, for each c < c*

and e > 0, a local TW w(x,t) = <pc(x~ ci) subsolution to our equation in a region

< x < £t+ct), and satisfying

Moreover, X± is not small for e^O.

We then use Lemmas 2.2 and 2.3 to get that, for some T > 0, the solution satisfies

u{x,T)^X1 for & < * < ! „ .

Comparison now implies

u(x+ct,t+T)*t(pe(x),

i.e.
s(t) > £2 + c{t— T) for every c < c*. •
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-10.0 -5.0 10.0 15.00.0 5.0
x

FIGURE 2. The minimal solution for uo(x) = 1 if x < 0, «0(x) = 0 if x ^ 0, cr = 1, m = 2.5,

compared with the explicit TW.
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2.0

0.0

a=1 (m=2.2, p=0.8)

a=1 (m=2.8, p=0.2)

a=2 (m=3.5, p=0.5)

a=5 (m=6.5, p=0.5)

0.0 2.0 8.0 10.04.0 6.0

s(t)

FIGURE 3. The interface of the minimal solution for the same data as in Fig. 2, and a = 1,2,5.

In Fig. 2 we show the numerical minimal solution of problem (3.1) with cr = 1, for a

Heaviside function initial condition, plotted at regular time intervals. It is compared with

the explicit TW. Figure 3 shows the numerically calculated interface for different values of

a. We also give the calculated final speeds (Table 1).

More interesting is the following result, in the spirit of Aronson & Weinberger [5].

Theorem 5.2 For each xeU, we have

lim u(x + ct, t) =
0 if c> c*

1 if c < c*.
(5.3)

Proof The behaviour for c > c* is implied by the previous theorem. The proof that the

translated solution with a velocity smaller than the minimal velocity is not only positive,
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Table 1. The final velocity for the interfaces of Fig. 3, compared with the expected

velocity, as calculated for Fig. 1

Calculated Expected
a m velocity velocity

1
1
2
5

2.2
2.8
3.5
6.5

0.711
0.708
0.467
0.236

0.707
0.707
0.463
0.232

but in fact tends to one, is again easier if the minimal TW can be put from below. Assuming

that this is the case, we have, recalling Theorem 4.2,

i.e.

limu(x + ct, t) > linKp^x — (c* — c)i) = lim <p*(£) = 1.

For the general case, let x0 e U be fixed, a > 0 any number, and 8 > 0 small. We know

that there exists a time T > 0 such that

u(x, T)^\— 8 for xo — a<x<xo + a.

Consider, then, a local TW <p with velocity c, (c < c < c*), satisfying

0 ^ (p(x) ^ <p(x0) = 1 — 8, for x0 — a < x < x0 + a.

By comparison, we have

u(xo + c(t-T), t)^\-8 for t ^ T.

We finally take Tx = c/(c- c) T to get

)^l-S for / ^ Tv

Observe that T depends upon x0 if xo^supp(w0). Therefore, if uo(x) > 0 for x < 0, the

convergence is uniform in sets of the form ( — 00, a]. •

6 Conclusion

We have characterized the uniqueness of solutions for the Cauchy problem associated to

a nonlinear degenerate diffusion equation with a non-Lipschitz reaction term of Fisher

type. We have also studied the properties of travelling wave solutions for the same problem,

and characterized the minimal velocity for which these travelling waves exist as an analytic

function of the parameters of the problem, in the context of anomalous exponents. The

method gives a new proof of existence of such travelling waves. We have used these

travelling waves to describe the asymptotic behaviour of the minimal solutions, as well as

their interfaces, proving that they propagate with the minimal velocity.
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