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Many political processes consist of a series of theoretically meaningful transitions across discrete phases

that occur through time. Yet political scientists are often theoretically interested in studying not just indi-

vidual transitions between phases, but also the duration that subjects spend within phases, as well as the

effect of covariates on subjects’ trajectories through the process’s multiple phases. We introduce the

multistate survival model to political scientists, which is capable of modeling precisely this type of situation.

The model is appealing because of its ability to accommodate multiple forms of causal complexity that

unfold over time. In particular, we highlight three attractive features of multistate models: transition-specific

baseline hazards, transition-specific covariate effects, and the ability to estimate transition probabilities. We

provide two applications to illustrate these features.

The notion of “change over time” is a prominent part of many political science research agendas. What
influences democratization (Epstein et al. 2006; Maeda 2010)? What factors influence whether U.S.
District Court judges leave the District bench (Hansford, Savchak, and Songer 2010), or whether U.S.
House incumbents stay in office (Box-Steffensmeier and Jones 2004), or whether legislators stay in the
European Parliament (EP) (Daniel 2015)? How do countries resolve their territorial disputes (Huth and
Allee 2002; Jones and Metzger forthcoming)? In all these examples, the passage of time provides an
opportunity for some outcome to exhibit variation, particularly within a specific case. Researchers then
exploit this variation to help evaluate their theories, often using longitudinal and time-series methods.

However, each of these questions pertains to only a narrow element of a much larger process.
For instance, once democratization occurs, how long will the resulting democratic regime survive?
If a democracy backslides into nondemocracy, how long until democratization occurs again? For
District Court judges, U.S. House incumbents, and EP legislators: After officeholders leave their
current positions, where do they go to next? How long do they stay in these new positions? Do they
eventually return to the District Court, U.S. House, or EP? For territorial disputes, do disputes
take multiple settlement attempts to resolve? Are there negotiations or militarized behavior? How
long do these settlement attempts last? Political scientists have a range of methodological tools to
help address each of these individual questions, but our ability to address the larger process at play
remains limited. Yet, we should fundamentally care about modeling as much of the process as
possible, because our theoretical arguments are motivated by a desire to better understand these
larger processes. Further, our theories are often capable of generating hypotheses beyond the first
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event a subject experiences within a process. Focusing only on this first event deprives us of an

opportunity to test the additional implications of our theories.
Beyond the theoretical motivations, there are methodological reasons we should be concerned

with modeling an entire process. In brief, failure to do so can result in inaccurate, misleading

inferences about a covariate’s effect. The methodological problem’s root is the nature of the

process itself. Specifically, political processes are causally complex (Braumoeller 2003). They are

composed of different stages through which subjects can transition1—for example, countries tran-

sition between democratic versus nondemocratic regimes. In this situation, causal complexity mani-

fests in two primary ways. The first way is conditional covariate effects: a covariate’s effect may

differ depending on the stage a subject currently occupies. Second, complexity can arise from the

varied ways in which subjects may transition through a process’s stages. Subjects may exhibit

recursive transitions, in which they re-enter the same stage again after previously exiting it, such

as a former democracy returning to democracy following an authoritarian backslide. Subjects may

also experience sequential transitions, in which they can experience a particular transition only after

experiencing a previous event. For instance, a country must first transition into civil conflict before

it can transition into a post-civil conflict peace. It is possible for a process to have both recursive

and sequential transitions. We show that even if we are only interested in one specific transition

within a process, our inferences about x’s effect may be biased if researchers eschew modeling these

facets of causal complexity.
Most of our standard empirical tests are ill equipped to simultaneously handle conditional

covariate effects, different transition events, different transition sequences, and transitions’

timing.2 Regime-switching models, as a class of models, are superb at modeling transition-

specific covariate effects and can handle very complicated transition sequences and different tran-

sition events, but usually do not focus on how processes evolve over time. Standard survival models

can speak to questions of time, but are less adroit at handling many transition-specific covariate

effects. They also cannot handle complicated transition sequences like recursiveness, because they

only focus on a single transition event. More complicated survival models, like competing risks

(CR) and models for repeated events, can handle more than one transition event, but focus on

either transitions out of a single stage only (CR) or the same event occurring repeatedly (repeated

events) (Box-Steffensmeier and Zorn 2002). Other, more complex transition sequences are beyond

the respective models’ reach. A similar truth holds for logit/probit and their respective multinomial

variants. These models have a limited ability to capture more complex transition sequences, and

they can be unwieldy when handling many different events and many transition-specific covariate

effects. However, the models can accommodate time by adding time counters as regressors (Beck,

Katz, and Tucker 1998).3

How, then, should we investigate claims about causally complex processes that occur across

time? We make the novel suggestion that survival models are capable of investigating such claims.

We introduce the multistate survival model to political science (Therneau and Grambsch 2000).

Multistate survival models are an extension of the familiar Cox model, and allow researchers to

model the trajectory of an individual subject across a series of transitions between various stages.

For instance, they permit researchers to model the regime transition process suggested above: the

time until democratization occurs, the time until democracy breaks down, and the time until

democracy is restored again, all within a single model. Multistate models are capable of

modeling many more complex political processes, including those with recursive and sequential

transition sequences. As a result, multistate models greatly expand researchers’ ability to model

complete processes of theoretical interest.

1Formally, transitions describe instances in which a subject moves from one stage into another one. Notice how they
consist of directed “from-to” stage pairings. Transitions and events are synonyms, from this perspective.

2For some intriguing partial exceptions, see Chiba, Metternich, and Ward (2015).
3The use of time counters, however, introduces additional complications with respect to determining the nature of
duration dependence, specifically, whether to apply a smoothing function and what precise form this function ought
to take (see Box-Steffensmeier and Jones 2004, 88; Carter and Signorino 2010).
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We argue that multistate models should be attractive to political scientists for three specific
reasons. First, they allow different events within a process to have different underlying rates of
occurrence, by permitting each event to have its own baseline hazard rate. Work on parametric
duration models makes strikingly clear the perils of improper assumptions about a single event’s
baseline hazard rate—the resulting model estimates can be biased (Box-Steffensmeier and Jones
2004). The bias persists when we expand our analysis to multiple events. Multistate models permit
different events to occur at differing rates. This extends work on repeated events, which principally
focuses on the same event occurring on multiple occasions.

Second, multistate models allow covariate effects to differ, also based on the transition in ques-
tion. The majority of hypothesis testing in political science pertains to x’s effect on an outcome of
interest, y. The same current practices acknowledge that x’s effect on y could be conditioned on
some third factor, z. Acknowledging conditional effects is important to accurately recovering an
estimate of x’s effect on y for hypothesis testing. Failing to model conditional effects can result in an
estimate that averages x’s effect across all the different conditioning scenarios, potentially yielding a
biased estimate. Multistate models actively encourage researchers to assume x’s effect is conditional
on the transition in question. By doing so, researchers can then easily assess whether x’s effect does
indeed differ across transitions. It becomes a matter to resolve empirically, rather than one resolved
by theory alone.

Different baseline hazards and conditional covariate effects can be useful in their own right, but
their true power is realized through multistate models’ third and final attractive property: the
models’ adeptness at calculating transition probabilities. These express the probability that
subject i will be in Stage B at time t, given that i began the analysis in Stage A at time s. For a
causally complex process, there are many ways that i could move from Stage A to Stage B, in the
time frame s to t. Subject i could have transitioned directly from A to B, but it may have also taken
an indirect route—for instance, transitioning from A to C to B, or A to C to A to B. Transition
probabilities aggregate over all the possible sequences that begin with subject i in State A at time s
and end with i in B by time t. In so doing, they incorporate information about the unique
underlying rates of each transition. More importantly, transition probabilities also account for a
covariate’s potentially unique effect on each transition.

Therefore, transition probabilities allow us to evaluate a covariate’s net effect within the entire
process, as opposed to evaluating its direct effect on only one of the process’s transitions. If the
covariate’s effect is indeed conditional on transition, the end result will be x’s net effect on A!B
being very different from what its direct effect would imply (e.g., Jones and Metzger forthcoming).
This added insight opens up new doors for understanding the process of interest and how x plays a
role, and also provides new avenues for assessing our arguments.

Our discussion proceeds in four parts. We begin by introducing the model itself. Second, we
highlight the model’s attractive features. Third, we provide some illustrative applications to show
how the model works and the types of inferences we can draw from it. The fourth and final section
concludes.

1 What Are Multistate Models?

A multistate survival model is an econometric estimator capable of modeling a duration process
composed of multiple stages (Therneau and Grambsch 2000). Stages are defined based on the
failure events that a subject is at risk of experiencing.4 These failure events therefore amount to
transitions between stages. Our interest is often in understanding (a) when transitions between
stages will occur, (b) the probability of the transitions, and (c) what covariates increase or
decrease these transition probabilities. Multistate models have been used to explore causes of
death among Norwegian citizens (Vollset, Tverdal, and Gjessing 2006), bone marrow recipients’
health (Putter, Fiocco, and Geskus 2007, 2417–22), and individuals’ cohabitation patterns (Mills
2004). However, their use in political science has been rare.5

4For more on understanding stages as opposed to events, see Online Appendix B.
5Exceptions include Jones (2013), Jones and Metzger (forthcoming), and Mattiacci and Jones (2016).

Multistate Survival Models 459

ht
tp

s:
//

do
i.o

rg
/1

0.
10

93
/p

an
/m

pw
02

5 
Pu

bl
is

he
d 

on
lin

e 
by

 C
am

br
id

ge
 U

ni
ve

rs
ity

 P
re

ss

Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text: I.
Deleted Text:  
Deleted Text: are 
Deleted Text: multi
Deleted Text: models
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
Deleted Text:  
https://doi.org/10.1093/pan/mpw025


Despite their infrequent use in political science, multistate models are built from methodological
pieces that are familiar to political scientists. Accordingly, we introduce multistate models from the
ground up using these pieces—we begin with simple survival models, move to competing risks
models, and then finally arrive at multistate models.

1.1 Basic Survival Models

There are situations in which researchers are interested in the occurrence of an event, with a specific
interest in how long it takes subject i to experience this event. Take the legislative careers of U.S.
House representatives as a running example (Box-Steffensmeier and Jones 2004)—any incumbent
House representative’s tenure will end, eventually. Political scientists have an interest in exploring
how long an incumbent remains in office before leaving. Survival models, also known as duration
models or event history models, are well suited to answering questions of this form. They are
interested in modeling the event’s hazard rate, which (loosely) expresses the probability of i
experiencing the event in t, contingent upon i still being at risk of experiencing the event in t
(Allison 1984).6 The hazard itself is unobserved, but we suppose it is a function of i’s “time at
risk” for the event, permitting us to model the hazard using the observed duration. This duration is
typically defined as how much time passes between the first period in which i could have
experienced the event and the period in which i did experience the event. If we begin counting
from 0 in the first period, t represents the total amount of time a subject has been at risk of
experiencing the event.

Semiparametric survival models do not make any parametric assumptions about the baseline
hazard rate, where the baseline hazard rate expresses the event’s hazard rate when the covariates are
equal to zero.7 Instead, semiparametric models parameterize only the covariates’ relationship with
the hazard and estimate these coefficient values using partial-likelihood methods (Box-Steffensmeier
and Jones 2004, chap. 4). The Cox proportional hazards model is the quintessential semiparametric
survival model and is the building block for our more advanced multistate model.8 The Cox’s
hazard rate is expressed as (Box-Steffensmeier and Jones 2004, 48):

� tð Þ ¼ �0ðtÞe
�0X; ð1Þ

where �(t) is the event’s hazard of occurring in time t, �0(t) represents the baseline hazard rate in t,
X is a vector of covariates, � is the vector of coefficients, and 0 is the vector’s transpose.

1.2 CR Models

Basic survival models assume that subjects are only at risk of experiencing one event. What happens
if subjects are at risk of experiencing multiple events? Competing risks (CR) models can accommo-
date this situation. CR models are a special type of multistate model, making the former useful for
beginning to explain the latter’s features.

Formally, CR models extend standard Cox survival models; they still model how long it takes
for subject i to experience an event. The key difference between the two models is that subject i is at
risk of experiencing two or more such events in a CR scenario. These multiple events are referred to
as “transitions” in the parlance of multistate models. The implication is that there are multiple ways
in which i’s time at risk can end. Figure 1b visually depicts the CR scenario, while Fig. 1a depicts
the standard Cox scenario. In both panels, Stage 1 represents a subject’s initial time at risk. In Fig.
1a, there is only one way for a subject to exit Stage 1—a transition into Stage 2. By contrast, in Fig.

6In truth, hazards are not unconditional probabilities. They represent the instantaneous risk of failure. A hazard rate can
be larger than one, for instance (Cleves et al. 2010, 7–8). For discrete time durations, they are conditional probabilities
(Aalen, Borgan, and Gjessing 2008, 5–6).

7Parametric survival models assume a specific functional form for both the covariates’ relationships with the hazard and
the baseline hazard rate (Box-Steffensmeier and Jones 2004, chap. 3).

8Multistate models can also be estimated nonparametrically and parametrically; see Online Appendix J for further
discussion.
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1b, there are two possible ways for a subject to exit Stage 1—a transition into Stage 2 or a transition

into Stage 3.
Recognizing there are multiple transitions out of a specific stage is important. If we pool all the

stages’ exiting transitions together, we are implicitly assuming that each transition’s data-generating

process (DGP) is identical. A covariate would therefore have the same effect on every transition. If

the transitions have different DGPs, though, a pooled-transition model would produce biased

estimates. The estimates would equal the covariate’s average effect across all the transitions. To

return to Fig. 1b, x’s effect could be �1.5 for transitions from Stage 1 to Stage 2, but þ1.7 for

transitions from Stage 1 to Stage 3. If we erroneously pooled all of Stage 1’s exiting transitions

together, x’s estimated effect would be around zero.9 As another example, our second application

shows that more economically developed countries have a decreased probability of transitioning to

nondemocracy via coups, but the same conditions have no effect on the country’s probability of

transitioning to nondemocracy via self-coup.
In a classic CR setup, all observations (1) begin in the same stage, (2) are simultaneously at risk

of experiencing two or more transitions, and (3) after experiencing one transition, are no longer at

risk of experiencing any transitions (Box-Steffensmeier and Jones 2004).10 A CR setup for our

earlier U.S. House example gives us a stage diagram identical to Fig. 1b, only with two additional

stages on the right. Specifically, we are no longer interested in simply whether the incumbent leaves

office, but how s/he leaves office. Several possibilities exist (Box-Steffensmeier and Jones 2004, 169–

72). The representative could: (1) be defeated in a primary election, (2) be defeated in the general

election, (3) choose to retire, or (4) seek alternative office (e.g., Senate, gubernatorial, cabinet

appointment). Once a representative has experienced one of these four events, s/he has “exited

the risk set,” and is no longer at risk of experiencing the other three. A representative who retires,

for instance, would no longer be at risk of exiting the House via electoral defeat.

Fig. 1 Illustrative processes. (a) One possible transition, (b) two possible transitions, (c) sequential tran-
sitions, (d) recursive transitions, (e) both sequential and recursive transitions, and (f) all previous panels.
Notes. Arrows denote possible transitions for each panel’s process.

9We show this using simulations in Online Appendix E.I.
10A classic CR setup also assumes that the different events are independent of one another. Multistate models make the
same assumption. For models that explore dependent competing risks, see Gordon (2002) and Fukumoto (2009).
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A classic CR model recognizes the different possible transitions out of a risk set and estimates an
equation for each transition. For semiparametric survival models, Cox models (Cox 1972) and
Fine-Gray subhazard models (Fine and Gray 1999) are the most common estimators.11 CR’s major
modeling strength is that it permits a covariate’s effect to vary across transitions. Doing so guards
against the biased estimates that would potentially result from pooling all the transitions. For
example, a covariate that appreciably increases the probability of primary election defeat may
only slightly increase the probability of general election defeat. A CR model would detect this
difference, whereas a standard Cox model with pooled transitions would not.

Yet, a classic CR model is limited in its ability to model more complex situations. It is primarily
focused on transitions out of the starting stage. The model does not address what happens to
subjects after they transition out of Stage 1 and into Stage 2 or Stage 3 (Fig. 1b). We can
imagine situations in which this information would be substantively useful. Additionally, CR
models cannot handle situations in which, after subject i experiences one event, i is still at risk of
experiencing other events. An ongoing territorial dispute that militarizes, for instance, may still
experience peaceful negotiations (Jones and Metzger forthcoming).

1.3 Multistate Models

Multistate models take a holistic approach to a process. They “extend the analysis to what happens
after the first [transition] event,” allowing researchers to model how a subject moves through
several stages (Putter, Fiocco, and Geskus 2007, 2390). This means that multistate models
permit multiple risk sets, as opposed to the single risk set inherent in CR models. Consequently,
they are sufficiently flexible to model any number of possible transition sequences using a single
framework. They can capture situations in which transition events occur sequentially, recursively,
or any combination thereof (Therneau and Grambsch 2000; Putter, Fiocco, and Geskus 2007). In
short, we can use multistate models to estimate a process with any of the stage structures depicted in
Fig. 1, whereas classic CR models can only handle the first two panels, and a standard Cox model
could only handle the first.

The premise of multistate models is simple: a subject transitioning out of one stage must be
transitioning into another. Rather than dropping the subject after this first transition (like classic
CR does), multistate models consider what new transitions the subject is at risk of experiencing
from the new stage.12 For a concrete example, take a complex process like Fig. 1f. A subject in
Stage 1 is at risk of experiencing two transitions: one into Stage 2 and one into Stage 3. A subject
that transitions into Stage 2 would then be at risk of experiencing one transition, into Stage 4. For
our U.S. House example, a multistate model of politicians’ legislative careers would allow us to
recognize that former House incumbents sometimes return to office in nonconsecutive terms.13

Multistate models can be estimated as stratified Cox models, which differ from a standard Cox
model in two key respects.14 First, the underlying baseline hazard is stratified for every transition
within the process. A separate baseline hazard, �q0ðtÞ, is estimated for each possible transition q,
where t continues to refer to the duration.15 By contrast, standard Cox models only estimate one
baseline hazard, �0(t); there are no q subscripts.

Second, multistate models include transition-specific covariates, Xq, where q, as above, indexes
every possible transition in a process. Including Xq allows each variable to have a unique effect,

11All parametric models can also handle competing risks. Semiparametric approaches are simply more common because
of their more flexible assumption regarding the baseline hazard. See Online Appendix J for a detailed discussion.

12More formally, multistate models use stages to define different risk sets, since subject i’s current stage determines which
transitions i is at risk of experiencing. This is how multistate models are comprised of multiple risk sets. For this reason,
some describe certain multistate models as a number of nested competing risks models (e.g., Beyersmann, Allignol, and
Schumacher 2011, 28–29; Geskus 2015, 216).

13Samuel Cox (OH-D/NY-D, 1857–65, 1869–91) and Lindley Beckworth (TX-D, 1939–53, 1957–67) are two such
examples.

14Classic CR models are different from standard Cox models in the same two ways, since classic CR is just a specific
example of a (simple) multistate model.

15However, these baseline hazards need not be modeled separately, should theory or statistical tests indicate that two or
more of them are equal. We discuss this further in a later section.
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depending on the transition in question. For example, x may decrease the risk of transitioning from
Stage 1 to Stage 2, but increase the risk of transitioning from Stage 2 to Stage 3. Empirically
allowing for such differences is important, because it permits researchers to test for transition-
specific covariate effects and protects against possible biased estimates from improperly pooling
transitions. By contrast, a standard Cox model can only accommodate one transition, making the
transition-specific designation irrelevant.

Thus, a multistate model’s hazard rate is (Wreede, Fiocco, and Putter 2010, 262–63):

�q tð Þ ¼ �q0ðtÞe
�0Xq : ð2Þ

Given this hazard rate, cumulative transition hazards may be estimated as

Aq tð Þ ¼

Z t

0

�qðuÞdu: ð3Þ

The cumulative transition hazards can be aggregated into an S�S matrix, A(t), where S is the
number of possible stages within the multistate model and u denotes all times at which we observe
any transition within some time interval (s,t].16 For the U.S. House legislator example, S would be
equal to 5—(1) in office, (2) primary election defeat, (3) general election defeat, (4) retirement, and
(5) assuming an alternative office.

Cumulative transition hazards are relevant because they permit us to calculate transition
probabilities. Specifically, we can estimate a transition probability matrix, P(s,t), as

Pðs; tÞ ¼
Y

u2ðs;t�

ðIþ�AðuÞÞ; ð4Þ

where (s,t] denotes the time interval. In Online Appendix A, we walk through a detailed example of
how to calculate these quantities using our U.S. House example. Each row of P will sum to one
because each subject must be in one of the S stages. The individual elements of P(s,t) represent the
probability of transitioning from each stage to every other stage within the time interval (s,t].17 For
example, element P1,2(s,t) would denote the probability of a legislator transitioning from Stage 1 (in
office) in time period s to Stage 2 (defeat in the primaries) by time period t. Importantly, these
transition probabilities will vary over time, because the hazards on which they are based vary as
well. As a result, holding all else constant, the probability of a particular transition occurring may
be substantially different at time t than it is at tþ 5.18,19

Like basic survival models and CR models, t can be defined in one of two ways in a multistate
model. In an elapsed-time formulation, t begins counting from 0 once a subject enters the data set
and never resets back to 0.20 Thus, time indicates the total amount of time that a subject has been in
the process. By contrast, in a gap-time formulation, t begins counting from 0 but resets when the
subject experiences a transition. Here, time indicates how long the subject has spent in the stage it
currently occupies. Which formulation is appropriate depends on the substantive application and
the theoretical underpinnings of the process under examination.21 The key is whether it makes more
theoretical sense to say that a subject’s risk of transitioning is dependent upon (a) how long it has

16The stages are numbered purely for organizational purposes.
17Transitions that are impossible, either realistically or theoretically, are fixed at zero.
18This implies that the process is time-inhomogeneous in nature: the transition hazards’ value (and therefore the transition
probabilities’ values) can change across t (Hougaard 2000, 143; Beyersmann, Allignol, and Schumacher 2011, 172). By
contrast, the transition hazards for a time-homogenous process are constant across time (e.g., exponential survival
model). The time-inhomogeneity property is appealing for the same reason that survival models are appealing—we
believe that time matters, in that the probability of observing our event of interest changes as time passes.

19This section’s discussion makes clear that multistate models are an example of a regime-switching model. For details,
see Online Appendix F. Multistate models and empirical models of strategic interactions also have some similarities, but
have important differences; see Online Appendix K for details.

20Elapsed time is synonymously referred to as “total time” and “clock time” by some.
21The only ramification for multistate models is computing transition probabilities. Elapsed-time formulations make the
model Markovian in nature, allowing us to estimate analytic transition probabilities. Gap-time formulations make the
model semi-Markovian, which makes analytic estimation inappropriate. We must use simulation to estimate transition
probabilities (see Online Appendix H). For more on Markovian versus semi-Markovian, see Online Appendix C.
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been at risk, in general (elapsed time), or (b) how long it has spent in its current stage (gap time).
For instance, if the process in question is a territorial dispute, an elapsed-time formulation might be
more appropriate. The total amount of time a dispute has been ongoing is likely to be more relevant
for determining the risk of subsequent transitions than how long a particular stage of the dispute
has endured. Conversely, if we were to consider judicial careers, a gap-time formulation is
potentially more appropriate. The amount of time a judge has served on an appellate court may
be more important for determining her risk of being nominated to the Supreme Court than the total
amount of time that she has served on the bench.

2 Why Are Multistate Models Useful?

Multistate models share many of the beneficial properties of Cox models and other Cox extensions
familiar to political scientists, such as CR models. However, a multistate modeling framework
extends these familiar tools and introduces three innovations to political scientists’ use of
survival models.22 These innovations collectively give multistate models their flexibility and allow
them to accommodate causally complex political processes unfolding across time. The same innov-
ations also allow researchers to avoid biased estimates from improperly assuming x’s effect is
equivalent across transitions. We consider each of these innovations—transition-specific baseline
hazards, transition-specific covariate effects, and transition probabilities—in turn.

2.1 Transition-Specific Baseline Hazards

One of the primary advantages of using multistate models is the flexibility they afford researchers to
model any number and sequence of events that are deemed to be theoretically or substantively
meaningful. In order to accommodate these varied transition event sequences, a multistate
modeling strategy allows the researcher to stratify the baseline hazard for each of the different
transitions in the model. In practice, this means researchers may allow the underlying rate at which
one type of event occurs to vary from the underlying rate at which an event of a different type
occurs. For instance, the underlying rate at which incumbents leave the House due to general
election defeats is likely different from the rate at which they leave due to retirement, which may
differ from the rate at which former incumbents regain office. This type of stratification is familiar
to researchers that employ CR models (Crowder 2012; Box-Steffensmeier and Jones 2004, chap.
10), depicted visually in Fig. 1b. There, the baseline hazard is stratified by each possible transition
to reflect the possibility that the underlying rate at which transitions occur from Stage 1 to Stage 2
may vary from the rate at which transitions occur from Stage 1 to Stage 3. Analogously, using
Fig. 1e, it may be that the rate at which subjects transition into the same stage (Stage 2) may vary,
depending on whether the subject is currently in Stage 1 or Stage 3. For instance, the underlying
rate at which peaceful protests escalate to civil war is likely to be different from the rate at which
violent protests escalate to civil war.

Stratification is also a prevalent strategy when dealing with repeated events, depicted visually in
Fig. 1c. The underlying rate at which subjects experience the first event may differ from the rate at
which subjects experience a second or third event, if, for example, experiencing a first event makes
subjects more likely to experience subsequent events (Box-Steffensmeier and Zorn 2002; Box-
Steffensmeier, Linn, and Smidt 2014). Stratification in the context of repeated events also
underscores a related issue, which is that not all subjects are necessarily at risk for all transitions
simultaneously. Rather, some transitions may only occur sequentially, such that subjects only
become at risk for a particular transition after experiencing a previous event. In the context of
repeated events of the same type, this is straightforward. A subject is only at risk of experiencing a
second event after it has experienced a first event (e.g., conditional models of repeated events; see
Prentice, Williams, and Peterson 1981). This same principle can generalize to situations in which
different events occur in a sequence. Figure 1c illustrates this more general situation, where all

22Some innovations build upon current practices that, though used often, have not been applied more generally.
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subjects begin in Stage 1 and are at risk of a transition to Stage 2. However, subjects only become at
risk of a transition to Stage 3 after they transition into Stage 2.

By employing precisely this stratification approach, multistate models are capable of modeling
complex event sequences that may combine the elements of CR and repeated events models we
discussed above. As Fig. 1d–f reflect, permitting each transition to have a different baseline hazard
allows researchers to differentiate between many different types of event sequences that may arise in
their data. The determination of the “appropriate” number of transitions and their sequence is
largely a matter of theoretical concern, depending on the particular situation to which multistate
models are being applied.

Nevertheless, we can assess whether stratification is statistically appropriate. There are two
possible reasons to stratify in a Cox model. First, stratifying is a possible solution to violating
the proportional hazards assumption (Box-Steffensmeier and Jones 2004, 132). It allows the
baseline hazard to vary for subgroups of the data, rather than assuming the baseline hazard is
the same across subgroups. Figure 2a and 2b depict two baseline hazards that are proportional over
time, whereas Fig. 2c and 2d depict scenarios in which the baseline hazards are clearly not pro-
portional. Stratification permits these baseline hazard estimates to vary. Second, stratification may
be additionally appropriate if the baseline hazards are proportional but statistically different from
one another, as in Fig. 2b. Testing whether stratification is appropriate resembles our usual tests for
violations of the proportional hazards assumption, which we demonstrate in a later section.

2.2 Transition-Specific Covariate Effects

A second, but related, advantage afforded by multistate models is the ability to estimate unique
coefficient effects across each of the specified transitions in the model, allowing a researcher to
determine whether the same covariate exerts a different effect at different stages of a larger process.
Again, this advantage is similar, in a limited sense, to a classic CR model in which the determinants
of transitioning into one stage are allowed to vary from the determinants of transitioning into
another stage. For the U.S. House example, for instance, an open gubernatorial seat increases the
probability of a House incumbent leaving to seek alternative office, but open gubernatorial seats do

Fig. 2 Baseline hazard comparisons. (a) Proportional, not statistically different, (b) proportional, statistically
different, (c) not proportional, not statistically different, (d) not proportional, statistically different.
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not affect the probability of primary election defeats, general election defeats, or retirement (Box-
Steffensmeier and Jones 2004, 170). More broadly, consider the initial transitions in Fig. 1f, in
which subjects located in Stage 1 are simultaneously at risk of two transitions: a transition into
Stage 2 and a transition into Stage 3. As in a CR model, the baseline hazard of each transition is
permitted to vary, but so too are the effects of the independent variables, such that the same
covariate may exert different effects on the timing of each transition.

However, the use of transition-specific covariates is not limited to a classic CR situation. It can be
extended to each of the specified transitions in the process. For example, it is possible to examine
whether the occurrence of intermediate transitions in a process alters the determinants of transi-
tioning into the same stage. Consider the possible transitions into Stage 2 depicted in Fig. 1f.
Classic CR would permit only one transition into Stage 2. By contrast, Fig. 1f depicts two
separate transitions into Stage 2, depending on whether a subject is directly transitioning into
Stage 2 from Stage 1 or whether the subject has experienced an intermediate transition into
Stage 3.23 In this context, multistate models can estimate a unique covariate effect for x equal to
�(1!2)x if a subject is currently in Stage 1 and �(3!2)x if a subject is instead currently located in
Stage 3, as it may be the case that by experiencing an intermediate event in the form of Stage 3 the
determinants of transitioning into Stage 2 have fundamentally changed.24 The use of transition-
specific covariates to estimate these unique covariate effects is possible across each of the five
transitions depicted in Fig. 1f, for all covariates in the model. Including transition-specific
covariates helps defend against the biased estimates that would result from inappropriately
assuming x’s effect is the same across all transitions when, in truth, it is not.

Multistate models are exceptionally flexible in the specification of unique covariate effects. As
such, the decision regarding how many unique covariate effects ought to be estimated in any given
context is largely a matter of theory. It is entirely possible to estimate a unique coefficient for each
covariate in the model across each of the transitions, provided that there is an adequate number of
observed transitions of each type (Box-Steffensmeier and Jones 2004, 162; Therneau and Grambsch
2000, 61–64).25 However, in many contexts, it may be inappropriate to estimate a unique coefficient
across each of the transitions in a model, as a covariate may exert a similar effect across one or
more transitions. If researchers suspect that x exerts the same effect on two or more transitions, a
single coefficient for x may be estimated by constraining x’s effect to be equal for those transitions.
Wald tests for coefficient estimates’ equivalence can aid in determining whether and how many
unique coefficient estimates are appropriate in a particular application (Greene 2012, 113–21). This
can be done either by conducting pairwise comparisons of coefficient estimates across transi-
tions—for example, testing whether �(1!2)x is significantly different from �(3!2)x—or by conduct-
ing joint tests of significance for whether all b(1!2) are significantly different from b(3!2) (Therneau
and Grambsch 2000, 226).

2.3 Transition Probabilities

Transition-specific baseline hazards and covariate effects allow more precise modeling of the
distinct transitions that constitute a larger process. Nevertheless, they are ill suited, on their
own, to making more systematic inferences about a political process as a whole. For example, if
we consider Stage 4 in Fig. 1f as the final outcome of interest, focusing solely on direct transitions
from Stage 3 to Stage 4 would limit our understanding of how subjects arrive in Stage 4. Multiple
transition sequences may begin with i in Stage 3 and end with i in Stage 4—what some call

23In many ways, this is similar to a probit or logit, which would allow for the estimation of transition-specific coefficients
via interactions (Brambor, Clark, and Golder 2006). However, multistate models have an advantage because they are
more flexible in terms of the number of estimated transitions, the order in which they are experienced, and the number
of subsequent events for which a subject is at risk.

24In Online Appendix E.II, we use simulations to show that our estimates of � will indeed be biased when �(1!2)x and
�(3!2)x are different, but erroneously pooled together as a single transition.

25Usually, five to ten observed transitions is sufficient for each additional transition-specific covariate, but not always. See
Online Appendix L for more details.
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“plurisectality” (Jones and Metzger forthcoming). For example, a subject could transition from
Stage 3 to Stage 2 and then to Stage 4, or it could move from Stage 3 to Stage 1 to Stage 2 and then
to Stage 4, along with a number of other possible paths given Fig. 1f’s recursive nature.
Plurisectality has particular import if, for theoretical or substantive reasons, we are interested in
how subjects move from the process’s initial stage, Stage 1, to its final stage, Stage 4. For instance,
U.S. House incumbents can leave office and be reelected in a later Congress.13 Such an individual
would be observationally equivalent in the data to someone who has served consecutive House
terms—they would both be coded as incumbents, even though the “history” of their incumbency is
different, in ways that may be of theoretical interest. Focusing on the risk of each individual
transition in isolation would provide, at best, a piecemeal understanding of how the political
process unfolds. In order to understand the process in its entirety, and make inferences about it
as a whole, it is necessary to aggregate the risk of each individual transition in the process—for
instance, both how a representative exits the U.S. House and how she returns to the Congress.

Transition probabilities address this concern by estimating the probability of a subject occupying
each stage in the model at time t, tþ 1, tþ 2, etc. (Wreede, Fiocco, and Putter 2010, 2011).
Transition probabilities help overcome concerns about plurisectality by using a product integral
to account for the probability of both direct and indirect transitions into the stage of interest. In
other words, if we are interested in the probability of a subject moving from Stage 3 to Stage 4 over
some period of time, the transition probability estimate would take into account each of the
possible paths through which a subject could arrive at Stage 4, given that it occupies Stage 3 in
the present: 3!4, 3!2!4, 3!1!2!4, 3!1!3!2!4, and so on.

As this example suggests, transition probability estimates involve three key pieces of
information:

1. The stage a subject currently occupies. A subject’s current stage may impact the probability
of arriving at a subsequent stage of interest. It may be the case that, for example, transitions
from Stage 1 to Stage 2 in Fig. 1f occur quickly, whereas transitions from Stage 3 to Stage 2
take a while. If true, the probability of a subject occupying Stage 2 would differ dramat-
ically depending on the subject’s stage in the present.

2. The time frame for which the transition probabilities are to be estimated. We referred to
these quantities as s and t in equation (4) and Online Appendix A. For instance, are the
transition probability estimates to begin at the initial time under study (s¼ 0), or only after
some time has elapsed (s> 0)?

3. A covariate profile of interest by fixing each of the model’s covariates at a particular value,
similar to estimating predicted quantities of interest from other estimators. Doing so makes
it possible to evaluate the effect of a covariate on the process as a whole, and not just on a
particular transition. Estimating transition probabilities permits us to evaluate the net effect
of a particular covariate on the process as a whole, which becomes especially important if
the covariate exerts opposite effects on different transitions (e.g., exerting a positive effect on
one transition and a negative effect on another).

As we mentioned, calculating transition probabilities is paramount when scholars are interested
in assessing a covariate’s net effect across all transitions, particularly when scholars suspect the
covariate’s effect differs across transitions. Work on democracy’s effect in interstate conflict is an
excellent example. Existing work suggests that democracy’s effect varies, depending on the outcome
of interest—for example, the likelihood of peaceful settlement attempts, militarized attempts, or
favorable militarized attempt outcomes (e.g., Reed 2000; Hensel 2001; Slantchev 2004; Hansen,
Mitchell, and Nemeth 2008). Recognizing this, Jones and Metzger (forthcoming) extend Huth and
Allee’s (2002) foundational work on territorial disputes by assessing democracy’s net effect on
territorial dispute resolution using a multistate model. They find that, under certain conditions,
democracies take longer than autocracies to resolve their disputes after a militarized settlement
attempt. This result is counter to common wisdom, which would suggest that democracy’s effect
“nets to a positive”—that is, democracies would resolve their disputes faster. The insight would go
undiscovered without modeling the various stages within a territorial dispute and calculating
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democracy’s net effect across all these transitions. Put differently, our inferences about democracy’s

net effect are inaccurate and misleading when we model only one piece of the dispute process.

3 Applications

Estimating multistate models is straightforward because they extend semiparametric Cox models.

As such, they may be readily estimated using widely used statistical software packages such as Stata

and R once the data are structured properly.26 The mstate package in R (Wreede, Fiocco, and

Putter 2010, 2011) is specifically designed to facilitate estimating and interpreting multistate models.

mstate also has a number of utilities that help with data manipulation and, most importantly,

provide the ability to directly estimate transition probabilities.27 We rely on this package in each of

the applications below. We use simulated data to demonstrate the first attractive feature of

multistate models (transition-specific baseline hazards) and reexamine Maeda’s (2010) study on

democratic reversals to showcase the models’ other two attractive features (transition-specific

covariate effects and transition probabilities) (Metzger and Jones 2016).

3.1 Simulated Data

Figure 3 displays our simulated data’s stage structure.28 There are three stages, and four transitions

among them. All our subjects begin in Stage 1, and all eventually end up in Stage 3. This stage

structure is commonly referred to as an “illness-death” model in biostatistics, with Stage 1 corres-

ponding to healthy individuals, Stage 2 to sick individuals, and Stage 3 to deceased individuals.

Judicial career paths are one possible political process with the same stage structure, with “District

Court” corresponding to Stage 1, “Appellate Court” to Stage 2, and “Supreme Court” to Stage 3.

We use an elapsed-time formulation for our durations.29

We chose a true parameter value for (1) each transition’s baseline hazard and (2) the effect of a

covariate, x, on each transition (reported in Online Appendix I’s Table 9). We then ran Monte

Carlo simulations. Specifically, we generated a data set using Table 9’s parameter values, estimated

the multistate model, and recorded our quantities of interest. We repeated this procedure 1000

times and averaged our quantities of interest across all 1000 simulations.

Fig. 3 Stage diagram—simulated.

26For data set organization details, see Cleves et al. (2010, 378–381), Jones and Metzger (forthcoming, Online Appendix
A), and Wreede, Fiocco, and Putter (2010).

27mstate is capable of simulating transition probabilities for semi-Markovian setups as well. For details, see Online
Appendix H.

28We use the msm package’s simmulti function to generate our simulated data (Jackson 2011). msm uses the user-specified
transition intensities for each transition to generate the observed data, by calculating transition probabilities as an
exponentiated function of the intensities and time (Jackson 2011, 2). Additionally, we kept our x values fixed across all
the simulated draws.

29Our model is Markovian as a result of (1) recording our durations in this way and (2) not including other covariates
regarding a subject’s transition history; for details, see Online Appendix C.
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3.1.1 Stratified baseline hazards

We begin by checking if the various baseline hazards are different from one another. We look at
two different situations for illustrative purposes, though we easily could have chosen others; theory
and substance should guide which baseline hazards to check. In the first situation, we examine
whether �120 and �130 are different from one another. It amounts to seeing if the two transitions out
of Stage 1 have equivalent baseline hazards. In the second, we examine �130 and �230 , which checks
whether the two transitions into Stage 3 have equivalent hazards. We know, in truth, that the first
situation’s baseline hazards are different, whereas the second situation’s are the same, based on the
parameter values we chose to generate the data.

The checking procedure has two parts. First: for each situation, we estimate a model in which (1)
the two transitions in question share the same stratum, meaning that they share the same baseline
hazard, but (2) we include a dichotomous variable for one of the two transitions in question
(Wreede, Fiocco, and Putter 2010, 265).30 Including the variable allows us to see whether the
transition we dichotomize has a significantly different effect on the hazard than any other transition
in its stratum by explicitly parameterizing the effect.31 Since the transitions we are collapsing share
the same stratum, this amounts to testing whether one of the collapsed transitions has a signifi-
cantly different baseline hazard than the other collapsed transition (e.g., Fig. 2a versus 2b). A
statistically significant coefficient means the two baseline hazards are, in fact, different, and we
should stratify (Fig. 2b). We report the relevant coefficient’s p-value, averaged across all the simu-
lations, in Table 1’s � row. As expected, the p-value for Stage 1’s exiting transitions is smaller than
0.05, suggesting a difference exists between �120 and �130 . This evidence alone is sufficient to justify
stratifying these two transitions. Also as expected, the p-value for Stage 3’s entering transitions is
larger than 0.05. �130 and �230 are statistically indistinguishable from one another. This is one piece
of evidence against stratifying transitions 1!3 and 2!3, but it is not sufficient.

Second, we also need to check whether the dichotomous variable’s coefficient has proportional
hazards (e.g., Fig. 2b versus 2d). This tells us whether the rate at which the collapsed transitions’
hazards change is the same. We can imagine situations in which the two hazards are statistically
indistinguishable from one another, but their rates of change are vastly different (e.g., Fig. 2c). If
this is the case, the two transitions’ hazards clearly are not equivalent, and we should stratify them.
We test for proportional hazards using Schoenfeld residuals, calculated for the dichotomous vari-
able’s coefficient (Box-Steffensmeier and Jones 2004, 131–37; Therneau and Grambsch 2000, chap.
6; Keele 2010; Licht 2011; Park and Hendry 2015). Statistical significance indicates a violation of
the proportional hazards assumption, and the need to stratify. We report the p-values in Table 1’s
“PH Test” row. Neither PH p-value is statistically significant, implying no proportional hazards
violation for either set of collapsed hazards.

Taking the two previous paragraphs together, we can conclude that the baseline hazards of 1!2
and 1!3 are different from one another (Table 1’s left half). Because the underlying rates at which
subjects exit from Stage 1 differ from one another, these exiting transitions should therefore be

Table 1 Baseline hazard comparisons—simulated data

Stage 1 Exiting transitions Stage 3 Entering transitions

Quantity p-value Quantity p-value
�(1!3?) 0.000 �(2!3?) 0.228
PH test 0.456 PH test 0.528

Notes. PH test uses Schoenfeld residuals, with t transformed by (1 – Kaplan–Meier). p-values are averaged across 1000 simulations. To
collapse the two transitions, the column’s p-values must both be greater than 0.05.

30For example, if we are checking to see if the 1!2 transition has the same baseline hazard as 1!3, we generate a
variable coded 1 if an observed transition is 1!3, and 0 otherwise. It does not matter which transition is dichotomized.

31This model should still include all transition-specific covariate effects. Otherwise, the PH test may come back statistically
significant due to model misspecification, instead of a true PH violation (Keele 2010).
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stratified. Additionally, we can conclude that the baseline hazards between 1!3 and 2!3 are
statistically indistinguishable from and proportional to each other (Table 1’s right half). The
underlying rates at which subjects enter Stage 3 are not different. As a result, we could estimate
a single baseline hazard for this pair of transitions.32

3.2 Maeda: Modes of Democratic Reversal

We use Maeda (2010)’s study on democratic reversals as our second application. Maeda’s central
theoretical contribution is that democratic regimes may end in multiple ways. A democratic regime
could be exogenously terminated, from outside the government itself (e.g., military coups). It could
also be endogenously terminated, from inside the government (e.g., self-coups). Maeda shows that
his covariates of interest have different effects depending on the type of democratic reversal. Maeda
uses a CR setup to assess his hypotheses empirically, with coups and self-coups as the competing
failure events.

Maeda is specifically interested in democratic reversals alone. However, if we are ultimately
interested in what factors contribute to or hinder the presence of democratic regimes in countries,
it also makes sense to look at the entire democracy reversal-restoration process, instead of one piece
of it. For instance, the role of current political institutions and the society in which they are
embedded appear in narratives describing both democratic reversals and democratic restorations
(e.g., Linz and Stepan 1978, 1996; O’Donnell and Schmitter 1986). Therefore, it may be reasonable
to expect that the type of the democratic reversal may condition the political and economic factors
associated with restoration. As a consequence, we reexamine Maeda’s study, but in addition to
democratic reversal we simultaneously consider “democratic restorations” (see Fig. 4).33 We ask: If
a democracy becomes a nondemocracy, does it revert back? If so, how long before it does?34 We use
a gap-time formulation for our durations.35 Maeda uses the same formulation. We think gap time
makes theoretical sense, because the duration a country spends in each stage is likely to be pertin-
ent. The time that elapses since a coup is likely to have a strong bearing on the probability of a

Fig. 4 Stage diagram—Maeda.

32At this juncture, though, we would hesitate in entirely collapsing the specific transitions into Stage 3—that is, same
baseline hazards and the same covariate effects. x’s effect could still differ across transitions.

33To obtain as many observed transitions as possible, we use replication data from Svolik (2015), which contains infor-
mation on democratic reversals and reversal type worldwide from 1789 to 2007. Maeda’s replication data set is also
worldwide, but only from 1950 to 2004. We include four covariates in our model: economic development (measured as
GDPPC), economic growth (measured as GDP growth), a dummy variable for whether the democracy is a presidential
system, and a dummy for “whether a military dictatorship preceded the current democratic spell” (Svolik 2015, 724–25).
Maeda’s full models use more covariates, but we chose a more parsimonious approach in order to place the focus first
and foremost on our estimating procedure.

34Online Appendix D’s Table 5 contains information about all 123 transitions in the expanded data set, based on what
stage the state is transitioning from (the current stage) and what stage it is transitioning to (the next stage).

35This makes our multistate model semi-Markov; see Online Appendix C for further discussion.
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democratic restoration, for example. Table 2’s top half contains the results of our multistate model
when we allow covariate effects to vary by transition.36

3.2.1 Transition-specific covariate effects

Whether we need to allow covariate effects to vary by transition is the matter we turn to first. We
take the model we report in Table 2a and compare it to a second model in which we force every
covariate to have the same effect across every transition. Our aim is to see whether any transition-
specific covariate effects are necessary. We use a likelihood-ratio test to assess this proposition
(Aalen, Borgan, and Gjessing 2008, 135–36). The second model is a restricted version of Table 2a’s
model, since we are constraining the parameter estimates to be equal across transitions. The null
hypothesis is that Table 2a’s coefficients and the second model’s coefficients are equal. A significant
likelihood-ratio test means that the coefficients are not equal, implying that our unconstrained
model from Table 2a is the better bet. Our test comes back with a p-value smaller than 0.05
(p¼ 0.000, �2¼ 40.84 with 12 d.f.). Therefore, our use of transition-specific covariates appears to
be justified, more broadly.

We can also assess whether a covariate exerts the same effect on specific subsets of transitions.
We examine transition pairs to illustrate the procedure, similar to our test for baseline hazard
equivalence. As before, there are several different scenarios we could check, and theory should
guide our choices. Here, Maeda has theoretical predictions about economic development and

Table 2 Multistate model of democratic reversals-restorations

(a) Unique covariate effects

D!Ex D!En Ex!D En!D

Economic development �0.678** �0.283 0.524* 1.023*

(0.175) (0.250) (0.245) (0.509)

Economic growth 0.101 0.002 �0.294 0.217
(0.095) (0.107) (0.238) (0.542)

Presidential system 0.020 0.713 �0.244 0.927
(0.301) (0.439) (0.430) (0.599)

Military—previous ND type 1.345** �0.393 0.115 1.971
(0.328) (0.482) (0.401) (1.095)

Log-likelihood (partial) �450.242

(b) Collapsed covariate effects

D!Ex D!En Ex!D En!D

Economic development �0.559** �0.559** 0.460* 0.460*

(0.141) (0.141) (0.204) (0.204)
Economic growth 0.033 0.033 0.033 0.033

(0.065) (0.065) (0.065) (0.065)

Presidential system 0.188 0.188 0.188 0.188
(0.200) (0.200) (0.200) (0.200)

Military—previous ND type 1.262** �0.222 0.158 0.158

(0.317) (0.465) (0.358) (0.358)
Log-likelihood (partial) �456.631

Notes D, democracy; Ex, exogenous; En, endogenous; ND, nondemocracy. Shaded cells in the same row are constrained to be equal during
estimation. *p� 0.05, **p� 0.01, two-tailed tests.

36We test for equivalent baseline hazards for the two transitions out of Democracy, and also for the two transitions back
into Democracy. Our tests suggest the transitions should remain separate.
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presidential systems—specifically, that these variables’ effects will differ across the two out-
ward transitions from Democracy. We can assess whether the two individual coefficients are sig-
nificantly different from one another using a Wald test. The Wald test’s null hypothesis is that
the coefficients are equal (�(D!Ex)DEV¼ �(D!En)DEV). Surprisingly, this Wald test is statistically in-
significant (p¼ 0.185, �2¼ 1.76 with 1 d.f.). Counter to Maeda’s argument, economic develop-
ment’s effect does not significantly differ. We could estimate a single effect �DEV for the D!Ex
and D!En transitions. A similar truth exists for presidential systems. Assessing whether
�(D!Ex)PRES¼ �(D!En)PRES returns a p-value of 0.189 (�2¼ 1.73 with 1 d.f.). The effect of presidential
systems on coups is no different than its effect on self-coups. We could also collapse these two
effects into one.37

In this specific instance, the wide-ranging likelihood-ratio test evidence, when coupled with the
evidence from the individual Wald tests, suggests checking a middle ground to finalize the model’s
specification—permitting some transition-specific covariates, but collapsing others. Collapsing
could mean, for a specific covariate, estimating only one effect for every transition (e.g., 1 �,
four transitions) or estimating more than one effect but still fewer than the number of transitions
(e.g., 2 �s, four transitions). On top of this, each covariate may exhibit different “collapsing”
patterns. We encourage scholars to methodically test the various permutations in their model.
We can again use likelihood-ratio tests to adjudicate between all these various possibilities.38 We
perform all the permutations to arrive at our final specification, which we report in Table 2’s
bottom half.

We discuss only two scenarios here, for illustrative purposes. First, we check if we can estimate a
single effect for economic development for all the model’s transitions, while permitting all other
variables to have transition-specific effects. We compare this restricted model to Table 2a’s uncon-
strained model. The likelihood-ratio test comes back statistically significant (p¼ 0.000, �2¼ 23.75
with 3 d.f.). It is better to estimate four transition-specific effects for economic development, not
one overall effect. Second, we check the same situation for presidential systems. The likelihood-
ratio test is statistically insignificant (p¼ 0.178, �2¼ 4.91 with 3 d.f.). We could estimate only one
effect for presidential systems across all four transitions in our model.

In sum, multistate models allow us to easily include transition-specific covariate effects and use
likelihood-ratio and Wald tests to assess whether a covariate’s effect differs across transitions. We
point out the difficulty of performing these specification tests using classic CR setups, because each
transition is estimated as a separate model. By contrast, multistate models estimate all the transi-
tions as part of one model. We demonstrated this ability by checking the coefficients associated with
economic development and presidential systems. Maeda argues that each covariate should exhibit a
different effect on transitioning to nondemocracy via coup versus via self-coup. We find no evidence
to support this claim. �(D!Ex)DEV and �(D!En)DEV are statistically indistinguishable from one
another, as are �(D!Ex)PRES and �(D!En)PRES.

3.2.2 Transition probabilities

An exclusive focus on the risk of each individual transition, in isolation, is quite restrictive for two
reasons. First, it is poorly suited to assessing the larger democratic process, which contains recur-
sive transitions—that is, both the risk of democratic reversal and the risk of democratic restoration
following a reversal. Substantively, we may be interested in the probability that a country is a
democracy in five years, but this simple query belies the fact that a country could be a democracy in
five years either because it remained a democracy or because it experienced a democratic reversal

37We performed the same Wald tests on Maeda’s original replication data set using his full model specification. We find
similar results for a continuous-time formulation, which is the comparable scenario with our multistate model.
Economic development’s effect is not statistically different between the two transitions, and neither is presidential
system’s effect. For a discrete-time formulation, economic development remains statistically insignificant, but presiden-
tial system’s effect becomes statistically different across the two transitions.

38Provided that the two alternative models are nested, as always. As a culminating evaluation criterion, scholars can use
non-nested goodness-of-fit metrics like AIC and BIC to arrive at a final specification.
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and subsequently recovered within that five year period. Second, focusing on one transition does

not permit us to examine a covariate’s net effect. If a particular covariate has a positive effect on

some transitions and a negative effect on others, we may want to assess that covariate’s effect on the

overall trajectory of a subject through the process. Transition probabilities are well suited to

address both these concerns.
We estimate a set of simulated transition probabilities using Table 2b’s model.39 We begin by

setting the observation time to zero and placing the country in the Democracy stage. Figure 5

contains three plots, each showing the probability that the country will occupy a different stage of

the process over time. In essence, this set of transition probabilities captures: given that country i is

a new democracy (s¼ 0), what is the probability it will remain a democracy (Democracy, left),

experience a coup and become nondemocratic (Exogenous, middle), or decide on its own to cease

being a democracy (Endogenous, right)? We compute these probabilities for the 25th (less de-

veloped) and 75th (more developed) percentiles of economic development and hold all other vari-

ables at their median values.
Figure 5’s probability estimates take into account all of the possible paths through which a

country could begin in Democracy at s¼ 0 and arrive elsewhere by t. For example, the probability

that a country is democratic at t¼ 10 reflects the probability that the country remained democratic

over all ten years, but also the probability that it experienced a coup at time 2 and subsequently

redemocratized by time 10, and the probability that it experienced a self-coup at time 4 and sub-

sequently redemocratized by time 10, and so on. Therefore, by estimating transition probabilities,

we obtain economic development’s net effect on the larger democratic process, because we are

simultaneously taking into account that economic development makes democratic reversals less

likely and also makes recoveries more likely (Table 2(b)). Figure 5’s estimates clearly bear this out.

They show that democratic countries tend to remain democratic over time, but wealthier

democracies are even more likely to do so than poorer democracies (left panel). For instance,

after approximately 10 years, wealthier democracies have a 91% probability of being democratic,

compared with only a 79% chance for poorer democracies.40

To demonstrate the broader implications of studying the process as a whole, we compare Fig. 5’s

reported transition probabilities from our democratic reversal-restoration multistate model (Fig. 6’s

dashed line) with comparable transition probabilities from a classic CR model of only democratic

reversals (Fig. 6’s solid line).41 The classic CR model only contains the two exiting transitions from

Democracy, mirroring Maeda (2010). The CR model’s data set contains seventy-three total tran-

sitions, evident from Online Appendix D’s Table 5. Notably, the CR data set still contains

Fig. 5 Transition probabilities from democracy.

Notes. Lines represent a country’s probability of occupying the corresponding stage by t. All estimates begin
with the current stage as Democracy and s¼ 0. Quantities computed using simulation. Thin lines¼ 95%
confidence intervals.

39For why we must simulate, see fns. 21, 27, and 35.
40For more on substantively interpreting transition probabilities, see Online Appendix G.
41We set economic development to its 75th percentile value and all other covariates to their median values.
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observations for any country that was a democracy, experienced a reversal, and then became
democratic once more. The CR model simply does not model the restoration—a crucial distinction
with serious ramifications.

On the whole, the models’ transition probabilities are not the same. Across all three of Fig. 6’s
panels, the two transition probabilities are comparable for the first ten years, but then begin to
diverge. The divergences make sense, and dramatically underscore many of the points we have
made. Consider the probability that a country remains democratic (left panel). In our multistate
model, countries can both leave and return to democracy. Accordingly, we see our model’s tran-
sition probability both increase and decrease across time. By contrast, in the CR model, countries
can only leave democracy. The CR model’s transition probability reflects this fact by systematically
decreasing across time. The substantive implication is that we would underestimate the probability
of a country being democratic in the long term if we used a CR model, because the model itself does
not acknowledge the possibility of democratic restorations. Importantly, this implication highlights
that such underestimation will occur even if our argument is only concerned with democratic
reversals.

A similar truth holds for the second and third panels. Even if we do not believe that nondem-
ocracy (via coup or self-coup) is substantively a stage countries cannot leave, we are effectively
modeling it as such empirically with a CR model. As a result, the CR model overestimates the
probability of a country being nondemocratic because the model does not permit countries to
become anything but in the long run.

To close, we acknowledge these dramatic differences between CR models’ and multistate models’
transition probabilities will not always exist. Specifically, the two models will always perform
identically when the all stages except the first are truly absorbing. However, Fig. 6 makes strikingly
evident that differences can exist, and it is this very possibility that should give scholars serious
pause and encourage them to add multistate models to their methodological toolkit. Our discussion
of Fig. 5 demonstrates a small sampling of the inferences we can make using transition
probabilities.

4 Conclusion

How can we model processes characterized by causal complexity that occur across time? We suggest
multistate survival models are one answer. Estimated as a stratified Cox model, a multistate model
permits researchers to examine all of the transitions in a process. Multistate models are incredibly
flexible and are able to capture many different transition structures. They can easily accommodate
processes with competing, repeated, recursive, and sequential transitions. The end result is a more
holistic take on the process of interest. Simpler survival models, like standard Cox models and

Fig. 6 Transition probabilities: CR versus Mstate.
Notes. Lines represent the probability of a country occupying the corresponding stage by t. All estimates
begin with the current stage as Democracy, and s¼ 0. Quantities computed using simulation. Thin

lines¼ 95% confidence intervals.
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competing risks, are less holistic because they are more restrictive. Standard Cox models only
examine a single transition, and CR models only examine a single stage (and every transition
out of that stage).

We highlighted three features that make multistate models particularly attractive: transition-
specific baseline hazards, transition-specific covariate effects, and transition probabilities. The first
two make accurate estimation of the last possible. The last epitomizes multistate models’ holistic
perspective. The models can estimate the probability of a subject occupying a particular stage at t
by accumulating the probabilities associated with every possible transition sequence—both direct
and indirect—ending in that stage. Importantly, transition probabilities permit researchers to
estimate a covariate’s net effect on the entire process, which may differ from its direct effect on a
single transition.

We used two different applications to showcase these features. First, we used simulated data to
demonstrate the well-established statistical tests for assessing baseline hazard equivalence. Second,
we extended Maeda’s (2010) study of democratic reversals by adding democratic restorations. We
used the example to demonstrate how to check for different covariate effects and the versatility of
transition probabilities. The transition probabilities suggest that wealth, in the form of economic
development, is important. Wealthy democracies are more likely to stay democracies than poorer
democracies. We also showed how a classic CR model of only democratic reversals would under-
estimate a country’s long-term probability of being democratic and overestimate its long-term
probability of being nondemocratic.

Multistate models’ potential for political science research is clear. The models extend methodo-
logical tools scholars already use widely, and, in so doing, give us new leverage over substantively
important questions about political processes. The leverage comes in the form of myriad possible
inferences: the models permit researchers to make inferences about how subjects move through the
process while also enabling researchers to make inferences about the nature of the process’s causal
complexity—Do covariate effects differ across transitions? Should certain stages be modeled sep-
arately, or can they be collapsed? What is a covariate’s net effect across all the transitions in a
process? Such inferences afford researchers new ways to assess the implications of their arguments.
Further, modeling the complexity across time provides us with more accurate estimates and, thus,
more accurate hypothesis tests. With the ubiquity of both time and causal complexity in political
processes, multistate models are therefore a powerful tool for expanding our current understanding
and breaking new ground.

Conflict of interest statement. None declared.
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