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A study of incompressible two-dimensional (2D) Richtmyer–Meshkov instability
(RMI) by means of high-order perturbation theory and numerical simulations is
reported. Nonlinear corrections to Richtmyer’s impulsive formula for the RMI bubble
and spike growth rates have been calculated for arbitrary Atwood number and an
explicit formula has been obtained for it in the Boussinesq limit. Conditions for
early-time acceleration and deceleration of the bubble and the spike have been
elucidated. Theoretical time histories of the interface curvature at the bubble and
spike tip and the profiles of vertical and horizontal velocities have been calculated
and favourably compared to simulation results. In our simulations we have solved 2D
unsteady Navier–Stokes equations for immiscible incompressible fluids using the finite
volume fractional step flow solver NGA developed by Desjardins et al. (J. Comput.
Phys., vol. 227, 2008, pp. 7125–7159) coupled to the level set based interface solver
LIT (Herrmann, J. Comput. Phys., vol. 227, 2008, pp. 2674–2706). We study the
impact of small amounts of viscosity on the flow dynamics and compare simulation
results to theory to discuss the influence of the theory’s ideal inviscid flow assumption.
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1. Introduction
The Richtmyer–Meshkov instability (RMI) develops when a shock wave interacts

with an interface between two fluids with different values of the acoustic impedance
(Richtmyer 1960; Meshkov 1969), or, in the incompressible case, when a fluid
interface undergoes impulsive acceleration (Jacobs & Sheeley 1996; Velikovich &
Dimonte 1996; Niederhaus & Jacobs 2003; Zabusky et al. 2003; Likhachev & Jacobs
2005; Mueschke et al. 2005; Chapman & Jacobs 2006; Cotrell & Cook 2007; Abarzhi
2008; Olson & Jacobs 2009). Extensive interfacial mixing of the fluids ensues with
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time. The interfacial mixing plays an important role in a variety of phenomena in
nature and technology including the formation of a hot spot in inertial confinement
fusion, supernova core collapse and material transformation under impact (Bodner
et al. 1998; Brouillette 2002; Meshkov 2006; Remington, Drake & Ryutov 2006;
Drake 2009; Abarzhi 2010; Aglitskiy et al. 2010; Nishihara et al. 2010). Interfacial
mixing strongly influences the transport of mass, momentum and energy in the
fluid flow and the interplay of its scalar and vector fields, see Kadau et al. (2010),
Stanic et al. (2012), Abarzhi, Gauthier & Sreenivasan (2013), Anisimov et al. (2013),
Meshkov (2013) and Stanic et al. (2013).

For RMI in compressible fluids, refraction of an incident shock wave at the
perturbed fluid interface results in deposition of vorticity at the shocked interface.
This localized vorticity is the main driver of the interfacial Richtmyer–Meshkov
(RM) perturbation growth. In the incompressible case, a similar growth is triggered
by the instantaneous velocity perturbation imposed on the fluids (or a single fluid
with a rippled surface) by an ‘impulsive acceleration’. The latter case has much in
common with the classical Rayleigh–Taylor instability (RTI) for a particular case of
a short acceleration pulse g = Uδ(t), where U is the velocity instantly acquired by
the interface and the fluid(s) bounded by it, and δ(t) is the delta function. It can also
be regarded as a limiting case of compressible RMI driven by a very weak incident
shock wave refracting at a slightly perturbed interface.

Having started with the seminal work of Richtmyer (1960), extensive theoretical
studies significantly advanced our understanding of RMI dynamics. For the linear,
small-amplitude regime of compressible RMI, comprehensive theory makes it
possible to calculate exactly (i.e. with any desired precision) all relevant perturbation
amplitudes. These include the interfacial ripple amplitude, the ripple velocity, the
late-time asymptotic value of the latter (that is, the linear RM growth rate), the
perturbation evolution in the outgoing shock and/or rarefaction waves and the
time-dependent perturbed fields of all the fluid variables between the interface
and the outgoing wavefronts; see Kivity & Hanin (1981), Fraley (1986), Grove
et al. (1993), Yang, Zhang & Sharp (1994), Velikovich (1996), Velikovich & Phillips
(1996), Wouchuk (2001a,b), Wouchuk & Carretero (2004), Griffond (2006), Nishihara
et al. (2010) and references therein.

A theory of nonlinear RMI has only been developed for the incompressible
case. This is due to the huge complexity of specifically compressible nonlinear
phenomena, such as secondary shock waves, see Holmes et al. (1999). Fortunately,
the incompressible approximation works reasonably well for RMI (see Zhang & Sohn
(1997a), Kotelnikov, Ray & Zabusky (2000), Carlès & Popinet (2001), Zabusky et al.
(2003), Herrmann, Moin & Abarzhi (2008), Abarzhi (2008), Dimonte & Ramaprabhu
(2010), Stanic et al. (2012) and references therein). Indeed, after some relatively
short transient period, the acoustic interaction of the interface with the outgoing waves
becomes small, and interfacial growth is dominated by the divergence-free perturbation
modes (Wouchuk 2001a,b) and is relatively well captured by the incompressible
potential-flow model. This model is directly applicable to experiments with liquids
or jellies (Niederhaus & Jacobs 2003; Meshkov 2006), particularly when the RMI is
triggered by a prescribed acceleration history (linear electric motor in Dimonte et al.
(1996), Dimonte (1999); magnetorheological fluids in White et al. (2010)) and to
the RMI developing at the rippled rear surface of a condensed material, which melts
after the passage of a strong shock wave; see (Bakhrakh et al. 2006; Aprelkov et al.
2010; Dimonte et al. 2011; Aglitskiy et al. 2012; Buttler et al. 2012).

The incompressible perturbation equations are not exactly integrable. Various
approaches have been developed to construct their approximate solutions. Since
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potential flow permits fluid equations to be formulated in terms of boundary
motion, nonlinear RMI evolution is described by a solution of a non-stationary
one-dimensional problem, which can be addressed using the mathematical formalism
of conformal mapping (Menikoff & Zemach 1983), vortex methods (Neuvazhaev
& Parshukov 1992), Birkhoff–Rott (Matsuoka & Nishihara 2006) or other integro-
differential equations (Volkov, Maı̌er & Yalovets 2001, 2003), or Lagrangian Fourier
expansions (Hazak 1996). In any of these cases, a numerical scheme must be
developed to obtain a solution. An alternative approach is to construct a solution
of the nonlinear equations as a formal perturbation series. This approach to the
dynamics of fluid interfaces was pioneered by Stokes (1849) and followed by many
researchers who studied gravity waves; see Schwartz (1974), Cokelet (1977), Holyer
(1979), and references therein. Later it was applied to the physics of interfacial
instabilities (Rosenhead 1931; Ingraham 1954; Emmons, Chang & Watson 1960;
Jacobs & Catton 1988; Zufiria 1988; Haan 1991; Mikaelian 1994; Hazak 1996;
Velikovich & Dimonte 1996; Zhang & Sohn 1996, 1997a,b; Berning & Rubenchik
1998; Holmes et al. 1999; Vandenboomgaerde, Gauthier & Mügler 2002; Zabusky
et al. 2003; Matsuoka 2010). One can obtain exact expressions for the first several
nonlinear terms with essentially algebraic manipulations, both for RMI and RTI, the
procedure and the results being much simpler in the former case.

As is often the case with perturbation analysis applied to a nonlinear problem, the
challenge is to obtain a sufficiently accurate approximate solution of the problem
with a finite, exact but inevitably incomplete set of perturbation terms. There is no
consensus in the literature on the validity and physical significance of perturbation
theory applied to RMI and RTI. On the one hand, early in its development, some
authors expressed an over-pessimistic view that the perturbation series might be
always divergent and thereby have little physical meaning (Ingraham 1954). On the
other hand, the popular Layzer model proposed at approximately the same time
(Layzer 1955) is based on the over-optimistic assumption that the first order terms
of the series encode enough information to describe the instability development
from the early, weakly nonlinear stage up to late times. Explicit formulas based
on Layzer (1955) or Zufiria’s (1988) models for RMI and RTI have been reported
in many publications (Hecht, Alon & Shvarts 1994; Mikaelian 1998; Zhang 1998;
Goncharov 2002; Mikaelian 2003; Sohn 2004; Mikaelian 2008; Sohn 2009). These
formulas were also applied in other phenomenological heuristic expressions, including
those obtained from drag buoyancy-models (Alon et al. 1995; Sadot et al. 1998;
Oron et al. 2001). Such formulas in many cases provide a reasonable description
of weakly-to-moderately nonlinear RMI and RTI. However, they are obviously not
suitable for code verification because their accuracy cannot be evaluated a priori.

As noted by Zhang & Sohn (1999), ‘At this order [4th], the expansion is rather
complicated and inclusion of higher order terms is avoided’. To obtain meaningful
results with perturbation theory, one has to overcome this difficulty by calculating
a large number of high-order terms, which is possible. The researchers who studied
gravity waves extended the Stokes perturbation expansion (Stokes 1849) to orders over
100 (Schwartz 1974; Cokelet 1977). Such calculations are significantly simplified by
means of symbolic computation. High-order perturbation series in the RMI problem
have been demonstrated to converge for small values of the perturbation parameters,
thereby generating analytic functions. In most cases such functions can be analytically
continued beyond their circles of convergence, which is conveniently done with
the aid of Padé approximation, e.g. see Bender & Orszag (1978) and Baker &
Grave-Morris (1981). This approach has also been pioneered in the theory of gravity
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waves (Schwartz 1974). In the nonlinear theory of RMI high-order perturbation series
analysis was first used by Velikovich & Dimonte (1996), Holmes et al. (1999), and
then by Vandenboomgaerde et al. (2002) and Zabusky et al. (2003). The highest
perturbation orders used in this problem so far were 20 for A = 1 (Velikovich &
Dimonte 1996), 10 for general theory with arbitrary A (Zabusky et al. 2003) and
11 for simplified theory with arbitrary A (Vandenboomgaerde et al. 2002). Our
expansions used in this article are based on general perturbation theory for arbitrary
A developed to order 22.

The resulting set of perturbation terms is extensive enough to test the convergence
of successive diagonal Padé approximants. This makes it possible to provide
theoretical estimates accurate to within 1 % for both bubbles and spikes up to
finite dimensional amplitudes kη∼ 1–2, which is in the moderately nonlinear regime.
The range of convergence of analytically continued perturbation functions is always
limited, sometimes by the highest perturbation order available for approximation, but
emergence of a singularity is also possible, cf. Pelz & Gulak (1997). There is no way
to draw a definitive conclusion on the late-time behaviour of RMI based on three or
any other finite number of perturbation terms. To describe the late-time asymptotics, a
different theoretical approach is needed (Abarzhi 2002; Abarzhi, Nishihara & Glimm
2003; Abarzhi 2008).

In this work we study weakly and moderately nonlinear two-dimensional (2D)
incompressible RMI evolution by comparing numerical simulations with analysis
based on perturbation theory. To eliminate the uncertainty involved in approximating
RMI development after shock-interface interaction in a compressible fluid by the
incompressible theoretical model, in our simulations we solve the Navier–Stokes
equation for 2D two-phase incompressible flow and employ a refined level set method
to model the motion of the immiscible interface. Regularization of the ideal-fluid
simulation with viscosity is necessary to avoid generation of flow structures in the
simulation that are numerical artifacts. Appropriately decreasing viscosity in the
simulations to approach the ideal inviscid conditions of the theory, we demonstrate
good convergence of numerical results to the theoretical predictions. Including
viscosity in the numerical simulations, we furthermore study its effect on RMI
evolution, to answer the question of how limiting the assumption of inviscid flow is
to the application of the theory to cases with realistic, non-zero viscosity fluids.

We find a number of new features of a weakly and moderately nonlinear RMI
that are not captured by simplified and ad hoc phenomenological models. These
include the effect of the initial amplitude and the density ratio on the bubble and
spike dynamics, such as the presence or absence of early-time acceleration of the
spike and the bubble, and the quantitative velocity flow field. Our results suggest
that reliable numerical modelling of RMI development requires careful control of the
regularization, grid refinement, and capturing of the interface.

This paper is organized as follows. In § 2 we summarize the results of the theory.
Section 3 describes the numerical method and the computational set-up. Section 4
presents the simulation results compared to theoretical predictions. In § 5 we conclude
with a discussion.

2. Theory
2.1. Governing equations

Below we briefly describe the nonlinear high-order perturbation theory of the 2D RMI
as first derived by Velikovich & Dimonte (1996) for Atwood number A = 1. Some
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results of its generalization for arbitrary A have already been published by Holmes
et al. (1999).

Incompressible 2D RMI or RTI flows (Rosenhead 1931; Ingraham 1954) are
described by Bernoulli’s equation

(ρ2 − ρ1)ηg(t)− ρ1

[
∂Φ1

∂t
+ 1

2
(∇Φ1)

2

]
+ ρ2

[
∂Φ2

∂t
+ 1

2
(∇Φ2)

2

]
= 0 (2.1)

and by the kinematic conditions

∂η

∂t
= ∂Φ1

∂y
− ∂η
∂x
∂Φ1

∂x
= ∂Φ2

∂y
− ∂η
∂x
∂Φ2

∂x
, (2.2)

which should be satisfied at the perturbed interface y=η(x, t). Here ρ1, Φ1 and ρ2, Φ2
are densities and velocity potentials of the lower [y< η(x, t)] and upper [y> η(x, t)]
fluid layers, respectively; g(t) is the gravity acceleration in the negative y direction.
The Atwood number is defined as A = (ρ2 − ρ1)/(ρ2 + ρ1). We are interested in the
perturbations localized near the interface, so that the velocity potentials Φ1,2(x, y, t)
vanish in the limits y→∓∞, respectively.

The RMI case is specified by the choice of impulsive gravity acceleration:

g(t)=Uδ(t). (2.3)

Initially, both fluids are at rest. We specify a single-mode 2D initial perturbation by

η(x, t< 0)= η0 cos(kx). (2.4)

We choose the units of length and time as k−1 and (kAU)−1, respectively (note that
such choice of the time unit implies that the normalized time grows in the negative
direction if A < 0). We normalize the interface displacement by η0, introducing
dimensionless displacement amplitude

ξ(x, t)= η(x, t)
η0

, (2.5)

and the velocity potentials by η0AU:

φ1,2(x, y, t)= Φ1,2(x, y, t)
η0AU

. (2.6)

The perturbation parameter is defined as

ε= kη0. (2.7)

Then Bernoulli’s equation (2.1) is transformed to

2ξδ(t)+ (A− 1)
[
∂φ1

∂t
+ ε

2
(∇φ1)

2

]
+ (A+ 1)

[
∂φ2

∂t
+ ε

2
(∇φ2)

2

]
= 0. (2.8)

One of the kinematic conditions (2.2) is used directly as

∂ξ

∂t
= ∂φ2

∂y
− ε ∂ξ

∂x
∂φ2

∂x
, (2.9)
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whereas the other is accounted for in the form of the following compatibility
condition:

∂φ1

∂y
− ∂φ2

∂y
= ε

(
∂φ1

∂x
− ∂φ2

∂x

)
∂ξ

∂x
. (2.10)

Equations (2.8)–(2.10) should be satisfied at the interface y = εξ(x, t). The
dimensionless velocity potentials φ1,2(x, y, t) are harmonic functions which satisfy
the boundary conditions

φ1,2(x, y, t)→ 0 at y→∓∞. (2.11)

At t < 0 both fluids are at rest, hence the velocity potentials are coordinate-
independent, or, equivalently, identically zero. At t> 0, the acceleration term in (2.8)
is zero. To relate the magnitude of the impulsive acceleration to subsequent fluid
motion, we integrate (2.8) from t = 0− to t = 0+ (subsequently, t = 0 always means
t= 0+) and obtain the initial conditions:

ξ(x, 0)= cos(x), (2.12)
2 cos(x)+ (A− 1)φ1(x, ε cos(x), 0)+ (A+ 1)φ2(x, ε cos(x), 0)= 0. (2.13)

The above equations describing a potential flow of two ideal incompressible fluids
separated by an immiscible interface constitute the basis of all theoretical approaches
used to analyse experimental data and numerical simulation results for RMI. Their
accurate numerical solution can be obtained by a number of formally different
mathematical techniques which, if applied correctly, should generate physically
equivalent results (Menikoff & Zemach 1983; Neuvazhaev & Parshukov 1992;
Hazak 1996; Volkov et al. 2001, 2003; Matsuoka & Nishihara 2006). Analytical
approximations to their solutions are sought with the aid of Layzer (Mikaelian 1998;
Zhang 1998; Goncharov 2002; Mikaelian 2003; Sohn 2003; Mikaelian 2008), Zufiria
(Sohn 2004, 2008), the steady-state vortex (Jacobs et al. 1995; Jacobs & Sheeley
1996; Likhachev & Jacobs 2005) and drag-buoyancy (Alon et al. 1994; Hecht et al.
1994; Alon et al. 1995; Sadot et al. 1998; Oron et al. 2001) models. Some authors
use initial conditions different from (2.12) and (2.13) (which are appropriate for a
delta-shaped acceleration pulse (2.3)), seeking to better approximate the aftermath of
the shock refraction at a rippled material interface (Zhang & Sohn 1996, 1997a,b,
1999; Rikanati et al. 2003; Zabusky et al. 2003). Their results are thereby different
from ours. In the present work we emphasize the (almost) exact solution of the
problem formulated above. All the perturbation terms are calculated exactly. As
demonstrated below, the results of this theory could be meaningfully compared
to experimental data, numerical results or predictions of other nonlinear theories,
either when the perturbation series converge, or when the functions generated by the
diverging series can be analytically continued with sufficient accuracy.

2.2. Perturbation expansion
We seek a solution of (2.8)–(2.10) with the boundary conditions (2.11) and the initial
conditions (2.12), (2.13) expressed as formal power series in ε:

ξ(x, t)=
∞∑

m=0

εmξm(x, t); φ1,2(x, y, t)=
∞∑

m=0

εmφ
(m)
1,2 (x, y, t). (2.14a,b)
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FIGURE 1. Transition from the evolution of the small-amplitude compressible RM growth
rate to the limit of impulsive acceleration. Normalized growth rate vs. normalized time
calculated for Atwood number A= 0.55: (a) γ1= γ2= 5/3, varied Mach number M of the
incident shock wave; (b) Mach number M = 1.5, varied γ1 = γ2 = γ . The horizontal line
V/(εAU)= 1 corresponds to the Richtmyer impulsive model.

We address the issues of convergence and analytic continuation of formal
expansions (2.14) after the coefficients of the expansion are calculated; see below.
The solution proceeds as described in Ingraham (1954) and Velikovich & Dimonte
(1996). It represents a straightforward generalization of the solution presented by
Velikovich & Dimonte (1996) for arbitrary Atwood number A.

The results of the calculation for the displacement amplitude are, to first order:

ξ0(x, t)= (t+ 1) cos(x). (2.15)

This result reproduces the well-known linear Richtmyer formula for impulsive
acceleration (Richtmyer 1960), as it should. Indeed, since in the linear approximation
the incompressible regime can be regarded as the weak-shock limit of the more
general compressible case, in this limit, as demonstrated by Fraley (1986) and
Wouchuk (2001a,b), Richtmyer’s formula is accurate and coincides with all other
prescriptions (Meyer & Blewett 1972; Vandenboomgaerde, Mügler & Gauthier 1998).
Figure 1 illustrates this limiting transition from the fully compressible small-amplitude
theory of RMI perturbation evolution to the incompressible growth described by
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Richtmyer’s formula for weak shock waves (a) and weak shock compressibility
(b). Here we plot the time-dependent linear RMI growth rate V (Velikovich 1996)
normalized with respect to εAU, which is the dimensional Richtmyer’s formula
prediction, vs. appropriately normalized time. In figure 1(a) we show how the growth
rate evolution changes as the incident shock Mach number M is reduced from 1.1
to 1.01, to 1.001, while the Atwood number A = 0.55 and γ1 = γ2 = 5/3 are fixed.
We see that the appropriate time scale is (M − 1)/(kAU). On the time scale of our
incompressible problem, 1/(kAU), the time interval required for the time-dependent
growth rate to reach its asymptotic value (which in this limit coincides with that
given by Richtmyer’s impulsive formula) tends to zero as M − 1. Passing to the
limit M − 1→ 0, we obtain an instantaneous jump of the growth rate to the value
predicted by (2.15), as should occur. In figure 1(b) we show a similar transition
to the limit of weak compressibility, where we keep A = 0.55, M = 1.5 fixed and
increase γ1 = γ2 = γ from 5/3 to 100. We see that the appropriate time scale is
1/(γ kAU); for the time-dependent growth rate it takes several times 1/γ of our time
unit to reach the same asymptotic value. Passing to the limit γ →∞, we obtain the
same instantaneous jump of the growth rate to the velocity predicted by (2.15), as
should occur. In the linear approximation the bubble (x= 0) and the spike (x=π) are
symmetric in shape, their dimensional vertical velocities are equal to ±εAU (here and
below the upper and lower signs refer to bubble and spike, respectively), constant in
time and differ only in direction.

The second-order term

ξ1(x, t)=− 1
2 At2 cos(2x) (2.16)

is the same as in Haan (1991), Zhang & Sohn (1996), Berning & Rubenchik (1998)
and Vandenboomgaerde et al. (2002); it does not vanish as predicted by Mikaelian
(1994). This term describes vertical acceleration, which is constant in time and has
the same value −ε2kA3U2 for the bubble and the spike. Since they move in the
opposite directions, this is the lowest-order term to introduce asymmetry between the
bubble and the spike: in the second-order the spike always accelerates and the bubble
decelerates, see § 2.5 for details.

The third-order term

ξ2(x, t)=
(

4A2 − 1
8

t3 − 3
8

t2

)
cos(3x)−

(
4A2 + 1

24
t3 + 1

8
t2 + 1

4
t
)

cos(x) (2.17)

is the same as in Zhang & Sohn (1997b), Berning & Rubenchik (1998), Zhang &
Sohn (1999) and Vandenboomgaerde et al. (2002). It differs from the expressions
given by Zhang & Sohn (1996, 1997a) and Zabusky et al. (2003), which coincide
with each other. This is the lowest-order term to add nonlinear corrections ∓ε3AU/4
to the bubble and spike initial velocities; see § 2.4. It also adds corrections ∓ε3kA2U2

to the bubble and spike initial accelerations. These corrections, together with the
contributions of higher orders, can change the early-time perturbation evolution,
making the spike decelerate and the bubble accelerate for the appropriate sign of A
and sufficiently large ε; see § 2.5.

The fourth-order term is the same as in Zhang & Sohn (1997b) and differs from
that given in Zhang & Sohn (1997a), Zabusky et al. (2003):

ξ3(x, t)=
(−2A2 + 1

3
t4 + 2

3
t3 − 1

4
t2

)
A cos(4x)+

(
A2

3
t4 + 1

2
t2 + 1

12
t
)

A cos(2x).

(2.18)
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Detailed consideration of the causes of the differences is beyond the scope of
the present paper and will be discussed elsewhere. We emphasize that the results
presented herein are obtained from the exact solution of the perturbation problem as
it is formulated above.

The Fourier coefficient fn,n+1(t, A) of cos((n+ 1)x) in the nth term of this expansion,
ξn, is a polynomial in t of order n+ 1, which includes powers of t starting from two;
cf. (2.16)–(2.18). We have obtained an explicit expression for the particular case of a
single fluid when A=±1:

fn,n+1(t, A=±1) = (n− 1)!
(±2)n

n+1∑
m=2

(−1)m+1(n+ 1)m−1

m!(m− 2)!(n−m+ 1)! t
m

= 2Ln[(n+ 1)t] − Ln−1[(n+ 1)t] − Ln+1[(n+ 1)t]
(±2)n(n+ 1)

, (2.19)

where Ln(z) is a Laguerre polynomial and n > 1. Substituting A = ±1 into the
coefficients of cos(2x), cos(3x) and cos(4x) in (2.16)–(2.18), respectively, we obtain
the same expressions as given by substitution of n = 1, 2 and 3, respectively, into
(2.19).

Formula (2.19) generalizes (6) of Velikovich & Dimonte (1996), where the
coefficient at the highest power of t in (2.19), tn+1, is given for A=+1. We present
here an explicit expression for the coefficient of tn+1 in the next Fourier coefficient
fn,n−1 of cos((n− 1)x) in the nth term of the expansion

fn,n−1(t, A=±1)=− (n− 1)n(3n− 1)
(∓2)n(n+ 1)! tn+1 +O(tn), (2.20)

where n> 2. Substituting A=±1 into the coefficients of cos(x) and cos(2x) in (2.17)
and (2.18), respectively, we obtain polynomials in t whose highest-order terms are
given by substitution of n= 2 and 3, respectively, into (2.20).

2.3. Bubble and spike amplitudes, velocities and curvatures
The positions x=0 and x=π correspond to the bubble and the spike, respectively. For
Atwood number A> 0, the bubble of the low-density lower fluid rises and the spike of
the high-density upper fluid falls, in the positive and negative y directions, respectively.
For A = 0 (the so-called Boussinesq approximation: Atwood number A → 0, time
t→∞, the product At being finite) there is full symmetry between the bubble and
the spike, one of which rises while the other falls. Finally, for A< 0, the bubble of
the low-density upper fluid falls and the spike of the high-density lower fluid rises,
both experiencing an early-time phase reversal. Substituting x = 0 and x = π into
the expansion (2.14), we obtain the perturbation expansions for the bubble and spike
amplitudes:

ξb,s(t) = ±1± t− At2

2
ε±

(
2A2 − 1

6
t3 − 1

2
t2 − 1

4
t
)
ε2

+A
(−A2 + 1

3
t4 + 2

3
t3 + 1

4
t2 + 1

12
t
)
ε3 ±

(
92A4 − 125A2 + 19

240
t5

+ −37A2 + 19
48

t4 + −11A2 + 29
48

t3 + −5A2 + 19
48

t2 + 19
192

t
)
ε4 + · · · , (2.21)

where the upper and lower signs correspond to the bubble and the spike, respectively.
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The bubble and spike velocities are given by

Ub,s(t) = dξb,s(t)
dt
=±1− Atε±

(
2A2 − 1

2
t2 − t− 1

4

)
ε2

+A
(−4A2 + 4

3
t3 + 2t2 + 1

2
t+ 1

12

)
ε3 ±

(
92A4 − 125A2 + 19

48
t4

+ −37A2 + 19
12

t3 + −11A2 + 29
16

t2 + −5A2 + 19
24

t+ 19
192

)
ε4 + · · · . (2.22)

Similarly, we derive the perturbation expansions for the curvatures of the bubble
and the spike at the tip:

1
kRb,s(t)

= −∂
2ξ

∂x2

∣∣∣∣
x=0,π

=±(1+ t)ε− 2At2ε2 ±
(

26A2 − 7
6

t3 − 7
2

t2 − 1
4

t
)
ε3

+A
(−28A2 + 16

3
t4 + 32

3
t3 − 2t2 + 1

3
t
)
ε4 ±

(
4796A4 − 4205A2 + 379

240
t5

+ −1381A2 + 379
48

t4 + 277A2 + 353
48

t3 − 53A2 + 5
48

t2 − 5
192

t
)
ε5 + · · · .

(2.23)

Here, the dimensional values of Rb > 0 and Rs < 0 are curvature radii of the
perturbed interface at the tips of the bubble and the spike, respectively. Their signs
are different because, in our notation, the bubble is initially convex and the spike
concave. The curvature radii are normalized in (2.23) with respect to the inverse
wavenumber k−1.

For a given value of the Atwood number A and the nonlinearity parameter ε the
right-hand sides of (2.21)–(2.23) represent Taylor series in normalized time t. The
functions generated by these series diverge at large t, but they can be accurately
evaluated beyond the circle of convergence, into the moderately nonlinear regime,
with the aid of high-order Padé approximations. The behaviour of the bubble can
be traced in this way for a longer time than that of the spike. This is because the
amplitude of the spike grows faster, leading to mushrooming that starts at some finite
instant of time. Starting from this instant of time, the interface is no longer described
by a single-valued function y= η(x, t), which implies the emergence of a singularity
that limits convergence.

To clarify the latter issue, consider any Taylor series in time, such as the series
(2.21) for the normalized bubble amplitude:

kηb(t) = εξb(t)= ε+
[

1− 1
4
ε2 + A

12
ε3 + 19

192
ε4 − 21A

320
ε5 +O(ε6)

]
εt

+
[
−A

2
− 1

2
ε+ A

4
ε2 + −5A2 + 19

48
ε3 − 13A

48
ε4 +O(ε5)

]
(εt)2
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FIGURE 2. Normalized coefficients of the Taylor series (2.23) of the eighth (a,b) and 12th
(c,d) order. Thick lines show the exact values of the corresponding coefficients vs. ε. Thin
solid lines in (a) and (c) show partial sums of the Taylor series in ε with the first four,
six or eight terms retained. Lines with symbols in (b) and (d) show Padé approximants
P2

2, P3
3 and P4

4.

+
[

2A2 − 1
6
+ 2A

3
ε+ −11A2 + 29

48
ε2

+ A(8A2 − 53)
72

ε3 +O(ε4)

]
(εt)3 + · · · . (2.24)

We see that each coefficient of the Taylor series in t is itself a function of A and ε
represented by a Taylor series in ε. If this series in ε converges, then the coefficients
of the Taylor series (2.21) (and other similar series, for bubble and spike amplitudes,
velocities and curvatures) in time are sufficiently accurately estimated by partial sums
of the series, and analytic continuation of the corresponding function of time to larger
values of t, beyond its radius of convergence, is entirely possible. It should be noted
however that, for evaluating this function at larger values of t, higher-order coefficients
of the Taylor series like (2.24) come into play. Further, for any given number Nmax of
terms retained in the perturbation series (2.14), the coefficient of the power tm contains
Nmax + 2−m terms of the Taylor expansion in ε. For smaller ε, a smaller number of
terms has to be retained to accurately evaluate the corresponding coefficient of the
Taylor series in t. For larger ε, such evaluations could be incorrect even for relatively
low-order terms.

To give an example, in figure 2 we plot the eighth and 12th coefficients of the
Taylor series (2.24) for A = 0.08 as functions of the perturbation parameter ε. The
series coefficients are normalized to the corresponding powers of ε, i.e. ε8 and ε12,
and denoted by a8 and a12, respectively. We see that in order to accurately evaluate
the eighth coefficient of the Taylor series (2.24) for ε = 0.1 we need the terms of
expansion (2.14) up to at least the 12th order. To do the same for ε= 0.2 we would
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need the 16th order. Accurate evaluation of the 12th term up to ε = 0.2 requires
calculating the 20th order of the perturbation series. Use of Padé approximation is
seen to help, providing more accurate estimates of the Taylor coefficients than direct
summation of the available terms of the corresponding expansions in ε. Still, for any
finite ε, the coefficients of the Taylor series (2.24) and similar expansions for other
variables are approximate, not exact. The approximation is good at small time t, but
at some point it inevitably breaks down; the larger the perturbation parameter ε, the
earlier this happens. The quality of our analytical approximation is controlled by the
convergence of successive higher-order Padé approximants in time.

It must be noted that, since the linear RMI growth rate is of order ε, the
dimensionless time when the nonlinear effects become significant is O(ε−1). For
very low initial values of ε we can pass to the limit ε→ 0, t→∞, εt = τ finite,
thereby retaining only the leading (i.e. ‘the most secular’; cf. Vandenboomgaerde
et al. (2002)) term in the expansion of each Taylor series coefficient (2.24). Then the
number of exact coefficients of the Taylor series (2.24) would be the same as the
number of the perturbation series (2.14) terms calculated. The Taylor series expansions
in time for RMI in this limit were first introduced by Velikovich & Dimonte (1996)
for A= 1, and later by Vandenboomgaerde et al. (2002) for arbitrary A.

2.4. Nonlinear correction to the Richtmyer impulsive model
The most accurate estimates of the perturbation theory refer to the lowest-order terms
of the Taylor series like (2.24). For example, substituting t = 0 into (2.22), we can
derive the initial rate of interfacial growth, and thereby the nonlinear correction C to
the initial growth rate estimated by the Richtmyer impulsive model, cf. (2.15) for the
bubble and the spike:

Cb,s(ε, A) =
∣∣∣∣ η̇b,s(0)
η̇imp

∣∣∣∣= |Ub,s(0)| = 1− 1
4
ε2 ± 1

12
Aε3 + 19

192
ε4 ∓ 21

320
Aε5

+
(

1
288

A2 − 167
3840

)
ε6 ± 347

8064
Aε7 +

(
− 97

23 040
A2 + 6893

344 064

)
ε8

±
(

1
3456

A2 − 181 313
6635 520

)
Aε9 + · · · , (2.25)

where the upper and lower signs correspond to the bubble and the spike, respectively,
and

η̇imp = kAUη0 = εAU (2.26)

is the prediction of Richtmyer’s linear impulsive model (Richtmyer 1960). As
illustrated by (2.12), (2.15)–(2.18), the acceleration pulse does not change the initial
Fourier amplitude of the interfacial displacement, which remains single-mode at t= 0.
However, all the Fourier modes of the velocities of both fluids are instantaneously
excited, as follows from the initial conditions (2.12), (2.13). Hence the corrections to
the Richtmyer growth rate at t= 0 emerge in all orders of ε starting from O(ε2). The
right-hand side of (2.25) is a function of the Atwood number A and the nonlinearity
parameter ε.

Figure 3 shows the correction factors Cb,s for the bubble and the spike. The lines
represent Padé approximants P16

16 in ε to the series (2.25), the convergence of which
has been checked. We see that the growth rate reduction of the impulsive growth rate
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1.0

0.8

0.6Cb,s

0.4

0.2
0 1 2 3

Eq. (2.28)

Eq. (2.29)

Spike Bubble

4

FIGURE 3. The correction factor Cb,s generated by the perturbation series (2.25)
vs. perturbation parameter ε. Bubble and spike lines, marked by symbols, pass above
and below the solid line corresponding to the symmetric case A = 0, respectively. For
negative Atwood numbers A< 0 of the same magnitude |A| = 1/2, 1 the labels ‘Bubble’
and ‘Spike’ in the figure would swap. Solid and dotted grey lines represent (2.28) and
(2.29), respectively.

is greater for the spike than for the bubble if the Atwood number is positive. The
bubble-spike symmetry exhibited by (2.25),

Cb(A)=Cs(−A), (2.27)

ensures that for negative Atwood number this is the other way around. Hence the
bubble correction factor for A = −1 is the same as the spike correction factor for
A= 1 and vice versa. The lowest-order correction factor 1− ε2/4 given by (2.25) is
exactly the same for the bubble and the spike and independent of the Atwood number.
Neglecting the terms O(ε3), which in the exact theory is the lowest order to introduce
Atwood number dependence in nonlinear corrections, this factor can be approximated
by the formula

Cs,B = 1
1+ ε2/4

, (2.28)

given by Buttler et al. (2012) for the spike. These authors also introduced the
following expression for the bubble correction:

Cb,B = 1
1+ ε/6 . (2.29)

Figure 3 demonstrates that these expressions are close to the exact results for A= 1.
For the case of A=−1 studied experimentally by Buttler et al. (2012), the symmetry
(2.27) ensures that (2.28) and (2.29) are good approximations for the bubble and spike
nonlinear corrections, respectively.
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Sometimes it is convenient to use the averaged correction factor

Cav = 1
2(Cb +Cs). (2.30)

Expansion of Cav(ε, A), which obviously contains only even powers of ε in (2.25),
is the same as published previously by Holmes et al. (1999).

It turns out that an explicit expression for the correction factor (2.25) can be
obtained for the limiting case of A = 0, which corresponds to the Boussinesq
approximation:

C(ε, A= 0)= 2
ε

∞∑
n=1

In(nε) exp(−nε), (2.31)

where In(z) is the modified Bessel function (we have omitted the subscript of C
because, for A = 0, obviously Cb = Cs = Cav for any ε). The nth term in the
series (2.31) is the contribution of the corresponding Fourier harmonic, cos(nx), its
coefficient being the result of summation of all orders of the perturbation series in ε.
This result therefore applies to the strongly nonlinear case of ε� 1 as well as to the
weakly and moderately nonlinear cases of ε < 1. For arbitrary positive ε the series
(2.31) converges absolutely, making it possible to directly evaluate the correction
factor for any ε. The Taylor series in ε for the same function has a finite radius of
convergence. Its asymptotic behaviour in the limits of weak and strong nonlinearity
is found directly from (2.25), (2.31):

C(ε, A= 0)=


1− 1

4
ε2 + 19

192
ε4 +O(ε6), ε� 1,

2
ε
+
√

2
π

ζ (1/2)
ε3/2

+O
(

1
ε2

)
, ε� 1,

(2.32)

where ζ (z) is the Riemann zeta function. For large ε high Fourier modes dominate in
the correction to the growth rate; indeed the contribution of low-order terms to (2.32)
is O(ε−3/2).

Figure 4 demonstrates evaluation of the function Cav(ε, A) generated by the
series (2.25), (2.30), together with the exact expression (2.31) and its asymptotic
approximations (2.32) for A=0. Since the expansion (2.25) for the averaged correction
factor (2.30) contains only even powers of A, the results of figure 4 apply to any
sign of A for given |A|. In figure 4(a), plotted for |A| = 1, we compare evaluation
via direct summation with analytic continuation using Padé approximation. Within
the circle of convergence of the series (2.25), for ε < 1, direct summation works fine,
and all methods of evaluation yield the same result. For ε > 1 direct summation does
not work. On the other hand, the high-order Padé approximants are seen to converge
with increasing order, generating a well-defined function of ε for a given |A|.

Since in the expansion (2.25), (2.30) only the terms starting from O(ε6) depend
on A, the function Cav(ε, A) is weakly dependent on the Atwood number A, as
demonstrated by figure 4(b), where the correction factors Cav are plotted vs. ε for |A|
ranging from zero to one. The small-ε and large-ε asymptotic expressions with the
terms retained in (2.32) are seen to provide a fairly good approximation for A= 0 at
ε < 1 and ε > 1, respectively. These expressions are seen to approximate Cav(ε, A) for
|A|< 1/2 sufficiently well in the whole range of ε shown in figure 3. For comparison,
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0.8

(a)

(b)

1.0
Taylor 20

Taylor 24

Taylor 32

Padé [10, 10]

Padé [11, 11]

Padé [12, 12]

Eq. (2.32)

Eq. (2.33)

Eq. (2.34)

0.6

0.4

0.8

1.0

0.6
Cav

Cav

0.4

10 2 3 4

FIGURE 4. The averaged correction factor Cav generated by the perturbation series (2.25),
(2.28) vs. perturbation parameter ε: (a) partial sums of the series retaining its first 20, 24
and 32 terms compared to the Padé approximants P10

10, P11
11 and P12

12 for |A| = 1. (b) Cav
vs. ε for |A| = 1, 1/2 and 0 compared to the asymptotic formula (2.32) (upper line for
ε < 1, lower line for ε > 1, filled circles) and approximate formulas (2.33) from Dimonte
& Ramaprabhu (2010) (empty boxes) and (2.34) (solid grey line).

in figure 4(b) we present two approximate interpolation formulas. One is given by
Dimonte & Ramaprabhu (2010):

Cav,DR(ε)= 1
1+ (ε/3)4/3 . (2.33)

The other is obtained by substituting the approximations (2.28) and (2.29) into
(2.30):

Cav,B(ε)= 24+ 2ε+ 3ε2

(6+ ε)(4+ ε2)
. (2.34)

In the range ε6 4 these functions are seen to be very close to each other, deviating
from the exact values of Cav(ε, A) by less than 10 % for any A. It appears that for
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arbitrary A the exact correction factor Cav(ε, A) does not decrease with increasing
ε faster that 2/ε, the exact asymptotic law obtained for A = 0. The function (2.34)
decays at large ε proportionally to the same power of 1/ε as the exact formula
(2.31). On the other hand, (2.33) is seen to decay faster than 1/ε for large ε, so the
discrepancy between (2.33) and the exact result is expected to increase for large ε.

Reduction of the peak RM growth rate due to finite initial amplitude given by
Cav(ε, A) has been found to be in reasonable agreement with experimental data
(Velikovich & Dimonte 1996; Glendinning et al. 2003) and numerical simulation
results (Holmes et al. 1999; Dimonte & Ramaprabhu 2010; Stanic et al. 2012).

2.5. Early-time spike and bubble acceleration
Another interesting feature of the nonlinear RM growth, which is determined by the
low-order terms in the Taylor expansion in time, is the difference in the early-time
dynamics of the bubble and the spike. For A> 0 the bubble decelerates from the very
beginning, whereas the spike can accelerate for some time before its acceleration
changes sign and it starts slowing down. This property of RMI at 0 < A < 1 was
first discovered by Neuvazhaev & Parshukov (1992) and later confirmed by Sadot
et al. (1998), Dhotre, Ramaprabhu & Dimonte (2008). As stated by Neuvazhaev
& Parshukov (1992), the spike velocity ‘starts decreasing at once for large initial
amplitudes (ε = 0.5), while for small amplitudes there is a short time interval in
which the “spike” velocity is increasing before starting to decrease, i.e. the “spike”
behaviour depends on the initial perturbation amplitude ε. Therefore there arises a
supposition that for the given Atwood number there is a critical value of the initial
amplitude εcr, such as that if ε > εcr, then the “spike” velocity is decreasing at once,
and if ε < εcr, then there is a short period of the “spike” velocity growth’ (here we
have replaced their original notation with ours). The critical values εcr determined by
Neuvazhaev & Parshukov (1992) for A = 0.1, 0.33 and 0.8 are 0.1, 0.34, and 1.04,
respectively (note that the sign of the Atwood number A as defined by Neuvazhaev
& Parshukov (1992) is opposite to ours).

Various model formulas developed to approximate the RM spike and bubble
dynamics, which are summarized by Dimonte & Ramaprabhu (2010), can be used to
formulate the conditions for early-time spike and bubble acceleration. The empirical
model of Zhang & Sohn (1996, 1997a) (see also (2.14) in Dimonte & Ramaprabhu
(2010)), predicts early-time spike acceleration for A> 0 if

A> ε. (2.35)

According to the model of Sadot et al. (1998) (see also (2.22) in Dimonte &
Ramaprabhu (2010)), the spike accelerates at early time for any combination of ε
and A, whereas the bubble never does. Finally, the empirical model developed by
Dimonte & Ramaprabhu (2010) and expressed by their equations (2.24, 2.25) predicts
early-time spike acceleration for

A> Acr,DR(ε)= 4ε+ 1
2(5− ε) (2.36)

and no early-time bubble acceleration.
Perturbation theory makes it possible to determine exactly the parameter ranges in

the (ε, A) plane corresponding to early-time spike and bubble acceleration, or absence
thereof. For this purpose, differentiating (2.22) with respect to time and substituting
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t= 0 into the result, we can derive perturbation expansions for the initial normalized
acceleration of the bubble and the spike:

ab,s(0) = 1
ε
× dUb,s

dt

∣∣∣∣
t=0

= 1
ε
× d2ξb,s

dt2

∣∣∣∣
t=0

= −A∓ ε+ A
2
ε2 ∓

(
5A2 − 19

24

)
ε3 − 13A

24
ε4 ±

(
101A2

480
− 177

320

)
ε5

+O(ε6). (2.37)

The vertical bubble velocity has the same sign as the Atwood number: the bubble
of the light fluid rises in the positive y direction if A> 0 and falls in the negative y
direction if A< 0. Conversely, the sign of the vertical spike velocity is opposite to that
of the Atwood number: the spike of the heavy fluid falls in the negative y direction
if A > 0 and rises in the positive y direction if A < 0. We conclude that the bubble
accelerates if the right-hand side of (2.37) has the same sign as the Atwood number
A, whereas the spike accelerates when its sign is opposite to that of A.

The lowest-order term in the expansion (2.37) comes from the second-order term
(2.16) in our perturbation expansion. The sign of this term indicates that for any A 6= 0
and sufficiently small ε the spike always accelerates and the bubble always decelerates
at early time. Higher-order corrections in ε can change the sign of the right-hand
side of (2.37), making the spike decelerate and the bubble accelerate at early time.
Retaining the next-order terms in (2.37) that come from (2.17), we find that such
behaviour is predicted at A > 0 for the spike and at A < 0 for the bubble provided
that |A|<ε. For spike acceleration this is consistent with (2.35) because the model of
Zhang & Sohn (1996, 1997a) is based on a similar perturbation expansion, and the
terms contributing to (2.35) are exactly the same as those in (2.16), (2.17).

For arbitrary ε, the parameter ranges in the (ε,A) plane that correspond to the early-
time acceleration and deceleration of the bubble and the spike are separated by the
lines found from the equations

ab,s(0)= 0. (2.38)

Solving (2.38) for A, we obtain the conditions for early-time spike and bubble
acceleration involving a function generated by its Taylor series in ε. For positive
Atwood number, A> 0, the spike is predicted to accelerate at early time if

A> Acr(ε)= ε− 7
24ε

3 + 71
960ε

5 + 619
107 520ε

7 − 1518 899
46 448 640ε

9 +O(ε11), (2.39)

and the bubble accelerates if A < −Acr(ε). For negative Atwood number A < 0 the
conditions for early-time spike and bubble acceleration are opposite: A < Acr(ε) and
A>−Acr(ε), respectively.

The series in the right-hand side of (2.39) converges for ε < 1, generating an
analytic function Acr(ε). It can be analytically continued beyond ε = 1 using Padé
approximation. We found this function to be positive: Acr(ε) > 0 for ε > 0. Therefore
the condition for early-time spike acceleration is not satisfied only for positive Atwood
number at 0<A<Acr(ε). Conversely, the condition for early-time bubble acceleration
is satisfied only for negative Atwood number at −Acr(ε) < A< 0.

Approximating Acr(ε) we find that the error of the fifth-order Padé approximant
P3

2 is smaller than 1 % at ε 6 1. The corresponding approximate expression for the
function Acr(ε) is

Ãcr(ε)= 8ε(105− 4ε2)

3(280+ 71ε2)
. (2.40)
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0.20
–1.0

–0.5

A 0

0.5

1.0

0.4 0.6 0.8

Bubble acceleration

No spike acceleration

D&R

Approx

c

a

b

Exact

1.0 1.2

FIGURE 5. Shaded regions are parameter ranges in the plane (ε, A) corresponding
to the absence of early time spike acceleration and the presence of early-time bubble
acceleration. The solid line is the exact result of perturbation theory; the dotted line is
the approximation (2.39); the dashed line labelled D&R is the approximate formula (36)
from Dimonte & Ramaprabhu (2010); filled circles are results of Neuvazhaev & Parshukov
(1992). Empty boxes correspond to the conditions of our simulations: for points a (ε= 0.1,
A = 0.55) and b (ε = 0.1, A = 0.9) spike acceleration is predicted; for point c (ε = 0.5,
A= 0.4) no spike acceleration is predicted by the perturbation theory.

Figure 5 shows the parameter ranges in the plane (ε, A) corresponding to the
presence or absence of early-time spike and bubble acceleration. The light grey
shaded region between the solid line A = Acr(ε) and the horizontal axis A = 0
corresponds to the absence of early-time spike acceleration. Outside this region in
the plane (ε, A) the spike accelerates at early time. The dark grey shaded region
between the solid line A = −Acr(ε) and the horizontal axis A = 0 corresponds to
early-time bubble acceleration. Outside this region in the plane (ε, A) the bubble
decelerates at all times. The solid line is the exact result of the perturbation theory
stemming from (2.39) (that is, the Padé approximant P5

4, convergence of which has
been checked), the dotted line is the lower-order approximation (2.40), the dashed
line labelled D&R is the right-hand side of approximate formula (36) of Dimonte
& Ramaprabhu (2010). The symbols correspond to the conditions of our simulations
described in § 4. For points a (ε= 0.1, A= 0.55) and b (ε= 0.1, A= 0.9) early-time
spike acceleration is predicted by all models. Point c has been chosen in the domain
where the predictions differ: early-time spike acceleration is predicted for ε = 0.5,
A= 0.4 by the Dimonte & Ramaprabhu (2010) and Sadot et al. (1998) models, but
not by the perturbation theory. Capturing the difference between these predictions
(see § 4) is a very demanding verification test for a simulation code.
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0.5

2.01.0

0.4

1.0(a)

(b)

FIGURE 6. Time histories of normalized bubble and spike velocities for ε= 0.005 and the
Atwood number A values indicated. Dotted lines show the results of direct summation of
the respective Taylor series in time, thin solid lines – Padé approximants to this series,
P6

6, P8
8 and P10

10. The symbols mark the start of spike deceleration.

Solving (2.38) for ε, we find the critical value of ε = εcr(A) as a function of the
Atwood number A. For A = 0.1, 0.33 and 0.8, we obtain εcr = 0.100, 0.341 and
1.061, respectively, in excellent agreement with Neuvazhaev & Parshukov (1992),
whose results are shown in figure 5 as filled circles. These authors observed spike
acceleration but no bubble acceleration for both single-fluid cases of A = 1 and
A = −1 at ε 6 0.5, which is also consistent with our figure 5 (note that in their
figure 3, showing the time histories of bubble and spike velocities, the ‘bubble’ and
‘spike’ labels are misplaced).

For small ε we find the following explicit estimate for the dimensional time t= tb,s

when the bubble or spike velocity reaches its peak and its deceleration starts:

kAUtb,s
∼=∓A

ε
− 1. (2.41)

It is applicable for either sign of the Atwood number A. Higher-order terms in ε

and A add corrections to this simple formula.
Figure 6 shows the time histories of bubble and spike velocities calculated for

very low ε = 0.005 and Atwood number values A= 0.1, 0.5 and 0.7, as in figure 6
of the theoretical paper by Volkov et al. (2003). Here the time scale 1/(εkAU) and
velocity scale εAU are the same as in Volkov et al. (2003), although their choice
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of velocity signs is different: negative for the bubble, positive for spike. The dotted
lines in figure 6 represent direct summation of the corresponding Taylor series, while
the solid lines represent Padé approximants P6

6, P8
8 and P10

10 in t extending the range
of convergence. For all the combinations of ε and A in figure 6 early-time spike
acceleration is predicted. The instant of peak spike velocity (which for all cases is in
the range of convergence of the original Taylor series in time) is estimated by (2.41)
with relative errors of 0.33 %, 7.6 % and 12 %, for A= 0.1, 0.5 and 0.7, respectively.
We find qualitative, but not quantitative agreement with the time histories of spike
velocities shown in figure 6 of Volkov et al. (2003). Their time histories look different
for all cases, the instants of the respective velocity peaks are shifted and the peak
spike velocities are different: e.g. their peak spike velocity in the case of A= 0.7 is
close to −1.5, whereas our estimate for this case is −1.278, as shown in figure 6.

Since the incompressible RMI problem solved here and in Volkov et al. (2003) is
identical, the above discrepancy could be caused by insufficient numerical accuracy of
the calculation in Volkov et al. (2003), or by problems with their analytical approach.
These authors also show the discrepancy between their results and those obtained for
the same problem with the vortex method of Neuvazhaev & Parshukov (1992), whose
results are in excellent agreement with ours. Analysis of the cause of this discrepancy
is beyond the scope of the present paper. We would like only to emphasize here the
importance of exact theoretical results obtained without any numerical approximation,
entirely by algebraic manipulations, and therefore suitable for the verification of other
theoretical approaches.

2.6. Velocity profiles
The solution delivered by perturbation theory can be used to construct velocity profiles
in both fluids. The normalized velocity potentials (2.6) can be expressed as Fourier
series

φ1,2(x, y, t, ε, A)=
∞∑

n=1

ϕ
(n)
1,2(t, ε, A) exp(±ny) cos(nx), (2.42)

where the coefficients are

ϕ
(1)
1,2(t, ε, A)=±1+

[
±1

8
+ A± 1

2
∓ (A∓ 1)(2A± 1)

4
t2

]
ε2 +O(ε4);

ϕ
(2)
1,2(t, ε, A)= ε

[
−1

2
∓ A± 1

2
t+O(ε2)

]
;

ϕ
(3)
1,2(t, ε, A)= ε2

[
±3

8
+ A± 1

2
t± (A± 1)(2A± 1)

4
t2 +O(ε2)

]
; . . .


(2.43)

and the upper and lower signs correspond to the lower and upper fluids, 1 and 2,
respectively.

We see that each of the coefficients of the Fourier expansion (2.42) represents a
Taylor series in both the perturbation parameter ε and time t, whose coefficients,
in turn, depend on the Atwood number A. For a particular case discussed in § 2.4,
explicit summation of the perturbation series over ε can be done at t = 0, resulting
in

ϕ
(n)
1,2(t= 0, ε, A= 0)=−2(∓1)n

nε
In(nε). (2.44)

Substituting (2.44) into (2.42), we exactly determine the velocity field at t = 0 in
the whole space.

From this, equation (2.31) is immediately derived.
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We are interested in the time-dependent profiles of vertical and horizontal velocities,
uy and ux. These will be shown below vs. the normalized vertical coordinate ky for
specific values of the horizontal coordinate, which correspond to bubble position x= 0,
spike position kx = π and halfway between these two positions, at kx = π/2. The
expansions (2.42) of the velocity potentials φ1,2(x, y, t, ε, A) can be regarded as Taylor
series in the variable z= exp(±y), where the plus and minus signs correspond to the
lower and upper fluids, respectively. The coefficients of the series are functions of t,
ε and A which, in turn, are represented by Taylor series in these variables. If ε is
sufficiently small, then the series in ε converge for t<ε−1 and the coefficients of the
series in z can be accurately evaluated by direct summation (of course, convergence
in each case should be checked separately). But the variable z, which by definition is
small far from the interface, can approach and even exceed unity in the vicinity of
the interface (e.g. for the lower fluid at bubble position x = 0, where the tip of the
bubble is located at y= kηb > 0, so that z= exp(kηb) > 1). Here again, one needs to
analytically continue the functions of z (and thereby y) generated by the Taylor series
that converge at small z, far from the interface, to the vicinity of the interface, with
the aid of high-order Padé approximation.

Figure 7 shows the theoretical profiles of normalized vertical velocity uy/(AU)
calculated for bubble position x = 0 with ε = 0.1 and Atwood number A decreasing
from 0.9 (a) to 0.55 (b) to A → 0 (c). In the latter case, velocity normalization
uy/(AU) is also understood as the Boussinesq limit of this ratio, since the vertical
velocity is also as small as A. The profiles are shown for the range −2 6 ky 6 2.
Beyond this range the first Fourier mode in the expansion (2.42) is seen to dominate
because its decay with distance from the bubble tip is slowest. Far from the interface
the vertical velocity decays exponentially as exp(±ky) in the light and heavy fluid,
respectively.

The sharp peaks of the velocity profiles in figure 7 correspond to the positions of
the bubble tip, y = ηb(t). The vertical coordinate of the peak is the bubble velocity,
uy = Ub(t), at the given instant of time. We see that at the bubble position x = 0
both light and heavy fluids rise with the bubble. As the perturbation expands into
a larger volume, the velocities of both fluids decrease in different ways. In the
light fluid, velocity decreases with time at any given vertical position y close to
the bubble tip. In the light fluid, the velocity profile appears to flatten with time
near the tip: its peak value at the tip of the bubble decreases, whereas its value
far from the tip slightly increases, which is more pronounced for larger values of
the Atwood number A and at later time. The velocity of the heavy fluid is seen to
increase with time at any given vertical position y for A= 0, exceeding the velocity
at this position y at t = 0; see figure 7(c). For an intermediate value of A = 0.55
in figure 7(b), the velocity increases with time for y close to the initial position of
the bubble tip for some time, and then starts to decrease, eventually going below
the velocity at this position y at t = 0. For a large value of A = 0.9, the period
of acceleration is so short that it is not seen in figure 7(a). Consistent with the
results shown in figure 6(a), the bubble moves faster and decelerates slower for lower
Atwood number A, in agreement with Volkov et al. (2003), Abarzhi (2008) and
Herrmann et al. (2008).

Figure 8 shows the theoretical profiles of the normalized vertical velocity uy/(AU)
calculated for the spike position kx = π, all the other parameters being the same as
in figure 7. Here, the sharp peaks of the velocity profiles correspond to the positions
of the spike tip y= ηs(t) and the vertical coordinate of the peak is the spike velocity
uy = Us(t) at the given instant of time. Both light and heavy fluids are seen to fall
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FIGURE 7. Theoretical time-dependent profiles of normalized vertical velocity at bubble
position x= 0 for ε = 0.1: (a) A= 0.9; (b) A= 0.55; (c) A→ 0 shown starting at t = 0
with time increment 1(kAUt)= 1 from left to right.

with the spike. For large Atwood number A = 0.9, figure 8(a), the spike is seen to
accelerate during the whole time interval up to kAUt= 5; the acceleration is predicted
by (2.41) to end only at kAUt≈ 8. For A= 0.55 the spike acceleration is predicted to
end at kAUt ≈ 4.5, which is consistent with figure 8(b). Finally, for A= 0 the spike
starts decelerating from the beginning. Otherwise the velocity profiles are similar for
all values of the Atwood number. In the light fluid, the velocity at any given vertical
position y increases until the spike passes it. The velocity of the heavy fluid at any
given y decreases with time. Due to the symmetry between the light and heavy fluids
in the limit A→ 0, the velocity profiles in figure 8(c) are exactly the same as in
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FIGURE 8. Theoretical time-dependent profiles of normalized vertical velocity at spike
position kx=π for ε= 0.1: (a) A= 0.9; (b) A= 0.55; (c) A→ 0 shown starting at t= 0
with time increment 1(kAUt)= 1 from right to left.

figure 7(c), only with inverted sign of velocity and thereby direction of propagation.
The spike in figure 8(c) decelerates exactly as the bubble in figure 7(c).

Figure 9 shows the profile of the normalized horizontal velocity ux/(AU) halfway
between spike and bubble positions, at kx=π/2, all other conditions being the same
as in figures 7, 8. The discontinuity in the horizontal velocity corresponds to the
position of the material interface, where the tangential velocity is discontinuous. The
profile of the horizontal velocity appears to flatten with time in both fluids near the
interface. The flattening is seen to proceed somewhat more quickly in the lighter
fluid for large and moderate values of the Atwood number, A = 0.9 and 0.55; see
figure 9(a,b). In the limit A→ 0 of figure 9(c), there is no vertical motion of the
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FIGURE 9. Theoretical time-dependent profiles of normalized horizontal velocity halfway
between bubble and spike positions, at kx= π/2, for ε = 0.1: (a) A= 0.9; (b) A= 0.55;
(c) A→ 0 shown starting at t= 0 with time increment 1(kAUt)= 1 from bottom to top
at y< 0.

material interface at kx=π/2. There is full symmetry between the two fluids and the
flattening near the interface proceeds at the same rate in both.

3. Numerical modelling
3.1. Governing equations

In our numerical simulations, we solve the unsteady 2D Navier–Stokes equations for
immiscible fluids in the incompressible limit,

∂u
∂t
+ u · ∇u=− 1

ρ
∇p+ 1

ρ
∇ · (µ(∇u+∇Tu))+ g+ 1

ρ
Tσ . (3.1)
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Here g is the time dependent acceleration vector and Tσ is the surface tension force,
which is non-zero only at the location of the immiscible interface xf :

Tσ (x)= σκδ(x− xf )n, (3.2)

with σ an assumed constant surface tension coefficient, κ the local mean interface
curvature, n is the local interface normal, and δ the delta function. The continuity
equation results in a divergence-free constraint on the velocity field:

∇ · u= 0. (3.3)

We describe the location and motion of the interface separating the two immiscible
fluids by a level set approach, defining the level set scalar G to be zero at the location
of the interface and a signed distance function away from the interface. This results
in the level set advection equation

∂G
∂t
+ u · ∇G= 0. (3.4)

We assume the density and viscosity to be constant in each fluid, hence their local
values can be calculated as a function of the level set scalar using

ρ(x)=H(G)ρ1 + [1−H(G)]ρ2;
µ(x)=H(G)µ1 + [1−H(G)]µ2,

}
(3.5)

where the indices 1 and 2 denote values in the two fluids and H is the Heaviside
function. The interface normal and curvature are calculated from the level set scalar
using

n= ∇G
|∇G| , κ =∇ · n. (3.6a,b)

3.2. Numerical methods
The governing equations summarized in the previous section are solved using the
flow solver NGA (Desjardins et al. 2008), coupled to the level set based interface
solver LIT (Herrmann 2008). The flow solver uses a single fluid, fractional step,
second-order finite volume formulation on a staggered mesh. The pressure is a
Lagrange multiplier and is calculated from a Poisson equation with the subsequent
projection step of the predicted velocities enforcing the divergence-free constraint
(3.3); see Herrmann (2008). The control volume density and viscosity are calculated
from a control volume volume fraction ψcv,

ρcv =ψcvρ1 + (1−ψcv)ρ2;
µcv =ψcvµ1 + (1−ψcv)µ2,

}
(3.7)

where

ψcv = 1
Vcv

∫
Vcv

H(G)dV (3.8)

is integrated over the flow solver control volume Vcv.
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The level set solver solves all level set related equations on an overset, equidistant
Cartesian mesh using a dual-narrow band approach for efficiency (Herrmann 2008).
Thus, the integral for the flow solver volume fraction in the above equation is
evaluated using the level set grid data as

1
Vcv

∫
Vcv

H(G)dV =

∑
iG

Vcv,iGψiG∑
iG

Vcv,iG

, (3.9)

where ψiG is evaluated using the analytical volume fraction formula developed by
Van der Pijl et al. (2005), and Vcv,iG is the intersection volume between the flow solver
control volume and the level set grid cell iG.

The surface tension term in the Navier–Stokes equations, required at the cell faces f ,
is calculated using the continuum surface force approach (Brackbill, Kothe & Zemach
1992) as

(Tσ )f = σκf (∇ψcv)f . (3.10)

Here the gradient of the volume fraction is evaluated using simple central
differences to the cell faces, and the cell face curvature is determined by an arithmetic
average over control volumes sharing the face and that contain part of the immiscible
interface, i.e. have volume fractions larger than zero and smaller than one. The control
volume curvature is calculated using the level set grid solution as

κcv =

∑
iG

Vcv,iGδiGκiG∑
iG

Vcv,iGδiG

, (3.11)

where δiG is one if the level set grid cell iG contains part of the immiscible interface
and zero otherwise, and the level set grid curvature, κiG is calculated with second-
order central differences, using an interface projected approach, to obtain second-order
accurate curvatures of the immiscible interface itself (Herrmann 2008).

In LIT, the level set advection equation and the reinitialization partial differential
equation to maintain G as a signed distance function (Sussman, Smereka & Osher
1994; Peng et al. 1999) are solved using a fifth-order WENO scheme (Jiang & Peng
2000) combined with a third-order Runge–Kutta TVD method (Shu 1988). Further
details concerning the numerical methods used, as well as verification test cases and
applications demonstrating the performance of the method can be found in Herrmann
(2008, 2010).

It should be pointed out that although our approach conserves mass, momentum,
and kinetic energy discretely within each fluid, overall conservation depends on the
accuracy of the level set interface capturing method. Pure level set methods, as
used here, are not discretely volume/mass conserving, thus any error in interface
position can translate into a local mass, momentum, and kinetic energy error. Thus,
these quantities are conserved only up to the error and order of the employed level
set advection/reinitialization scheme. However, after grid refinement, these errors
disappear making solution verification indispensable.
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3.3. Computational set-up
Simulations are performed in a box of aspect ratio four using a single wave of
wavelength λ= 1. The initial disturbance is accelerated by a top-hat acceleration pulse
of non-dimensional duration 1tg = 10−4 time units and non-dimensional acceleration
g = 104. Simulations have been performed to confirm that neither the choice of
computational domain size, nor the pulse duration for constant U = g1tg change the
reported results in a significant way. Thus our reported results are not influenced by
the choice of our regularization for (2.3).

Equidistant Cartesian meshes were used both for the flow solver and the level set
solver, using a twice finer mesh in each spatial direction for the level set solver as
compared to the flow solver.

As discussed in more detail in appendix A, solution verification for RMI in the
inviscid limit requires either decoupling of the mesh spacing from the resolved
wavelength, by explicit filtering with a constant filter size, or the introduction of
regularization to suppress the growth of higher wavenumbers initiated by numerical
errors. Here we will follow the latter approach, since regularization by physical
properties like viscosity or surface tension not only allows us to demonstrate
convergence of the numerical simulation to the theoretical prediction, but also enables
the study of how small values of viscosity and surface tension found in applications
can influence flow behaviour compared to the idealized conditions of the theory.

The following sections report simulation results for three different Atwood numbers,
A = 0.4, A = 0.55 and A = 0.9, for different initial disturbance amplitudes ε, for
viscosity, always set equal in the two fluids, i.e. µ1 = µ2 = µ, and/or for surface
tension, using flow solver grid resolutions of λ/1x = 512 (grid g512), and λ/1x =
1024 (grid g1024), with a twice finer level set mesh. Details of the actual simulation
parameters used are provided in the respective sections, together with the employed
flow solver mesh resolution in the captions of the respective figures.

4. Simulation results
4.1. Weakly nonlinear and intermediate time evolution

Figure 10 exhibits spike curvature evolution for three values of dimensionless
viscosity: µ= 1.0× 10−4, 0.4× 10−4 and 0.2× 10−4. While viscosity appears to have
only a minor impact on the initial evolution of the spike curvature (kAUt < 9), the
maximum curvature of the spike increases with increasing viscosity. This difference
persists and is amplified for intermediate times resulting in more curved spike
geometries for increasing viscosity at a given intermediate time. Comparing the
numerical results for reduction of viscosity towards the inviscid limit of the theory,
we see excellent convergence of the simulation to the theoretical results.

Figure 11 shows the bubble curvature evolution for viscosities of µ= 10−4 and µ=
0.4×10−4 compared to the nonlinear theoretical analysis. Both simulation results show
virtually identical behaviour for larger times, within the range of solutions predicted
by the theory. At early times, both simulation results track the theoretical predictions
well, while at intermediate times between 5 and 20 the lower viscosity simulation
seems to follow the theoretical prediction marginally better. Overall, viscosity seems
to have a significantly smaller impact on bubble curvature than on spike curvature.
Virtually no difference can be discerned between the two viscosity cases for kAUt>25.
The simulated normalized curvature appears to saturate at 1/(kRb) ≈ 0.4, a larger
value than 1/3 predicted by all versions of the Layzer model for RMI; cf. Mikaelian
(1998), Zhang (1998) and Goncharov (2002). The theory developed by Abarzhi (2002),
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FIGURE 10. The impact of viscosity on the evolution of the spike curvature for Atwood
number A = 0.55, initial amplitude ε = 0.1, λ/1x = 512, µ = 10−4 (dotted black line),
µ= 0.4× 10−4 (dashed black line), and µ= 0.2× 10−4 (solid black line), in comparison
with weakly nonlinear theoretical analysis (grey lines).
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FIGURE 11. The impact of viscosity on the evolution of the bubble curvature for Atwood
number A= 0.55, initial amplitude ε= 0.1, λ/1x= 512, µ= 10−4 (dotted black line), µ=
0.4× 10−4 (dashed black line), in comparison with weakly nonlinear theoretical analysis
(grey lines).

Abarzhi et al. (2003) and Abarzhi (2008) for RMI in the late-time, strongly nonlinear
limit of t→∞, kη→∞, predicts asymptotic flattening of the bubble tip, 1/(kRb)→ 0,
which has been confirmed in numerical simulations by Herrmann et al. (2008). This
asymptotic regime has not been reached here.

Figure 12 shows the average perturbation amplitude kη = 1
2 k(ηb − ηs) for the

same conditions as in figures 10 and 11. Here and below, some of the grey curves
representing successive Padé approximants might not be visible in the figures if the
lines are superimposed due to convergence. Increasing viscosity results in a reduction
in the amplitude at a given instance in time but, on reducing viscosity, we see good
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FIGURE 12. The impact of viscosity on the evolution of average amplitude for Atwood
number A = 0.55, initial amplitude ε = 0.1, λ/1x = 512, µ = 10−4 (dotted black line),
µ = 0.4 × 10−4 (dashed black line), and µ = 0.2 × 10−4 (solid black line), compared to
nonlinear theory predictions: Padé approximants P6

6 (solid grey line), P8
8 (dashed grey line),

and P10
10 (dotted grey line).

agreement between simulation and theory over the whole range of convergence, up
to kη∼ 1.5.

4.2. Spike acceleration
To study the difference in acceleration behaviour predicted by the nonlinear theory
for different Atwood numbers and initial disturbance amplitudes, three different cases
were simulated; see figure 5. Case (a) is identical to the Atwood number A = 0.55,
initial amplitude ε = 0.1 discussed in the previous section, whereas case (b) uses an
Atwood number of A=0.9 with initial amplitude ε=0.1. For both cases, the nonlinear
theory predicts spike acceleration. Case (c) uses an Atwood number of A= 0.4 with
initial amplitude ε = 0.5. For this case, the nonlinear theory predicts no acceleration
of the spike, whereas the approximate formula (36) of Dimonte & Ramaprabhu (2010)
does predict initial spike acceleration.

Figure 13 shows a comparison of the simulation results for case (a), for ever
smaller viscosities, compared to the nonlinear theory. All simulations show an initial
acceleration of the spike, followed by a deceleration. Increasing viscosity results in
a reduction of the initial acceleration. Thus it is conceivable that adding sufficient
viscosity might be used to suppress the initial acceleration.

Reducing the viscosity from 0.4× 10−4 to 0.05× 10−4 clearly results in simulation
results that approach the theoretically predicted spike velocity behaviour. It was
found, however, that at the chosen flow solver mesh resolution of λ/1x = 1024,
in order to suppress the growth of higher wavenumber disturbances at viscosities
of µ = 0.1 × 10−4 and below, the addition of a small amount of surface tension,
σ = 10−6 to regularize the solution further is necessary.

The symbols in figure 13 mark the time and spike velocity at the start of spike
deceleration. Increasing viscosity results in an earlier start of deceleration. Reducing
viscosity systematically to approach the inviscid limit of the theory, the simulation
results clearly approach the time and spike velocity value kAUts= 4.5 given by (2.41)
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FIGURE 13. The impact of viscosity and surface tension on spike velocity vs. time for
A = 0.55, ε = 0.1, λ/1x = 1024 and µ = 0.4 × 10−4 (black dotted line), µ = 0.2 × 10−4

(black dashed line), µ = 0.1 × 10−4 and σ = 10−6 (black dash/dotted line), µ = 0.05 ×
10−4 and σ = 10−6 (black solid line), compared to nonlinear theory predictions: Padé
approximants P6

6 (grey solid line) and P8
8 (grey dashed line). The symbols mark the start

of spike deceleration.
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FIGURE 14. The impact of viscosity and surface tension on the evolution of average
amplitude for A = 0.55, ε = 0.1, λ/1x = 1024, µ = 0.4 × 10−4 (black dotted line),
µ= 0.2× 10−4 (black dashed line), µ= 0.1× 10−4 and σ = 10−6 (black dash/dotted line),
µ= 0.05× 10−4 and σ = 10−6 (black solid line), compared to nonlinear theory predictions:
Padé approximants P6

6 (grey solid line), P8
8 (grey dashed line), and P10

10 (grey dotted line).

(which for a small ε = 0.1 is a good approximation of the exact prediction of the
nonlinear theory). The residual discrepancy between the predicted peak velocity of the
spike and its numerical estimate is due to the difference between the theoretical and
numerical velocity profiles. The former exhibits a sharp peak at the tip of the spike
shown in figure 8, whereas in the latter the velocity peak is inevitably smoothed; see
§ 4.3 for details.

Figure 14 shows the time history of the average perturbation amplitude kη, as in
figure 12, for the conditions and time range of figure 13 (this is, of course, a zoomed
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FIGURE 15. Spike velocity vs. time for A = 0.9, ε = 0.1, λ/1x = 512, µ = 0.2 × 10−4

(black dashed line), compared to nonlinear theory predictions: Padé approximants P6
6 (grey

solid line), P8
8 (grey dashed line), and P10

10 (grey dotted line). The symbols mark the start
of spike deceleration.

fragment of figure 12). In this time range we see excellent agreement between theory
and simulation and good convergence of the simulation results to the theory prediction
with decreasing viscosity. Only the largest value of viscosity, µ= 0.4× 10−4, exhibits
any appreciable reduction in the amplitude at later times, indicating that amplitude is
relatively insensitive to low viscosity.

Figure 15 shows the spike velocity as a function of time for case (b) simulated
using a viscosity of µ= 0.2× 10−4. The symbols mark the spike velocity and moment
in time for the onset of spike deceleration which, according to theory, is slightly
later than the value kAUts = 8 predicted by (2.41). Excellent agreement between the
simulation result and the theoretical prediction is achieved. Figure 16 presents the
time history of the average amplitude kη for the same case. Here again we see good
agreement between simulation and theory, although the influence of viscosity on the
amplitude appears to be larger in this case than in case (a); compare figure 14.

Finally, figure 17 shows the spike velocity as a function of time for case (c)
simulated using the same viscosity of µ= 0.2× 10−4 used in case (b). As predicted
by the present nonlinear theory, and contrary to the prediction of the approximate
formula of Dimonte & Ramaprabhu (2010), the simulation results show no evidence
for acceleration of the spike. Figure 18 shows the time history of the average
amplitude kη for the same case. The agreement between simulation and theory is still
good, even though the coefficients of the Taylor series (2.24) are known here with
much lower accuracy compared to figures 10–16; see § 2.3.

4.3. Velocity field
Figure 19 compares the simulated vertical velocity profiles at bubble location x = 0
with the theoretical profiles for the conditions of figure 7(b) at kAUt= 2, 4, 6 and 8.
The theoretical profiles from figure 7(b) are shown here as solid grey lines. Simulation
results are presented for the smallest value of viscosity µ = 0.05 × 10−4. We see
very good agreement everywhere except in the vicinity of the bubble tip, where the
discontinuity in ∂uy/∂y predicted by theory is smoothed by dissipation caused by the
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FIGURE 16. The evolution of average amplitude for A = 0.9, ε = 0.1, λ/1x = 512,
µ = 0.2 × 10−4 (black dashed line), compared to nonlinear theory predictions: Padé
approximants P6

6 (grey solid line), P8
8 (grey dashed line), and P10

10 (grey dotted line).
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FIGURE 17. Spike velocity vs. time for A = 0.4, ε = 0.5, λ/1x = 512, µ = 0.2 × 10−4

(black dashed line), compared to nonlinear theory predictions: Padé approximants P6
6 (grey

solid line), P8
8 (grey dashed line), and P10

10 (grey dotted line). No acceleration of the spike
has been predicted or can be observed.

introduction of viscosity. The simulation is seen to capture the early-time growth of
velocity of the heavy fluid for a given y in the vicinity of the initial bubble position
y= ηb discussed in § 2.6.

Figure 20 demonstrates the impact of viscosity on the velocity profile plotted in
figure 19 for kAUt= 8. For larger values of the viscosity, the peak in vertical velocity
is more pronounced and shifts further into the light fluid, resulting in a noticeable
different vertical velocity in the lower fluid close to the interface. This difference
decays with increasing distance from the interface and is almost entirely gone at a
distance of roughly ky = 3 from the interface. The simulated profiles however do
converge to the theoretical prediction of figure 6(b) as the viscosity is reduced from
µ= 0.2× 10−4 to µ= 0.05× 10−4. Strikingly, the vertical velocity in the heavy fluid
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FIGURE 18. The evolution of average amplitude for A = 0.4, ε = 0.5, λ/1x = 512,
µ = 0.2 × 10−4 (black dashed line), compared to nonlinear theory predictions: Padé
approximants P6

6 (grey solid line), P8
8 (grey dashed line), and P10

10 (grey dotted line).
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FIGURE 19. Vertical velocity at bubble position at kAUt = 2, 4, 6 and 8 (from left to
right) for A= 0.55, ε = 0.1, λ/1x= 1024, µ= 0.05× 10−4, σ = 10−6 (black solid lines),
compared to nonlinear theory predictions (grey solid lines).

is significantly less sensitive to variations in viscosity, to the effect that the velocity
there agrees with the inviscid prediction of the theory for all analysed values of the
viscosity.

Figure 21 shows the vertical velocity profiles obtained for the same conditions as in
figure 7(b) at kAUt= 5, 10, 15, 20 and 25, for the smallest value of the viscosity µ=
0.05× 10−4, i.e. the case that most closely resembles theory. There are no theoretical
results to compare with the profiles plotted for kAUt = 10 and later times. Still, it
is interesting to check if the trends noticed at early times in § 2.6 still hold. Indeed,
we see that the velocity of the heavy fluid keeps decreasing for a given y, the trend
noticeable in figure 7(b), and still peaks at the bubble tip. For a given y close to
the bubble tip, the velocity of the light fluid decreases with time, as in figure 7(b),
whereas far from the tip it increases. As a result of this evolution the peak of the
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FIGURE 20. The impact of viscosity and surface tension on the vertical velocity at the
bubble position at kAUt = 8 for A = 0.55, ε = 0.1, λ/1x = 1024, µ = 0.4 × 10−4 (black
dotted line), µ = 0.2 × 10−4 (black dashed line), µ = 0.1 × 10−4 and σ = 10−6 (black
dash/dotted line), µ= 0.05× 10−4 and σ = 10−6 (black solid line), compared to nonlinear
theory prediction (grey solid line).
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FIGURE 21. Vertical velocity at bubble position at kAUt= 5, 10, 15, 20 and 25 (from top
to bottom) for A= 0.55, ε= 0.1, λ/1x= 1024, µ= 0.05× 10−4 and σ = 10−6.

light fluid velocity shifts from the tip of the bubble, as in figure 7(b), into the bulk
of the light fluid. At kAUt= 20 the peak is flat and still adjacent to the tip, whereas
at a later time, at kAUt = 25, the peak becomes sharper and definitely distinct from
the tip. The derivative ∂uy/∂y in the light fluid changes sign and becomes negative in
the vicinity of the bubble tip.

Figure 22 demonstrates the impact of viscosity on the velocity profile plotted in
figure 21 for kAUt= 25. As was observed at kAUt= 8 in figure 20, even at this later
stage, viscosity has a negligible impact on the heavy fluid vertical velocity and only
a small impact on the vertical velocity in the light fluid when moving sufficiently
far away from the interface. However, for smaller distances to the interface in the
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FIGURE 22. The impact of viscosity and surface tension on the vertical velocity at bubble
position at kAUt = 25 for A= 0.55, ε = 0.1, λ/1x= 1024, µ= 0.4× 10−4 (black dotted
line), µ= 0.2× 10−4 (black dashed line), µ= 0.1× 10−4 and σ = 10−6 (black dash/dotted
line), µ= 0.05× 10−4 and σ = 10−6 (black solid line).
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FIGURE 23. Vertical velocity at spike position at kAUt= 1, 2, 3, 4 and 5 (from right to
left) for A= 0.55, ε = 0.1, λ/1x = 1024, µ= 0.05× 10−4, σ = 10−6 (black solid lines),
compared to nonlinear theory predictions (grey solid lines).

light fluid, viscosity has a significant impact. The generation of a distinct second
peak in vertical velocity away from the interface can be suppressed with sufficiently
large viscosities. However figure 22 demonstrates how the velocity profiles converge
to the profile shown in figure 23 as the viscosity is reduced from µ= 0.2× 10−4 to
0.05× 10−4 to approach the inviscid limit.

Figure 23 compares the simulated vertical velocity profiles at spike location kx=π
with the theoretical profiles for the conditions of figure 8(b) at kAUt = 1, 2, 3, 4,
and 5. Once again, the theoretical profiles from figure 8(b) are shown as solid grey
lines, and simulation results are presented for the smallest value of the viscosity
µ= 0.05× 10−4. Compared to the bubble location, the spike location velocity profiles
appear to be significantly less sensitive to small amounts of viscosity (see figure 24).
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FIGURE 24. The impact of viscosity and surface tension on the vertical velocity at spike
position at kAUt=5 for A=0.55, ε=0.1, λ/1x=1024, µ=0.4×10−4 (black dotted line),
µ= 0.2× 10−4 (black dashed line), µ= 0.1× 10−4 and σ = 10−6 (black dash/dotted line),
µ= 0.05× 10−4 and σ = 10−6 (black solid line), compared to nonlinear theory prediction
(grey solid line).

In fact agreement with the inviscid theory is excellent, except for the vicinity of the
spike tip, where the sharp velocity peaks of figure 8(b) are smoothed by dissipation
due to viscosity. This effect is more clearly shown in figure 26, showing the velocity
profile for kAUt = 5 and increasing values of viscosity. Only in the direct vicinity
of the interface is the sharp peak of the inviscid solution smoothed by viscous
forces, but only a short distance away this effect becomes negligible for the vertical
velocity. Analysing the limit of vanishing viscosity to approach the inviscid limit of
the theory, the simulation results appear to converge well to the theoretical prediction
of figure 8(b).

Figure 25 shows the profiles of vertical velocity for spike location kx=π at kAUt=
5, 10, 15, 20 and 25. There are no theoretical results to compare with the profiles
plotted for kAUt= 10 and later times. Still, the trends discussed in § 2.6 are seen to
hold. For a given y, the velocity of the light fluid is seen to increase until the tip of
the spike passes this location and the velocity of the heavy fluid starts to decrease, as
in figure 8. As a result, the velocity of the light fluid always peaks at the tip of the
spike. The peak of the heavy fluid velocity coincides with the tip of the spike at early
time and then shifts into the bulk of the heavy fluid after kAUt= 10. The derivative
∂uy/∂y in the heavy fluid changes sign and becomes negative in the vicinity of the
spike tip. Comparing figures 21 and 25, we can conclude that the velocity profiles of
the light and heavy fluids evolve in a qualitatively similar way at bubble and spike
positions, respectively.

Figure 26 analyses the impact of viscosity on the spike position vertical velocity
profiles. While the peak of the heavy fluid velocity decreases slightly with increasing
viscosity, the changes caused by viscosity are only minor compared to the influence
of viscosity on the bubble position vertical velocity profile; compare figure 22.

Figure 27 compares the simulated profiles of horizontal velocity halfway between
bubble and spike positions, at kx=π/2, with the theoretical profiles for the conditions
of figure 9(b) at kAUt= 2, 4, 6, and 8 (from top to bottom at y> 0). The theoretical
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FIGURE 25. Vertical velocity at spike position at kAUt= 5, 10, 15, 20 and 25 (from top
to bottom) for A= 0.55, ε= 0.1, λ/1x= 1024, µ= 0.05× 10−4 and σ = 10−6.
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FIGURE 26. The impact of viscosity and surface tension on the vertical velocity at spike
position at kAUt = 25 for A= 0.55, ε = 0.1, λ/1x= 1024, µ= 0.4× 10−4 (black dotted
line), µ= 0.2× 10−4 (black dashed line), µ= 0.1× 10−4 and σ = 10−6 (black dash/dotted
line), µ= 0.05× 10−4 and σ = 10−6 (black solid line).

profiles from figure 9(b) are shown here as solid grey lines, and simulation results
are presented for the smallest value of the viscosity µ = 0.05 × 10−4. Note that
at the material interface, the theoretical solution is itself discontinuous, not just its
derivative, as in figures 19 and 23. Agreement between simulation and theory is
excellent everywhere, except in the immediate vicinity of the interface, where the
discontinuities present both in the horizontal velocity and in its vertical derivative
have been smoothed due to viscosity. The impact of viscosity on the horizontal
velocity profile is further demonstrated in figure 28 for kAUt = 8. The simulated
profiles are seen to converge to the one shown in figure 27 and are very close to the
theoretical prediction of figure 9(b) as the viscosity is reduced from µ= 0.2× 10−4

to 0.05 × 10−4. Viscosity appears to have a negligible impact on the heavy fluid
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FIGURE 27. Horizontal velocity halfway between bubble and spike positions, at kx=π/2,
at kAUt= 2, 4, 6, and 8 (from top to bottom at y> 0) for A= 0.55, ε= 0.1, λ/1x= 1024,
µ = 0.05 × 10−4, σ = 10−6 (black solid lines), compared to nonlinear theory predictions
(grey solid lines).
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FIGURE 28. The impact of viscosity and surface tension on the horizontal velocity
halfway between bubble and spike positions, at kx=π/2, at kAUt=8 for A=0.55, ε=0.1,
λ/1x = 1024, µ = 0.4 × 10−4 (black dotted line), µ = 0.2 × 10−4 (black dashed line),
µ = 0.1 × 10−4 and σ = 10−6 (black dash/dotted line), µ = 0.05 × 10−4 and σ = 10−6

(black solid line), compared to nonlinear theory prediction (grey solid line).

horizontal velocity, except right at the interface, where the discontinuity in velocity
is smoothed by viscous forces. However, the horizontal velocity in the light fluid
is strongly impacted by viscosity, generating a pronounced maximum away from
the interface with increasing viscosity. However, as observed before, some distance
away from the interface the changes induced by viscous forces are negligible and the
viscous solutions approach the inviscid theoretical predictions.

Finally, figure 29 shows the profiles of horizontal velocity at the same location for
later time kAUt = 5, 10, 15, 20 and 25. A peak of horizontal velocity of the light
fluid is observed to develop by kAUt= 25 at about the same vertical position ky=−1
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FIGURE 29. Horizontal velocity halfway between bubble and spike positions, at kx=π/2,
at kAUt = 5, 10, 15, 20 and 25 (from top to bottom at y > 0) for A = 0.55, ε = 0.1,
λ/1x= 1024, µ= 0.05× 10−4 and σ = 10−6.

where the peaks of vertical velocity of the light fluid at the bubble position (figure 21)
and of the heavy fluid at the spike position (figure 23) are seen.

5. Conclusion
We conducted a study of 2D incompressible RMI at weakly and moderately

nonlinear stages of its evolution by doing numerical simulations and systematically
comparing them to the theoretical analysis. Our theory, based on high-order
perturbation expansion, has been demonstrated to converge, providing accurate
predictions for amplitudes, velocities and curvatures of bubbles and spikes, up to
the moderately nonlinear stage of the RMI development, when the average amplitude
kη∼ 1–1.5. In particular, the theory accurately delineates the parameter ranges in the
plane (ε, A) that correspond to the presence or absence of early-time acceleration
of the spike and the bubble, which cannot be done with heuristic phenomenological
models. For the situation when the spike or the bubble initially accelerates, we
derived an accurate approximate formula (2.41) predicting the instant of time when
the acceleration stops and the deceleration begins.

We have confirmed the predictions made by the theory using numerical simulations.
Although we found that simulations require the introduction of regularization in
the form of viscosity, by systematically reducing viscosity one can recover the
theoretically predicted results of the inviscid limit. Our analysis thus provides reliable
quantitative verification benchmarks for the early and intermediate time evolution of
RMI.

The current theory assumes inviscid fluids, as in fact do most of the theories of RMI
evolution. In applications for real fluids, this is an idealization and we thus studied the
impact of non-zero viscosity on the evolution of RMI using numerical simulations. We
found that amplitude, initial spike acceleration or deceleration, bubble curvature, heavy
fluid spike and bubble position vertical velocity profiles, light fluid spike position
vertical velocity profiles, and heavy fluid midpoint horizontal velocity profiles are only
weakly impacted by viscosity, so our theory will give predictions for these quantities
that are directly applicable to most real world applications. However, spike curvature,
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maximum spike velocity, near interface light fluid bubble position vertical velocity
profiles, and light fluid midpoint horizontal velocity profiles do depend on viscosity of
the fluids and therefore the theoretical predictions of our model have to be considered
carefully in real world applications of viscous fluids.

An important result of our study is the velocity flow field. Our analysis provides
reliable quantitative verification benchmarks for the early and intermediate time
evolution of RMI. In the past it was argued that, on the one hand, rigorous
benchmarks are impossible to develop for RMI, since the weakly nonlinear analysis
diverges for any time and at any value of the initial amplitude. On the other
hand, it was presumed that the basic physics of RMI can be fully described by
phenomenological models with adjustable parameters. Even the most elaborate such
models sometimes yield wrong predictions, as in our example of early-time spike
acceleration.

It is clear from the mathematical analysis (Wu 1999), weakly nonlinear theories
(Velikovich & Dimonte 1996; Berning & Rubenchik 1998; Holmes et al. 1999)
and our present results that, while the circle of convergence of the weakly nonlinear
expansion series in the complex time plane is indeed finite, the series generate analytic
functions of complex time and perturbation amplitude (2.7), which in many cases can
be analytically continued beyond their respective circles of convergence with the use
of Padé approximation or other techniques. For these cases the theory successfully
describes weakly nonlinear development for a finite time after the instability starts to
grow. The flow complexity at the later time is reflected in the increasingly complex
geometry of the Riemann surfaces defined by those functions far from the origin
t = 0. At this stage simple tools of analytic continuation no longer work, and the
theory lacks the mathematical technique necessary to extend the exact analysis to
later times. The characteristic time scale for divergence of the series is most likely
associated with the process of ‘mushrooming’ of the spike, after which the Eulerian
single-valued description of the perturbed interface as y= η(x, t) is no longer possible.

Although the detailed study of highly nonlinear incompressible RMI is beyond the
scope of the present paper, our theoretical and numerical results clearly indicate that
a reliable description of RMI requires a solution of a boundary value problem. Our
numerical simulations clearly demonstrate that careful control of regularization and
grid refinement are key to finding accurate numerical solutions, achieving convergence
of these solutions, and obtaining excellent quantitative agreement with the perturbation
theory.
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Appendix. Solution verification
Figure 30 shows a mesh refinement study of the evolution of the velocity and

curvature of the spike and bubble and its comparison with the weakly nonlinear
theory for the case of A = 0.55 and initial amplitude ε = 0.1. Four different flow
solver mesh resolutions, λ/1x = 32, 64, 128, and 256, each run with a twice
finer level set mesh, are compared to theoretical predictions. Since the theoretical
analysis is conducted in the inviscid limit, the simulations are performed with zero
viscosity and zero surface tension. While the numerical results of the velocity and,
especially, the bubble velocity seem to suggest that grid convergence to theoretically
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FIGURE 30. Grid refinement study for inviscid, immiscible fluids at λ/1x = 32 (dotted
black line), λ/1x = 64 (dashed black line), λ/1x = 128 (dot-dashed black line) and
λ/1x= 256 (solid black line) in comparison to the weakly nonlinear theoretical analysis
(grey lines) for Atwood number A= 0.55 and initial amplitude ε= 0.1. (a) Spike velocity;
(b) bubble velocity; (c) spike curvature; (d) bubble curvature.

predicted velocities is possible, the results for the curvature clearly indicate that no
grid convergence for the solution is obtained. The reason is that the simulations
are performed without any viscosity and surface tension for two immiscible fluids,
thus no regularization is introduced other than dissipative errors of the employed
numerical schemes. Since refining the mesh resolves higher and higher wavenumbers
in the simulation, and since, according to the theory, these waves have faster and
faster growth rates, any numerical error, induced either by finite precision round-off
or the truncation errors of finite-order numerical methods, provides sufficient initial
amplitudes for those higher wave numbers to result in large enough later time
amplitudes to pollute the solution. This is clearly evident in figure 31, which shows
the immiscible interface shape for a flow solver mesh with λ/1x= 256 and a twice
finer level set mesh. While the theoretical analysis does include the growth of higher
wavenumbers, their amplitude is initially set to zero in the theory and thus only
emerge gradually, as a result of nonlinear interaction between lower-order modes.

The conundrum that mesh refinement is required for solution verification in order
to reduce numerical error, while at the same time enables the ever-faster growth
of the smallest resolved wavelengths, can likely be addressed only in two ways:
either by explicitly filtering the interface, thereby decoupling the mesh spacing from
the resolved wavelength, or by introducing a physical regularization by viscosity or
surface tension. Here, we will follow the latter approach. Thus the limit of these
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(a) (b)

(c) (d)

Time: 0.0 Time: 2.0

Time: 4.0 Time: 6.0

FIGURE 31. The evolution of the interface separating inviscid, immiscible fluids with no
surface tension and Atwood number A= 0.55, initial amplitude ε= 0.1, flow solver mesh
resolution λ/1x = 256, for a single mode initial perturbation at dimensionless time (a)
kAUt= 0, (b) 6.9, (c) 13.8 and (d) 20.7.
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FIGURE 32. The evolution of average amplitude for Atwood number A = 0.55, initial
amplitude ε= 0.1, flow solver mesh resolution λ/1x= 256 (thin black lines) and λ/1x=
512 (thick black lines), with µ = 10−4 (dotted black lines) and µ = 0.4 × 10−4 (dashed
black lines).

regularizations going to zero has to be studied, in addition to the necessary solution
verification by mesh refinement. The resulting decoupling of physical regularization
(viscosity, surface tension) from numerical regularization (dissipative errors) is key to
obtaining verifiable results.

Figure 32 shows the evolution of the average amplitude for two different values of
the dimensionless viscosity µ= 1.0× 10−4, 0.4× 10−4 and two different flow solver
grid resolutions λ/1x = 256 and 512, each with a twice finer level set mesh. As
shown, the two grid resolutions are indistinguishable indicating good grid convergence
even for the coarser mesh of λ/1x = 256. However, amplitude is not as sensitive
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FIGURE 33. The evolution of the spike curvature for Atwood number A = 0.55, initial
amplitude ε= 0.1, flow solver mesh resolution λ/1x= 256 (thin black lines) and λ/1x=
512 (thick black lines), with µ = 10−4 (dotted black lines) and µ = 0.4 × 10−4 (dashed
black lines), in comparison with weakly nonlinear theoretical analysis (grey lines).

an indicator for grid independence as spike curvature, as figure 33 demonstrates.
Reducing the viscosity requires increasingly finer meshes to obtain grid-independent
results. For instance, for a viscosity of µ = 1.0 × 10−4, a grid resolution of 256
and 512 mesh points per initial wavelength provide results in excellent agreement
with each other, whereas the agreement at µ = 0.4 × 10−4, while still good, is not
of the same high quality. It is interesting to note that grid dependency is prominent
only in the vicinity of maximum spike curvature and, for longer times, agreement
between different mesh resolutions becomes excellent again, even for µ= 0.4× 10−4,
explaining why the amplitude results showed good grid convergence throughout.

To ensure results are not unduly influenced by finite mesh resolution, the majority of
simulation results reported in this paper are obtained using a flow solver mesh spacing
of λ/1x = 1024. However in cases where regularization by viscosity is sufficiently
large, using a flow solver mesh of λ/1x= 512 provided sufficiently accurate results
and was therefore employed.
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