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Controlled ionization-induced injection by tailoring the
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Abstract. Ionization-induced injection into a laser-driven wakefield is studied using
21

2
D OSIRIS simulations. A laser propagates into a gas mixture of 99.5% helium

and 0.5% nitrogen with gas density of each rising linearly from 0 to a peak, after
which these remain constant. Simulations show that the process can be controlled by
varying the scale length of an up-ramp, the laser intensity, and the maximum plasma
density. The injection process is controlled by the bubble radius decreasing as laser
propagates up the density gradient and laser self-focusing in the flat-top region. A
beam with a central energy of 350 MeV and an energy spread (FWHM) of 1.62%
was obtained for an up-ramp length of 135 µm, a normalized vector potential of 2,
and a density of 7 × 1018 cm−3 (assuming a 0.8 µm wavelength laser).

1. Introduction

Particle accelerators are powerful tools used by physicists
to answer the most basic questions about the nature
of the universe. Accelerators not only bring us new
knowledge about our universe but also provide excellent
tools for industrial, medical, and other applications. Ac-
celerators based on conventional radio-frequency (RF)
technologies are expensive and require long accelerating
structures, which can be as long as tens of kilometres
to produce high energy particles. The main limitation
of the RF-based accelerator is the maximum achievable
acceleration gradient, which is limited by the material
breakdowns to a few tens of mega electron volts (MeV)
per meter. The recent progresses in the laser wake-
field acceleration (LWFA) scheme make it a promising
technology for the next generation accelerators based
on the state-of-the-art compact laser technologies. In
LWFA, acceleration gradients up to hundreds of GeV
per meter (Tajima and Dawson 1979) are achievable,
enabling much more compact and low-cost, high-energy
accelerators. Until recently, the limitation of a LWFA-
produced electron beam was its large energy spread
(Malka et al. 2002). However, a breakthrough in this
field was reported in 2004, when three experimental
groups simultaneously reported monoenergetic beam
generation from LWFA (Faure et al. 2004; Geddes
et al. 2004; Mangles et al. 2004) with energy spread

of the order of 10%, and another group published 3D
simulation results for related laser parameters (Tsung
et al. 2004). However, the 10% level of beam energy
spread is still far from satisfactory for many applications
such as free electron lasers (FEL).

One of the most important issues in LWFA is how
to inject electrons into the laser wakefield. Injection
means placing electrons into the focusing and accelerat-
ing phase with proper velocity so that they can be ac-
celerated up to dephasing distances (Esarey et al. 2009).
Thus, the injection mechanism is critical and determines
the energy spread and emittance of electron beam. Some
known injection mechanisms are self-injection (Faure
et al. 2004; Geddes et al. 2004; Mangles et al. 2004),
density ramping injection (Geddes et al. 2008), density
transition injection (Schmid et al. 2010), injection by
colliding lasers (Faure et al. 2006), ionization injection
by colliding lasers (Chen et al. 2006), and ionization-
induced injection (Oz et al. 2007; Clayton et al. 2010;
McGuffey et al. 2010; Pak et al. 2010) (we use ionization
injection to abbreviate ionization-induced injection in
the following). The idea of ionization injection is to
utilize the ionization threshold of the inner shell of some
specific heavy elements to control the initial position
of the injected electrons. Electron beams produced by
ionization injection are considered to have low emit-
tances but large energy spreads (Pak et al. 2010). Later,
the injector-accelerator LWFA scheme was proposed to
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avoid continuous injection in the ionization injection
scheme (Liu et al. 2011; Pollock et al. 2011). In this
scheme, the injector is filled with a helium–nitrogen
mixed gas where ionization injection takes place, and
the accelerator contains a pure helium gas to provide
acceleration without injection.

Here we carefully study the injector–accelerator LWFA
scheme by simulation and propose a properly tailored
density profile of the gas target in order to produce
high-quality electron beams with small energy spread
down to 1–2% in FWHM. Two-dimensional (2 1

2
D)

particle-in-cell (PIC) simulations using the code OSIRIS
(Fonseca et al. 2002) show that the injector-accelerator
LWFA scheme exhibits an excellent performance once
the parameters, such as the plasma density, the nitrogen
concentration, the density up-ramp length, and the laser
intensity and power are optimized. The density up-
ramp length of the gas target in the injector is found
to be critical to the beam monochromatism due to
the ‘bubble shrinking’(or accordion) effect (Katsouleas
1986). In addition, the self-focusing of the laser is found
to clamp the injection in the injector flat top region. The
highest quality electron beam produced by this scheme
in our simulations is 350.3MeV in energy, ∆E/E =
1.62% in energy spread (FWHM), and 210mm · mrad
in normalized emittance.

2. General ideas of ionization-induced
injection

Studies on laser wakefield show that a laser pulse can
excite bubble-like plasma wake (Pukhov and Meyer-ter
Vehn 2002; Lu et al. 2006a,b, 2007) with a phase velocity
close to the group velocity of the laser in plasma if the
pulse duration is about the plasma wave period and the
laser intensity is highly relativistic, i.e. the normalized
vector potential a0 = 0.85(Iλ2

0/1018[W · cm−2µm2])1/2 >

1, where I is the laser peak intensity and λ0 is the laser
wavelength. With such relativistic laser intensity, the
plasma electrons are pushed outward while the ions still
remain stationary because of their much higher mass.
Consequently, a bare ion column is created to provide
electrons with focusing and acceleration forces owing to
the nonlinear plasma wakefield, which is referred to as
plasma waves in the bubble regime. In this regime, self-
injection of background plasma electrons occurs, which
can produce quasi-monoenergetic electron beams (Faure
et al. 2004; Geddes et al. 2004; Mangles et al. 2004;
Tsung et al. 2004). The production of mono-energetic
electron beams can occur from a variety of mechanisms,
including phase space rotation (Pukhov and Meyer-ter
Vehn 2002; Tsung et al. 2004; Lu et al. 2007), clamping
due to beam loading, and the evolution of the bubble
(Lu et al. 2007). One of the drawbacks of this scheme
is that the electrons that are trapped in the back of
the bubble have large transverse momentum (Lu et al.
2007).

A recent idea that might lead to lower emittance
beams is ionization injection. Electrons ionized inside
the wake (near the null of the Ez-field) are easier to
trap. Ionization injection occurs when a gas with a
large difference of ionization potential between the outer
shell and inner shell electrons, such as nitrogen, is used.
For nitrogen, two K-shell electrons are ionized by the
optical field ionization close to the barrier suppression
ionization threshold intensity, IBS � 1019 W/cm2 (the
ionization potential of 552 eV to produce N6+ and
the ionization potential of 667 eV to produce N7+),
whereas L-shell electrons are ionized below the intensity
of IBS < 1017 W/cm2 (the ionization potential is 98 eV to
produce N5+) and can be considered pre-ionized by the
leading front of the laser pulse before bubble formation.
Hence, the inner shell electrons are ionized only near
the peak intensity of the laser pulse, which is located
near the bubble center on the propagating axis, where
the wake potential is at the maximum (the electric field
is at a null), and the expelling ponderomotive force
of the laser pulse is at the minimum. Therefore, the
emittance can be limited to the residual momentum
and the initial radius of the electrons from the ioniz-
ation process itself (McGuffey et al. 2010; Pak et al.
2010).

In our 2D PIC simulations, we use 41fs (FWHM),
800 nm laser pulse with a waist of 9 µm, and a fo-
cus at the entrance of the helium–nitrogen mixed gas
(the beginning of the up-ramp). The gas density has a
trapezoidal profile with the up-ramp length L1 = 200 µm
and the flat top semi-infinite, as shown schematically
in Fig. 1(a). We scan other parameters, i.e. nitrogen
concentration c%, electron density ne, and the amplitude
of the laser-normalized vector potential a0 at the focus
in order to find a correlation of beam quality with these
parameters. In each case, the simulation runs until the
dephasing length, and the beam quality is measured at
the position where the beam has the minimum energy
spread (i.e. L4 in Fig. 1(a) is optimized).

Simulations show that the proper electron density ne
should be between 0.004 nc and 0.008 nc (in Gaussian-cgs
units, nc = meω

2
0/4πe

2, where ω0 is the laser frequency
times 2π, e is the unit charge, and me is the electron mass.
So nc = 1.7449 × 1021 cm−3 for λ0 = 0.8 µm, where λ0 is
the laser wavelength) and a0 at focus should be between
1.5 and 3.0. If ne were smaller than 0.004 nc, there would
not be self-focusing (Sun et al. 1987; Mori 1997) and
the laser was quickly dissipated by diffraction. If ne were
larger than 0.008 nc, the bubble size would be smaller
than the laser spot size leading to an ill-formed bubble. If
a0 is lower than 1.5, we observe no K-shell ionization for
nitrogen atoms and consequently no ionization injection
occurs. Further, if a0 is larger than 3.0, self-injection can
occur and K-shell ionization would be too far forward
in the wake. It should be mentioned that although a0 =
1.5 is lower than the ionization threshold of nitrogen
atoms, self-focusing increases a0 to values larger than
this threshold. The nitrogen concentration was chosen
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Figure 1. (Color online) Schematic electron density profile for
(a) the single-stage, and (b) two-stage acceleration. The lines
show the electron density profile. The laser incident from the
left. In case (a), the target is helium–nitrogen mixed gas with a
density up-ramp length L1, and the nitrogen gas concentration
is c%. In case (b), the first stage has a density up-ramp of
length L1 and a flat-top of length L2. The density transition
between the two stages has a length of L3. L4 is optimized
so that the beam energy spread evolves to its minimum. The
nitrogen gas concentration in the first stage is c%. The electron
densities of the two stages are the same. Since a nitrogen
molecule provides 14 electrons and a helium atom provides
only 2, the gas pressure in the first stage is a bit smaller than
that in the second stage.

to be lower than 10% so that the pre-plasma defocusing
effect is reduced (Pak et al. 2010).

Figure 2 shows a typical picture of ionization injection.
The nitrogen gas concentration is 0.5% in this case, and
the total electron density is 0.004 nc (i.e. 7 × 1018 cm−3).
The normalized laser peak amplitude a0 = 2.0, which
corresponds to a laser intensity of 8.6×1018 W/cm2 and
a laser power of 10.9 TW with r0 = 9 µm according
to P (GW) � 21.5(a0r0/λ)

2 (Esarey et al. 2009, p. 1231).
Figures 2(e) and (f) show the density of the electrons
ionized from helium and nitrogen, respectively, at T =
16500 simulation unit (i.e. the propagating distance is
2101 µm). We can see the injected electrons gathering in
the center of the bubble in Fig. 2(f), while the bubble
in Fig. 2(e) is empty. This means that the nitrogen
gas exclusively contributes to the injected electrons.

Consequently, the injection mechanism here is solely
due to ionization injection.

After propagating a distance, Ld = (ne/nc)
−3/2λ0,

where λ0 is the laser wavelength, the accelerated particles,
initially in the phase of the negative axial electric field
or the accelerating phase, phase slip by π and enter the
phase of the positive axial electric field or the deceler-
ating phase. This phenomenon is called dephasing and
Ld is the dephasing length (Lu et al. 2007; Esarey et al.
2009). This effect arises because the accelerated particles
quickly have velocities larger than the phase velocity of
the wake. So the dephasing length is estimated to be
3162 µm in case n = 0.004 nc. However, we found in the
simulation that the dephasing length is largely reduced
to 2101 µm because of a ‘laser splitting’ effect. The front
of a laser photon decelerates to lower frequency (longer
wavelength), which falls behind and enters the rear of
the bubble (Mori 1997). In Fig. 2(h), we can see that
the laser pulse splits into two end-to-end pulses after
propagating 2101 µm and the axial E1 field phase slips
backward largely (Fig. 2(g)), which leads to an earlier
dephasing. The ‘laser splitting’ effect largely reduces the
acceleration distance and thus the accelerated electron
energy. The electron energy spectrum at the reduced
dephasing length is shown in Fig. 3(a), in which we can
see that the maximum γ is 670 (i.e. energy 342MeV).
This beam has 14.5 pC, estimated by assuming the
spot size in the translational invariant direction as same
as in the other direction, with the mean energy of
170MeV and the energy spread of 68% in FWHM.

3. Two-stage acceleration and plasma
density-profile tailoring

3.1. Physical modeling

Ionization injection can produce a continuously injected
electron bunch, which is harmful to beam monochro-
maticity. The question is: can we control ionization
injection so that only a short electron bunch is injected
and accelerated to high energy so that monoenergetic
beam is produced?

One idea is to use a two-stage gas target. Another idea
investigated here is to tailor the density profile. In our
simulations, we use a two-stage gas target and tailor the
gas density profile of the first stage. However, we find
in many cases that the second stage is not needed. The
gas density profile in our simulation is as follows. The
first stage is a helium–nitrogen mixed gas with nitrogen
concentration of around 0.5%, while the second stage is
pure helium as shown in Fig. 1(b). The density transition
between vacuum and the first stage, and between the
first and second stages is assumed to be linear ramps
with the length L1 and L3, respectively. The length of
the density flat-top in the first stage (L2) is 1000 µm
scale. The length of the second stage is assumed to be
infinitely long so that we can measure beam quality at
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Figure 2. (Color online) The laser wakefield and bubble structure at two different time steps. Figures (a)–(d) are that at time 1500
(propagating distance 191 µm) and (e)–(h) are that at time 16 500 (propagating distance 2101 µm). (a) and (e) are the density maps
of electrons that are ionized from the helium gas, and show no injection, while (b) and (f) represent those ionized from the nitrogen
gas, and apparently show electrons injected in the bubble center. These injected electrons are ionized from the K-shell of nitrogen
atoms. (c) and (g) show the corresponding axial longitudinal electric field E1, and (d) and (h) are the axial laser electric field E3.
The charge densities are normalized to enc, where e is the unit charge and the critical plasma density nc = 1.7449 × 1021 cm−3 in
this case. The electric fields are normalized to the reference laser electric field E0 = meω0c/e = 4.02 × 1012 V/m.

an optimized position (i.e. at a position where the beam
evolves to the minimum energy spread). We neglect the
influence of the exit of the gas target. The electron
densities of both stages are 0.004 nc (i.e. 7 × 1018 cm−3).
The laser is S-polarized, and is 800 nm in wavelength.
The profile is assumed to be Gaussian spatially, and
sine-square temporally. The laser beam waist is ∼9 µm
and pulse duration is ∼41 fs in FWHM. The normalized

vector potential a0 is fixed to 2.0, which corresponds to
a moderate laser intensity of 10.9TW.

3.2. Parameter scanning to minimize the energy spread

The simulation results indicate that the length of the
electron density up-ramp of the first stage (L1) is critical
to beam monochromaticity. The nitrogen concentration
in the first stage is also important. The length of the
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Figure 3. (Color online) Electron beam energy spectra
correspond to (a) single-stage with same parameters as in
Figs. 2(e)–(h), (b) two-stage with L1 = 135 µm in Fig. 4, and
(c) L2 = 400 µm in Fig. 5. There is no peak in the range
around γ = 600–700 in (a) because the gas density profile
is not properly tailored. In (b) there is a peak with energy
spread of 1.62% near γ = 700 and other relatively low peaks
with larger energy spread and charge. In order to remove the
low energy peaks in (b), we adjust L2 to 400 µm so that only
a single peak is obtained in (c). The acceleration distances
(L4) for above spectra are (a) 2100 µm, (b) 2037 µm and (c)
1337 µm.

density flat-top in the first stage (L2) has minor im-
portance. All these parameters are schematically shown
in Fig. 1(b). In each simulation, L4 is optimized so
that the beam evolves to its minimum energy
spread.
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Figure 4. (Color online) The energy spread (the diamonds)
and the charge (the triangles) of the most energetic spectral
peaks vs. L1 with the density profile shown schematically in
Fig. 1(b), where L2 = 1000 µm, L3 = 100 µm and c% = 0.5%
in these cases. All the data are collected with the optimized
acceleration distance L4, which varies from 1100 to 1200 µm
in different cases. The red diamonds show a minimum energy
spread at L1 = 135 µm, of which energy spectrum is shown in
Fig. 3(b). For L1 larger than 175 µm, the charge of the most
energetic beam is too low that we can hardly see a peak in the
spectrum, and consequently the energy spread goes very large.

3.2.1. Varying L1 while keeping L2 and c% constant. Let
L2 = 1000 µm and c% = 0.5%, while L1 ranges from
60 to 175 µm. Figure 4 shows the beam charge and
energy spread versus L1. We can see that the minimum
energy spread is 1.62% in FWHM at L1 = 135 µm,
the corresponding spectrum is shown in Fig. 3(b). For
L1 larger than 175 µm, the charge of the monoenergetic
bunch drops down and the energy spread goes up swiftly
so that the monoenergetic peak is hardly seen in the
spectrum (Fig. 3(a) is just an example for L1 = 200 µm).
We call this phenomenon the ‘up-ramping improvement’
in the ionization injection mechanism, which will be
discussed in detail in Sec. 4.

3.2.2. Varying L2 while keeping L1 and c% constant. Let
L1 = 135 µm and c% = 0.5%, while L2 ranges from 0
to 2000 µm. Figure 5 shows the beam charge and energy
spread versus L2, where the minimum energy spread
1.62% in FWHM is found at L2 = 1000 µm (spectrum
shown in Fig. 3(b)).

Figure 5 plots the energy spread as a function of
the length of the density flat top of the injector. The
latter has some minor influence on the accelerated beam
energy spread. Relatively longer L2 is beneficial to min-
imize the energy spread. Simulations show higher energy
at the optimized L4 if L2 is relatively longer. But there
is saturation at L2 > 1000 µm because of the dephas-
ing effect introduced in Sec. 2. At L2 � 1000 µm, the
optimized L4 is very close to the dephasing length of
2101 µm.

3.2.3. Varying c% while keeping L1 and L2 constant. Let
L1 = 135 µm and L2 = 1000 µm, while the c% ranges
from 0.1 to 1.0%. Figure 6 shows the beam charge
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and the charge (the triangles) of the most energetic spectral
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in these cases. All the data are collected with the acceleration
distance L4 optimized, and L4 varies from 1200 to 2100 µm in
different cases. The energy spectrum at L2 = 400 µm is shown
in Fig. 3(c).
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Figure 6. (Color online) The energy spread (the red diamond)
and the charge (the blue triangle) of the most energetic
peak in the spectrum vs. the nitrogen concentration c% with
the density profile shown schematically in Fig. 1(b), where
L1 = 135 µm, L2 = 1000 µm and L3 = 100 µm in these cases.
All the data are collected with the acceleration distance L4

optimized, and L4 varies from 1200 to 2300 µm in different
cases.

and energy spread versus c% and we can see that
the minimum energy spread is 1.62% in FWHM at
c% = 0.5% (spectrum shown in Fig. 3(b)). This result
may be natural because we have already optimized L1

and L2 with fixed c%. We expect different optimized L1

and L2 for different c% in the later extensions of this
work.

4. Discussion and conclusion
Section 3.2.1 indicates that the electron density up-
ramp length in a region for which ionization injection
can occur has an important impact on the electron
beam energy spread. Detailed analysis shows that low
energy-spread electron beams are injected at the end

of the up-ramping. Figure 7(b) is a particle tracking of
300 random samples in the minimum energy spread
case (i.e. L1 = 135 µm, L2 = 1000 µm, and c% =
0.5%). Energy evolutions of three groups of electrons are
marked by three different colors. The red tracks show
the energy evolution of electrons that are injected at the
density profile turning point (i.e. the interface between
the density up-ramping and the flat-top), which finally
go to the highest energies and form a monoenergetic
peak in the spectrum with small energy spread (the
most energetic peak is in Fig. 3(b)). The green tracks
show those electrons that have moderate energy, where
only a small amount of electrons are contained. The blue
tracks show the electrons that are injected deep inside
the helium–nitrogen mixed region, which form a large
population. In previous studies (Clayton et al. 2010;
McGuffey et al. 2010; Pak et al. 2010), the main attention
was paid on ionization injection from the mixed homo-
geneous gas density region, where the trapped electrons
had trajectories similar to those of blue tracks and
formed electron beams with a large energy spread. Thus,
the present study suggests new possibilities to optimize
the density profile to increase the energy gain and
minimize the energy spread. In particular, by properly
choosing L1 in the inhomogeneous region, one may
observe electron beams with 1% energy spread in future
experiments.

The physics of the new injection mechanism can
be explained as follows. Since the size of laser-driven
bubble is inversely proportional to the plasma density
(Lu et al. 2007), the bubble shrinks quickly at the time
the laser enters the gas until it reaches the density flat-top
(Fig. 7(a)). So once a nitrogen K-shell electron is ionized
at the density up-ramping and is going to be trapped at
the end of the bubble, the bubble size is reduced because
the laser is going forward to a higher density region,
and the electron runs out of the bubble and the trapping
phase, i.e. the local phase velocity of the bubble may be
controlled by the accordion effect (Katsouleas 1986)
and be made larger than c. This situation happens all
along the plasma density up-ramping except at the place
near the density-profile turning point, where the bubble-
shrinking terminates. This controls the injection starting
point. The injection positions of these electrons are very
close to each other, thus very small energy spread bunch
is produced. Electrons injected deep inside the helium–
nitrogen mixed gas (blue tracks) cannot catch up with
those injected much earlier (red tracks). A small number
of electrons shown by green lines are also injected close
to the density profile turning point but do not go to
the highest energy. It may be because of the random
injection process. It is striking that there is an injection-
free region corresponding to the propagating distance
of 300–650 µm in Fig. 7(b). This injection-free region
corresponds to the laser self-focusing region, as indicated
by the evolution of the axial laser amplitude a0 plotted
in Fig. 8. Because of laser self-focusing, a0 exceeds 3.0 in
this region. The ionization injection may be occurring
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Figure 7. (Color online) Particle-tracking for cases (a) and (b): L2 = 1000 µm in Fig. 5 (spectrum in Fig. 3(b)), and (c): L2 = 400 µm
in Fig. 5 (spectrum in Fig. 3(c)). The black dash lines represent the gas density profile turning point, and the thick solid blue
and dot dash lines in (b) and (c) schematically show the gas density profile (the same as shown in Fig. 1(b)). The red thin lines
show the tracks of electrons that reach the highest energies, while the green and blue lines show the tracks of electrons that gain
moderate and the lowest energies, respectively. (a) shows the bubble shrinking phenomenon when passing through the density
profile turning point. Comparing (c) with (b), we know that the low energy peak in Fig. 3(b), which corresponds to the blue thin
lines in (b), is eliminated by changing L2 from 1000 µm to 400 µm. This is simply because the injection of the low energy peak
starts at 650 µm due to laser self-focusing (Fig. 8).

further forward in the bubble where the wake potential
is low. In addition, if enough charge is trapped near the
turning point, the beam loading reduces the wakefield,
thereby clamps injection.

We note that the density gradient effect described
here is different from the previously proposed density
ramping injection in the self-injection scheme, where
electron injection occurs at the density down-ramping
and the wake bubble expands so that electrons on the
tail of the bubble enter the bubble naturally (Geddes
et al. 2008). Meanwhile, the density up-ramping injection
happens in the ionization injection scheme only because
the electrons are injected from the front in this scheme,
and the bubble shrinking prevents injection until near
the turning point.

The energy spectrum shows two main peaks for the
minimum energy spread case (L1 = 135 µm, L2 =
1000 µm, and c% = 0.5%, Fig. 3(b)). The most energetic
peak has a small energy spread, while the second peak

has an energy spread larger than 10%. In order to
remove the second peak, we choose another set of
parameters, L1 = 135 µm, L2 = 400 µm, and c% = 0.5%,
and the electron-tracking and the spectrum are shown
in Figs. 7(c) and 3(c), respectively. One finds that a
smaller L2 can reduce the ionization injection process
and remove the second peak. However, the energy spread
is a bit larger as shown in Fig. 5.

To summarize, we have shown that the density up-
ramping can control the ionization injection position
and the energy spread. It is found that by properly
choosing the density up-ramping length (shorter than
175 µm), the final energy spread goes down to 1–2%
in FWHM. This phenomenon is distinct from ioniz-
ation injection in mixed homogeneous gas. The up-
ramping improvement only happens in ionization in-
jection. In future, we plan on optimizing this process,
better understanding the role of the laser focus and 3D
effects.
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Figure 8. (Color online) Laser amplitude a0 evolution
corresponds to L1 = 135 µm. The other parameters, L2 and
c%, do not have visible influence on laser evolution. The red
double arrow shows that the injection-free region corresponds
to propagating distance of 300 to 650 µm in Fig. 7(b). The
initial laser amplitude is 2.0, while a0 exceeds 3.0 at distance
from 300 to 650 µm. This larger a0 is harmful to ionization
injection, thus an injection-free region is created. After 650 µm,
a0 goes lower than 3.0, and ionization injection happens again.
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