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Abstract

The potential relationship between service demands and remanufacturing services (RMS) is
essential to make the decision of a RMS plan accurately and improve the efficiency and ben-
efit. In the traditional association rule mining methods, a large number of candidate sets affect
the mining efficiency, and the results are not easy for customers to understand. Therefore, a
mining method based on binary particle swarm optimization ant colony algorithm to discover
service demands and remanufacture services association rules is proposed. This method pre-
processes the RMS records, converts them into a binary matrix, and uses the improved ant
colony algorithm to mine the maximum frequent itemset. Because the particle swarm algo-
rithm determines the initial pheromone concentration of the ant colony, it avoids the blind-
ness of the ant colony, effectively enhances the searchability of the algorithm, and makes
association rule mining faster and more accurate. Finally, a set of historical RMS record
data of straightening machine is used to test the validity and feasibility of this method by
extracting valid association rules to guide the design of RMS scheme for straightening
machine parts.

Introduction

With the transformation of manufacturing as a service, the open manufacturing mode gradu-
ally dominates (Kusiak, 2020). Remanufacturing (Lund, 1984) is an extension of manufactur-
ing (Kerin and Pham, 2019), and the integration of remanufacturing and service systems as an
improved product is increasingly recommended (Fadeyi et al., 2017). Therefore, based on
information technology and cloud manufacturing technology (Xu et al., 2016), a web model
for remanufacturing and services, remanufacturing services (RMS) (Wang et al., 2016), has
been established. In the RMS, the information flow among the demanders, manufacturers,
and integrators is particularly complicated due to the uncertainty of recycling, demand, and
price (Wei and Tang, 2015). The data flow between these domains constitutes a multi-
dimensional complex data network, as shown in Figure 1.

After a long process of service interaction, a large amount of data circulated in these vast
data networks has also accumulated into various types of databases. How to exploit the poten-
tial value of these data and provide a sustainable scientific basis for promoting the develop-
ment of remanufacturing in different industries has become a hot research topic (Feng
et al., 2016; D’Adamo and Rosa, 2016; Kohtamäki et al., 2020). As a result, intelligent data
analysis methods have been developed to replace the massive manual data statistics ( Wang
et al., 2019a , 2019b; Wan et al., 2020), through these methods, potential and available knowl-
edge can be mined from the enormous data accumulated in the database (Meng et al., 2020).
For instance, there are potential associations between service demands and RMS in the inter-
active data between customers and RMS providers, as shown in Figure 1. It can help designers
quickly develop RMS schemes to meet service demands and effectively improve the efficiency
and benefit of RMS.

However, due to the high uncertainty of various data in RMS, it is difficult for traditional
methods to obtain information effectively, which makes it difficult for such research to be car-
ried out in the field of remanufacturing (Wang et al., 2020). Therefore, this paper proposes a
mining method based on Binary Particle Swarm Optimization Ant Colony Algorithm
(BPSO-ACO) to discover service demands and RMS association rules. Quantitative frequent
itemsets are mined from the processed binary database using the particle swarm algorithm
as the initial pheromone concentration of the ant colony. The problem of association rule
mining is transformed into an ant colony optimization solved by an ant colony algorithm.
Optimizing the ant colony algorithm not only could avoid the blindness of the colony but
also enhance the searchability of the algorithm effectively. The association rule mining is
more efficient and accurate, which can better assist designers in formulating RMS schemes
and reduce the pressure of front-end configuration.
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The rest of this article is organized as follows: Section Related
works mainly makes a brief introduction to the mining methods
of association rules and their application in the manufacturing
industry. Section Research methods establishes the association
rule mining model based on the research background of this
paper and proposes the BPSO-ACO algorithm to solve it.
Section Case study is based on the record of typical equipment
straightener RMS in iron and steel production enterprises. Its his-
torical RMS data are analyzed, and experiments verify the effec-
tiveness of the algorithm. Section Conclusion and future work
summarizes the main contributions of this article and prospects
for future research.

Related works

Application of association rule mining in manufacturing

In recent years, data mining technology has been successfully
applied in the manufacturing industry, especially association
rule mining has played a good role in quality management,
product design, and process control (Kang et al., 2019).
Mohamed Kashkoush et al. establishes a new knowledge discov-
ery model based on historical manufacturing data to extract use-
ful associations between manufacturing and design domains
(ElMaraghy and Kashkoush, 2015; Mohamed Kashkoush and
Hoda ElMaraghy, 2017). The data mining method proposed
by Kou (2019) discovers hidden relationships between manufac-
turing system capabilities and product characteristics from his-
torical data. It is used to predict the capacity demands of
various machines for new products with different characteristics.
Zhang et al. (2019) explores the potential positive and negative
association rules between product modules and service modules
to effectively help designers translate product modules and their
corresponding service modules into the schema design of a

product service system. Van Nguyen et al. (2020) presents an
understandable data mining method that uses advanced
machine learning technology to solve complex, non-linear
demand forecasting problems for re-engineering products. It
can predict product demand with high accuracy. Shen et al.
(2015) uses a combination of local clustering neural networks
and rule mining algorithms to extract rule knowledge from his-
torical data.

Association rule mining method

There are many ways to mine frequent rules and patterns from
databases, and the existing methods can be divided into two
main categories: the exhaustive method and the heuristic method
(Ghafari and Tjortjis, 2019). The most common methods used in
the enumeration methods are the breadth-first Apriori algorithm
and depth-first FP-growth algorithm, which have greatly
improved the actual operation efficiency and data mining accu-
racy based on the original algorithm (Afuan et al., 2019; Yang
et al., 2019; Wang and Zheng, 2020). However, when searching
for large databases, the algorithm requires a large amount of
memory, which significantly increases the cost of searching.
Therefore, many scholars have explored the application of heuris-
tic algorithms in this field and have made rich achievements (del
Jesus et al., 2011). In particular, the improved heuristic algorithms
for genetic algorithm, particle swarm algorithm, ant colony algo-
rithm, and other heuristic methods (Al-Dharhani et al., 2014;
Prasanna and Ezhilmaran, 2016; Moslehi et al., 2020) all solve
the shortcomings of traditional algorithms in data mining and
have been well applied in the fields of education, medicine, ser-
vices (Wang et al., 2019b; Fang et al., 2020; Shazad et al.,
2020), which fully verifies the superiority of this heuristic method.
The principles and features of these algorithms are shown in
Table 1.

Fig. 1. Data flow for RMS process.
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Research methods

This section analyses the problem of developing a RMS plan
guided by service demands in the process of RMS. It establishes
association rules for the features extracted by the service demand
module and RMS module. Then, a rule model between mining
service demands and RMS is established and solved by a heuristic
intelligent optimization algorithm.

Service matching rules and their codes

In the database of history service records, each service record con-
tains multiple optional service demand module components and
RMS module components of the RMS platform. The complex ser-
vice demands proposed by the customer for the RMS platform
can be responded to by different types of composite service solu-
tions. The principle of which is shown in Figure 2.

In the process of rule mining, the first step is to extract the fea-
tures of complex transactions in service records and to character-
ize complex service demands and RMS, which can be defined as:

Definition 1 In the service demand domain, the service demand
module can be represented by the demand feature set SD = {SDcm|
c∈ (1, 2, …T ), m∈ (1, 2, …, n)}, where c is the transaction num-
ber of the service demand, and m is the transaction characteristic
attribute, for example: SD3 = {SD31, SD35, SD37} indicates that
in the third service demand, feature attribute 1, 3, and 7 are
optional. Therefore, the transaction vector of RMS demand can
be expressed as VSD = {SD1, SD2, · · · , SDT }.

Definition 2 Similar to the service demand module, the RMS
transaction feature dataset can be represented as SC = {SCvz|v∈
(1, 2, …, Q), z∈ (1, 2, …, g)}, where v is the number of RMS
transactions and z is the transaction feature attribute. Similarly,
the RMS transaction vector is VSC = {SC1, SC2, · · · , SCQ}.
Service demand transactions normally correspond to RMS trans-
actions one-to-one.

Definition 3 Based on the above description of RMS system, the
association rule mining data instances are uniformly expressed as
follows: V = [VSD, VSC] = {SDcm, SCvz}, as shown in Figure 3.
A service matching rule is described by a ΩSD→ΩSC. If the

attribute set in the resulting association rule is fixed, the associa-
tion rule induced by the service demand is called a service match-
ing rule. In order to evaluate the above coding rules, we choose
support and confidence to evaluate the importance and accuracy
of mining association rules (Cohen et al., 2001). Among them, the
support degree indicates the frequency of rule occurrence, and the
confidence degree indicates the degree of rule occurrence. It is
defined as follows:

Definition 4 The support degree refers to the ratio of a transac-
tion that contains a VSD <VSC in the transaction database to
the whole transaction Ω. As shown in Eq. (1).

SupVSD � VSC = SUP(VSD <VSC)
V

(1)

Definition 5 The confidence degree refers to the ratio of the
transactions in the transaction database that contain the
VSD <VSC to the transactions that contain the itemset ΩSD. As
shown in Eq. (2).

ConVSD � VSC = SUP(VSD <VSC)
SUP(VSD)

(2)

Based on the above evaluation criteria of association rules, the
minimum support degree and the minimum confidence degree
are specified as the threshold of filtering rules before the mining
process. Association rules with support and confidence less than
threshold will be deleted. However, it is very difficult to set the
threshold value of the association rules effectively, which needs
to be tested repeatedly in the background data of the correspond-
ing rules. According to the above description, this paper defines a
rule fitness function as shown in Eq. (3).

fit(VSD �VSC)=W1 · |VSD �VSC|+W2 · count(VSD �VSC)
min sup

(3)

In the equation, |ΩSD→ΩSC| is the dimension of the particle vec-
tor, that is, the number of items corresponding to the set of items;
count(ΩSD→ΩSC) represents the support count for the set; the

Table 1. Comparison of data mining algorithms

Classification Algorithm Principle Characteristic

Exhaustion
method

Apriori Generate association rules from frequent itemsets by
restricting candidate generation to discovery frequent
itemsets

Simple, understandable, low data requirements; heavy I/O
load, resulting in too many candidate sets

FP-growth Frequent itemset or frequent item pair found after
storing dataset in the structure of FP tree

The entire process scans the database only twice; memory
crashes can occur when processing large databases

Heuristic
methods

GA Based on bio-reproductive mechanisms,
chromosome selection, chromosome crossover,
chromosome variation

Easy to mix with other algorithms, showing iterative
advantages; inefficient operation

ABC A population optimization method based on bee life Simple, easy to achieve, fast convergence; easy to fall into
local optimization

PSO Simulating bird flight and feeding behavior Simple, easy to implement, good robustness, fast
convergence, easy to fall into local optimization

ACO Iterative simulation of feeding behavior of ants Strong overall control, basic parallelism, easy computer
implementation; large computational load, easy to fall into
local optimization
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parameters W1 and W2 are used to control how much these two
factors affect the fitness function, respectively.

Service matching rule mining algorithm

This section details the process of mining association rules using
BPSO-ACO algorithm. As shown in Figure 4, the complete algo-
rithm flow is mainly composed of three parts: First, the process of
data preprocessing for historical services; second, mining the larg-
est frequent itemset; third, strong association rules are generated
to obtain corresponding RMS combinations to meet service
demands. The association rule mining process mainly consists
of two steps: discovering frequent itemsets and making strong
association rules.

Data preprocessing
Mining potential association rules from accumulated historical
service records require traversing the transaction dataset.
However, existing natural language records make data traversal
more difficult. Therefore, the transaction data are converted to a
binary dataset according to Eq. (4), which is 1 when the item i
is included in transaction j, and 0 if it is not. The data preproces-
sing process is shown in Figure 5. The original data contains six
records, there are seven items in the transaction data, and the

corresponding transaction eigenvector length is 7. Taking N1 as
an example, the corresponding positions of P1，P3，P4，P6，
P7 are 1; P2，P5 are 0. By analogy, a binary matrix of 6 rows
and 7 columns is formed. Representing the data in this way can
improve the traversal speed of the database and facilitate the cal-
culation of support and confidence.

M(i, j) = 1, i [ j
0, i � j

{
(4)

Determination of initial concentration of pheromone based on
BPSO
Setting the initial pheromone concentration is the most critical
parameter for determining the performance impact of the ant col-
ony algorithm. To avoid blindness and improve the efficiency of
the algorithm, this paper uses the iterative process of the particle
swarm algorithm to get a certain set of frequent terms as the
initial pheromone concentration of the algorithm. The binary
matrix item set after data preprocessing is treated as a particle,
and the items represented by the particle must be frequent,
with the particle position set to a vector of 0-1.

Each particle in the particle swarm algorithm can remember
where it fits best from the initial moment to the current moment.
Therefore, by calculating the particle fitness function, the

Fig. 2. Association rule mining model for RMS
matching.

Fig. 3. Particle location coding.
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individual extreme xpbest and the global extreme xgbest of the par-
ticle can be updated, thus updating the particle position at time t
through Eqs (5) and (6).

vj(t + 1) =v · vj(t)+ k1 · r1[xjpbest(t)− xj(t)]

+ k2 · r2[xjgbest(t)− xj(t)]
(5)

xj(t + 1) = xj(t)+ vj(t + 1) (6)

In the equation, vj(t) and xj(t) are the velocities and locations
obtained after the first iteration of t for the first example of j. vj(t
+ 1) and xj(t + 1) are the speed and position of the next moment,
respectively; xjpbest(t) and xjgbest(t) are the individual optimal posi-
tions and global optimal positions of particle j at time t,

respectively. k1 and k2 are learning factors. r1 and r2 are random
numbers between (0,1); ω is an inertial weight and plays an
important role in balancing global and local search capabilities.
In order to improve the performance of the algorithm, a linear
reduction strategy of inertial weights is used, which enables the
algorithm to have a strong search ability at the beginning and
get relatively accurate results at the later stage. The adjusted iner-
tial weights are:

v = vmax − (vmax − vmin)t
Tmax

(7)

In the equation, ωmax and ωmin are the maximum and minimum
values of inertial weights; Tmax is the maximum number of itera-
tions of the algorithm.

Fig. 4. BPSO-ACO algorithm flow.

Fig. 5. Data preprocessing.
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However, the resulting position is not a 0–1 vector, so it needs
to be converted using Eq. (8).

l(t)j = 1, r3 , sig(l(t)j)
0, r3 ≥ sig(l(t)j)

{
(8)

In the equation, r3 is a random number evenly distributed among
(0,1); sig(lt) represents a probability function. In this paper, the |
sig(lt)| is used as the probability activation function. The purpose
is to ensure that the probability of position change is greater when
the absolute value of particle velocity is larger, and the position
does not change when the velocity approaches zero, so that it is
easier to approach the global optimal particle.

Mining maximum frequent itemsets based on ACO
After removing the initial pheromones of the ant colony algo-
rithm by the particle swarm algorithm, the maximum frequent
itemsets in the association rules can be mined by the improved
ant colony algorithm for RMS. Similar to the ant colony algo-
rithm’s process of finding the optimal path, tabu tables (Tabu)
and allowed tables (Allowed) are set to store data items.
Initially, ants are randomly placed in different data items as start-
ing points, and data items are added to the set fk where the
selected data items are stored to the tabu table. Then, the prob-
ability transfer function values of all the remaining optional
data items are calculated by Eq. (9) and the next item is selected
accordingly.

Pk
j (t) =

tj(t)
ahj(t)

b

∑
j tj(t)

ahj(t)
b
, j [ allowedk

0, j [ tabuk

⎧⎪⎨
⎪⎩ (9)

where τj(t) is the pheromone concentration at time t; hj(t) is a
heuristic function.

Select the data item corresponding to the maximum value of
Pk
j (t) to add fk to determine if fk is a frequent itemset. If the

local pheromone concentration is updated according to Eq. (10)
and added to the tabu table, delete it from the allowed table
and start the next search.

tij(t) = (1− 1) · tij(t)+ 1 · Dtij(t) (10)

Dtij(t) =
∑m
k=1

Dtij(t)
k (11)

Dtij(t)
k = Q, Point i, j in the fk set of ant k

0, Other

{
(12)

If fk is not a frequent itemset after joining, delete it from fk and
decide whether to continue the search based on Eq. (13).

stopk = 1, p . p0
0, Other

{
(13)

In the equation, p is the random number on [0,1]. p0 is a fixed
value between [0,1]. If stopk = 1, stop searching. If stopk = 0, the
item set is placed in the tabu table and deleted from the allowed
table, then the search continues. After all, ants have completed a

single traversal, record the maximum frequent itemset that they
traversed.

Before the start of the next iteration, according to the positive
feedback of the ant colony algorithm, after the ant colony finishes
a search, pheromone updates are made on the edges formed by
the most frequent item focus points in this iteration. The follow-
ing are the ways:

tij(t + 1) = (1− r) · tij(t)+ r · Dtij(t) (14)

Dtij(t) =
Q
Lbest

, If i, j is in a frequent itemset

0, other

⎧⎨
⎩ (15)

Rule filtering
Through the above algorithm, we can get a set of rules with high
fitness values but often contain similar rules. Therefore, this paper
adopts the concept of similarity to filter association rules effec-
tively. If the precursor and successor of one rule contain the pre-
cursor and successor of another association rule, there is a
similarity between the two rules, and the similarity between the
association rule ARi and ARj is:

fsim[i, j] =
S(ARi, ARj)

S(ARi)
(16)

In the equation, fsim[i, j] are the random numbers between (0,1).
When fsim[i, j] is close to 1, the association rule ARi has a strong
similarity with ARj; When fsim[i, j] approaches 0, the association
rule ARi has a weak similarity to ARj. If the similarity between
two rules is greater than the specified redundancy threshold,
that is, if fsim[i, j]≥maxfsim is satisfied, then the similarity rule
is called the similarity rule, and only the rules with better support
in both rules need to be retained.

Algorithm flow
The BPSO-ACO algorithm mainly consists of three parts: one is
the preprocessing process of RMS data; the other is mining the
largest frequent itemset; the third is generating strong association
rules. The entire algorithm flow is as follows.

Step1: Data preprocessing. According to the pattern of associa-
tion rule mining, the transaction dataset is transformed into
binary form to form a two-dimensional matrix data format.
Matrix rows represent data records and columns represent trans-
action attributes.

Step2: Determining the initial pheromone concentration. In
order to solve the mining blindness of the ant colony algorithm
alone and improve the efficiency of the algorithm, this paper
uses a particle swarm algorithm to find a certain number of fre-
quent itemsets to determine the initial pheromone concentration
of the ant colony algorithm.

Step3: Population initialization. At the initial moment, each
ant is randomly placed in a different data item as the starting
point, and the data item is added to the set where the existing
data item is saved.

Step4: Extracting the largest frequent itemset. Based on the
transfer probability function of all the remaining optional data
items, a search procedure is developed to complete traversal of
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all the populations and record the largest set of frequent items
found during this traversal.

Step5: Pheromone update. Before the start of the next iteration
search process, the edges composed of points in the optimal fre-
quent itemsets obtained from the last search are updated with
pheromones based on the positive feedback of the ant colony
algorithm.

Step6: Generating candidate association rules. Repeat step 4,
step 5 reaches the maximum number of iterations, outputs the
maximum frequent itemset, and obtains a set of corresponding
strong association rules.

Step7: After the candidate rules are generated, use the similar-
ity measure to compare the two rules and eliminate the poor
rules. Repeat this process to get the final result by pruning the
rule set.

Case study

In the process of steel production, the rolled steel cannot be
directly used in industrial production because of thermal expan-
sion and errors in rolling equipment, so it needs to be straigh-
tened. Straightener is the key equipment for metal shaping in
the steel production line. It can straighten metal bars, pipes,
and wires. However, in a harsh production environment, it is
straightforward to cause various kinds of damage to the equip-
ment. Timely low-cost and effective maintenance of equipment
has become a common demand of enterprises. The structural
complexity of hot rolling mills determines the diversity of their
remanufacturing process demands. This paper takes the RMS of
the hot rolling mill as an example, extracts the relationship
between service demands and RMS from the historical data of
RMS, and provides support for enterprises to obtain effective
RMSquickly.

Data collection and description

The schematic diagram of a typical straightener structural compo-
nent module and its corresponding conventional RMS processes
is shown in Figure 6. The encoding scheme proposed in this
paper encodes 11 typical hot rolling mill structural parts and 9
remanufacturing processes in historical service data. As shown
in Tables 2 and 3, some hot rolling mill remanufacturing transac-
tion records are selected to complete data coding and data
mining. Table 2 is the structural part of straightener remanufac-
turing demands as the lead of the association rules, and Table 3
is the RMS process as the follow-up of the rules. In the table, 1
indicates that the data record contains the transaction attribute,
and 0 indicates that it does not.

Results and discussion

For the above hot rolling mill parts and their historical RMS pro-
cess data encoding, the association rule mining method based on
BPSO-ACO rule mining algorithm is used for experimentation.
Associate the remanufacturing parts of a given hot rolling mill
with the remanufacturing process data. The mining result is
shown in Table 4, which contains the matrix of association
rules for all the associated rules. The cells highlighted in bold in
the table represent the relationship between the corresponding
remanufactured parts and the RMS process.

The information provided by the above association rule matrix
can also be expressed in another form, as shown in Table 5. A
total of seven interesting rules have been found that reveal the
relationship between hot rolling mill remanufacturing parts and
remanufacturing processes. The arrows in the table indicate the
matching RMS process methods, support represents the propor-
tion of transactions that contain the rule, and “netconf” represents
the proportion of transactions that contain the rule’s precursor

Fig. 6. Typical straightener structural parts and rema-
nufacturing process.

246 Wenbin Zhou et al.

https://doi.org/10.1017/S0890060420000396 Published online by Cambridge University Press

https://doi.org/10.1017/S0890060420000396


that also includes the rule’s successor. For example, rule 7 indi-
cates that the transactions of alignment process in the work roll
remanufacturing process account for 92.3% in the total records,
and the transactions of alignment process in the work roll rema-
nufacturing record account for 100%.

The above rules can give full play to their advantages of aux-
iliary design and guiding significance in practical production
and application. On the one hand, after obtaining the service

demand issued by customers, the service platform can quickly
design the service scheme under the guidance of the correspond-
ing rules and push the RMS provider with service capability to it.
Customers can choose the appropriate service provider based on
their own cost and quality demands. For example, when a cus-
tomer provides a RMS demand for the straightener’s intermediate
roller, the platform invokes relevant rules to assist the designer in
providing a service solution quickly. According to the analysis of

Table 2. Remanufactured parts of straightener

No.
Frame Roll system Auxiliary system

Pull
rod Column Crossbeam

Support
roll

Intermediate
roll

Work
roll

Cleaning
roller

Idler
roller

Screwdown
device

Angle
mechanism

Driving
device

1 0 0 1 1 0 1 0 1 1 0 1

2 1 0 0 1 0 0 0 1 0 1 0

3 1 0 1 0 1 0 1 1 1 0 1

4 0 0 1 0 0 0 0 0 1 0 1

5 0 0 1 1 0 1 1 0 0 0 1

6 1 1 0 0 1 0 0 1 1 0 1

⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞

Table 3. Historical RMS process

No. Straightening Surfacing
Laser
cladding

Surface
strengthening Redesign Turning Milling Grinding Testing

1 1 1 0 1 1 0 1 1 1

2 0 1 1 1 0 1 1 1 0

3 1 1 1 1 0 0 1 1 0

4 0 0 1 1 0 1 1 1 0

5 0 1 0 1 1 1 1 1 1

6 1 1 0 1 0 1 0 1 0

⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞ ⁞

Table 4. Association rule matrix

Frame Roll system Auxiliary system

Pull
rod Column Crossbeam

Support
roll

Intermediate
roll

Work
roll

Cleaning
roller

Idler
roller

Screwdown
device

Angle
mechanism

Driving
device

Straightening 1 0 1 1 1 1 0 0 0 0 0

Surfacing 1 0 1 0 0 0 1 0 1 1 0

Laser cladding 0 0 0 1 0 0 0 0 0 0 0

Surface
strengthe-ning

0 0 0 0 0 0 0 0 0 0 0

Redesign 1 0 1 0 1 0 1 0 0 0 0

Turning 0 0 0 1 0 0 1 0 0 0 1

Milling 0 0 0 0 0 0 0 0 0 0 0

Grinding 0 0 0 0 0 0 0 0 0 0 0

Testing 0 0 0 0 0 0 1 0 1 1 1
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historical data, the main remanufacturing processes of the inter-
mediate roll are straightening and turning, which are determined
by the failure mode of the intermediate roll, and the RMS provid-
ers with corresponding service capacity are matched accordingly.

On the other hand, this research also has some guiding signif-
icance for the service capability improvement of RMS providers.
Under the existing RMS mode, the service provider’s passive ser-
vice mode makes its rich remanufacturing functions not fully
developed. As a result, RMS providers can combine existing ser-
vice functions according to the rules, while producing more and

more sophisticated composite services to meet customers’ com-
plex service demands.

The influence of uncertain parameters α,β on mining rules
during algorithm execution is verified experimentally so that
they can have a positive impact on mining rules. Relatively
good combinations of parameters were extracted through repeated
experiments, as shown in Table 6. In the subsequent experimental
verification process, select the best set of parameters combination
α = 2, β = 1 for the experiment.

To measure the response of data mining results to service
demands, the experimental results were evaluated using extraction
degree (Luna et al., 2019). Among them, the degree of extraction
represents the proportion of all transactions that are supported by
rules that meet the set confidence threshold in all historical ser-
vice data. Define hit ratio as:

Rhit = nhit
ntotal

(17)

In the equation, ntotal represents all remanufacturing history ser-
vice data with data mining experiments; nhit represents the num-
ber of rules that meet the criteria.

Rule mining degree of Apriori algorithm and FP-Growth algo-
rithm used in traditional data mining, ant colony algorithm, and
improved algorithm under different levels of support are com-
pared through experiments, as shown in Figure 7. Compared

Table 5. Association rule extraction of remanufacturing data

Rule Precursor Successor Support netconf

1 Support roll → Straightening laser cladding turning 0.8 1

2 Pull rod crossbeam → Surfacing redesign 0.846 1

3 Crossbeam Idler roller → Straightening redesign 0.857 1

4 Intermediate roll → Straightening turning 0.909 1

5 Idler roller driving device → Turning testing 0.75 1

6 Idler roller screwdown device angle mechanism → Surfacing testing 1 1

7 Work roll → Straightening 0.923 1

Table 6. Parameter combination

α β Rule quality

2 2 0.692

2 1.5 0.707

2 1 0.719

1.5 2 0.671

1.5 1.5 0.677

1.5 1 0.706

1 2 0.682

1 1.5 0.709

1 1 0.712

Fig. 7. Rule quality comparison.
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with the traditional data mining algorithm, the improved intelli-
gent algorithm has been improved in the mining effect.

The experiment compares the average running time of tradi-
tional data mining algorithm and intelligent algorithm at different
levels of support, as shown in Figure 8. When the degree of sup-
port changes, the efficiency of the traditional algorithm will be
greatly affected, but the performance of the intelligent algorithm
is more stable. On the basis of the classical ant colony algorithm,
BPSO-ACO algorithm optimizes pheromone concentration by
particle swarm optimization algorithm and uses the ant colony
algorithm to mine the maximum frequent itemset, which
improves the operation effect.

Conclusion and future work

To solve the problem of extracting effective association rules in
RMS scheme matching, we proposed a combined heuristic rule
mining method based on BPSO-ACO and established the associa-
tion rule model of RMS schema matching. Firstly, the mining
problem of an association rule is transformed into a discrete par-
ticle optimization problem based on decimal encoding.
Afterwards, the ant position is updated using particle swarm opti-
mization and ant colony algorithm. By using rule similarity and
reducing redundancy rules in the evolution process, a set of effec-
tive and optimal association rules is obtained.

In the case study, this method is applied to the RMS scheme
design of steel production equipment, and assistant designers
can efficiently formulate service schemes to meet the service
demands. It can effectively obtain the association rules between
the service demand module and the RMS module. At the same
time, the weaknesses of the study are also found. Due to the
high uncertainty of RMS, complex association rules may have a
negative impact on the formulation of service schemes.
Therefore, it still needs to rely on the experience and technology
of designers for correction. In addition, the method presented in
this paper is difficult to combine the advantages of mining results
and execution efficiency in the context of scale data, so active data
filtering is needed to provide an application basis.

In the future, we will try more ways. Aiming to generate more
accurate rules to provide more alternatives for designers, we will
study the adaptation of RMS systems deeply. Achieve friendly

collaboration between data mining methods and designers and
give full play to the advantages of data mining methods.
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