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A NOTE ON MEASURING US TIME
SERIES VOLATILITY DURING THE
GREAT MODERATION

ISAIAH HULL
Research Division, Sveriges Riksbank

We identify volatility breaks in all testable series in the FRED database over the
1957–2013 period. This yields 17,681 breaks, which we categorize using text analysis.
We show that 70.5% of series categories experienced a decline in volatility over the
1985–1999 period, suggesting that the Great Moderation was far broader in scope than
the literature has documented. We also show that this decline reversed in 2000, leading to
a sharp increase in volatility for most time series categories; however, this did not fully
materialize in GDP volatility until the Great Recession. Finally, we identify labor
markets, demographics, finance, and government debt as potential drivers of
low-frequency shifts in volatility over the 1957–2013 period.
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1. INTRODUCTION

Kim and Nelson (1999), McConnell and Perez-Quiros (2000), and Blanchard and
Simon (2001) first document the post-1984 reduction in US GDP volatility, which
was later termed the “Great Moderation” by Stock and Watson (2002). Three
hypotheses were proposed for this decline: (1) better policy; (2) improved busi-
ness practices; and (3) smaller shocks.1 Additional work generalized this decline
to many macrovariables (Stock and Watson (2002), Sensier and van Dijk (2004))
and many countries (Blanchard and Simon (2001), Stock and Watson (2002)).

The 2007–2009 Great Recession, which was accompanied by an increase in the
volatility of GDP and its components, renewed interest in the Great Moderation.
Recent work explores whether the Great Moderation ended, when it ended, and
why it ended.2 While there is broad agreement that the Great Moderation paused
during the Great Recession, disagreement remains over whether it paused before
2007 and whether it resumed after 2009. Some (e.g. Clark (2009)) argue that
the economy’s default regime is characterized by modest volatility, occasionally
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interrupted by periods of high volatility, such as the Great Recession. Others
(e.g. Stock and Watson (2012)) extend this claim by arguing that the temporary
departure from the Great Moderation in 2007–2009 was brought on by the real-
ization of larger versions of the same types of shocks that were also present during
the Great Moderation. Still, others (e.g. Carvalho and Gabaix (2013)) argue that
a shift in GDP’s composition toward higher volatility sectors, such as finance,
reduced stability prior to the onset of the Great Recession. Relatedly, Grydaki
and Bezemer (2013) suggest that output volatility may have fallen during the
Great Moderation precisely because of a credit expansion that enabled spending
out of wealth. They also suggest that the same expansion may explain the increase
in volatility during the Great Recession.3

Most empirical work on the Great Moderation examines volatility breaks in
selected time series, such as GDP, GDP components, oil prices, and interest
rates. Some work also applies more systematic analysis to a larger number of
series (Stock and Watson (2002), Sensier and van Dijk (2004)). And Carvalho
and Gabaix (2013) examine the Great Moderation through a different lens by
constructing a measure of “fundamental volatility” with deep theoretical founda-
tions. This paper contributes to the literature by taking a different methodological
approach to testing for volatility breaks. Rather than examining only GDP compo-
nents or a selected set of time series with ex ante assumed relevance, we instead
start with the universe of aggregate US time series, drawn from the St. Louis
FRED’s database. We then apply selection criteria to identify a testable subset of
9,355 series, perform Bai and Perron (2003) break tests on their volatilities, and
then use text analysis to characterize the nature of the breaks.

Our primary measure of volatility is the proportion of error variance breaks
that occurred in a given period. We evaluate the validity of this approach by
reproducing the findings that established the Great Moderation literature. In par-
ticular, we show that the frequency of volatility breaks declines for GDP and
GDP component series during both the 1985–2013 and 1985–1999 periods, rela-
tive to the 1957–1983 period. This includes the most frequently tested series in the
Great Moderation literature:4 government spending, investment, inventories, and
durable goods. In addition to this, we reconstruct the measures of GDP volatility
introduced in Stock and Watson (2002), Davis and Kahn (2008), and Carvalho
and Gabaix (2013) and demonstrate consistency with the GDP volatility measure
produced in this paper. This suggests that our approach captures volatility breaks
well; and may reasonably be applied to describe the behavior of a much larger
range of series for which we have no direct comparison.

We next document structural change in the volatility of GDP and its com-
ponents over several subperiods of the Great Moderation. The decline in break
frequency is most pronounced during the 1985–1999 period, which we will
henceforth refer to as the “narrow” Great Moderation period. To the contrary, the
period that immediately follows (2000–2013) actually witnesses a mild, but statis-
tically insignificant increase in the intensity of GDP and GDP component breaks.
This, however, is primarily generated by an increase in break intensity during and
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after the Great Recession. The period between 2000 and 2006 also experiences a
decline in intensity relative to 1957–1983, but an increase relative to the narrow
Great Moderation period. This finding complements Carvalho and Gabaix (2013),
which suggests that the expansion of the financial sector began to push up funda-
mental volatility in 2000. Importantly, Carvalho and Gabaix (2013) assume fixed
within-sector volatility and demonstrate that the share of high-volatility sectors in
GDP grew; whereas, we show that within-sector volatility itself grew.

Next, we demonstrate that the Great Moderation was a more general phe-
nomenon than the literature has shown. We do this by dividing the set of
structural breaks into categories by title similarity. We show that 70.5% of series
categories experienced a decline in the intensity of structural change during
the 1985–1999 period. This, however, reverses during the 2000–2006 period,
immediately preceding the Great Recession. Here, the average series category
actually sees an increase in volatility, which intensifies further during the Great
Recession, leading to an increase in the frequency of structural breaks for 71%
of series categories between 2000 and 2013. The increase in volatility over the
2000–2006 period is slightly larger than the corresponding decline during the
narrow Great Moderation period. Furthermore, if we include the Great Recession
and post-Great Recession period, this flips the usual Great Moderation result: for
the average volatility series category, the intensity of structural change increases
slightly over the 1985–2013 period, relative to the 1957–1983 period. We also
show that breaks in the persistence of volatility tended to fall during the Great
Moderation and rise during the period that followed.

We add to our core findings by examining the z-scores of volatility changes in
the period immediately following each structural break. This allows us to identify
the direction of each break. We again divide the data into categories, but this time
use the FRED system to identify a smaller set of groups for the purpose of inter-
pretability. We find statistically significant declines in the intensity of breaks in
65% of series categories over the broad Great Moderation period. Furthermore,
we show that only two broad series categories experienced statistically significant
increases in volatility over the broad Great Moderation period: federal govern-
ment debt and finance companies. The significance and magnitude of these results
suggest that these series categories may have been the underlying drivers of the
broader increase in volatility that began in 2000 and spilled over into GDP in
2007; however, we refrain from making strong statements about causality, since
our analysis is restricted to the examination of univariate time series volatilities.

Moreover, we show that some of the largest declines in volatility come from
demographic and employment series categories. These changes persist even
during the Great Recession, which suggests that structural change in demograph-
ics and labor markets may be long-term sources of volatility reduction. This
complements the work by Jaimovich and Siu (2009), Lugaeur and Redmond
(2012), and Lugaeur (2012b), which finds that an increase in the volatile-age
share of the labor force partially explains the decline in output volatility during
the Great Moderation.5 Importantly, however, we do not repeat the empirical
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exercise performed in this literature—and, thus, are not subject to the criticism
in Everaert and Vierke (2016)—but instead demonstrate that there were broad,
sharp declines in volatility across demographic and labor market time series
between 1957 and 2013.

Finally, while we do not explicitly test the three proposed explanations for the
Great Moderation, our findings suggest that good luck (i.e. smaller shocks) in
the form of demographic change may have reduced volatility during the Great
Moderation. Furthermore, we do not find evidence for the traditional “good mon-
etary policy” story, but our results do suggest that fiscal and financial regulatory
policy may have contributed to the post-2000 volatility increase. We also show
that inventory series tended to experience volatility reductions during the Great
Moderation, which supports the improved business practices narrative; however,
we do not quantify its importance relative to other potential causes.

The remainder of the paper is structured as follows: Section 2 describes the data
which were obtained from the St. Louis Fed’s FRED system. Section 3 describes
the text analysis and econometric methods that were used to perform tests and
organize results. Section 4 provides a description and discussion of the results.
Section 5 concludes.

2. DATA

As of August 2016, the St. Louis Fed’s FRED database contained 391,000 time
series, which were divided into eight broad series categories: (1) US regional data;
(2) international data; (3) population, employment, and labor market data; (4)
national accounts; (5) academic data; (6) price data; (7) production and business
activity data; and (8) money, banking, and finance data. While some series are
constructed by the St. Louis Fed itself, most are contributed by 78 institutional
partners, including the US Census Bureau, the US Bureau of Labor Statistics, the
Organization for Economic Co-operation and Development, the World Bank, and
the Federal Reserve Board.

2.1. Series

For the purposes of feasibility and interpretability, we limit the set of series
included in our analysis. We start with the entire St. Louis Fed’s FRED database,
which contained 391,000 series at the date of collection, and then remove the
following categories of series: (1) local, regional, and international series;6 (2)
high-frequency series; (3) categorical or descriptive series; and (4) incomplete
series. Our intent is to exclusively retain aggregate US time series that are suitable
for break testing and are not available at a lower frequency.

Of the original 391,000 series, we identify 9,355 that are suitable for break
testing. Within the 9,355 series, 4,195 are annual, 3,212 are quarterly, and 1,948
are monthly. We organize series into groups using a three-step procedure. First,
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we construct a text corpus from the titles. We do this by transforming all letters
to lowercase, and removing all punctuation and special characters. We then filter
common words out of the corpus, such as articles and prepositions. We also
remove terms related to measurement and economics, such as “gross,” “real,”
“percent,” “change,” and “contributions.”7 Finally, we segment series into groups
using three topic modeling algorithms: bag-of-words (BoW), latent Dirichlet
allocation (LDA), and non-negative matrix factorization (NMF). Most exercises
use the BoW algorithm, but the LDA and NMF algorithms are applied in a set of
robustness tests.

The BoW algorithm is a simple model that identifies topics by computing the
frequency with which each word is used in the title corpus. If, for instance, invest-
ment appears more frequently than inflation, then investment will appear higher
on the list of topics identified using the BoW model. LDA is a clustering algo-
rithm that uncovers a latent distribution of topics in a text corpus. It does this
through the use of an iterative probabilistic model, where each word in each title
is assigned a probability of belonging to a latent topic, and each topic is assigned
a probability of describing a given title. Finally, NMF is a linear algebraic method
for topic modeling that relies on the factorization of the document-term matrix to
generate clusters.8

Figure A1, which is located in Appendix, shows the 25 most commonly used
words in series titles, as identified by the BoW algorithm. Note that the best
represented series are related to GDP and its components, including consump-
tion, government expenditures, and investment. Price indices, real estate and
construction series, population series, interest rate series, demographic series,
labor market series, commodities, and goods series are also among the set of
most common topics.

2.2. Breaks

We next describe how series were transformed and how breaks were measured,
but defer a more detailed discussion of break testing to Section 3. Across all
9,355 series, our tests returned 17,681 breaks, yielding an average of 1.89 per
series. This number does not appear to increase with series frequency, as quarterly
series have fewer breaks (1.70) on average than annual series (1.82); however,
the proportion of series with no breaks is highest for annual series and lowest
for monthly series. Only 10.37% of series had no breaks in error variance over
the 1957–2013 period. Overall, this suggests that breaks are likely to be well
identified, since there is no systematic relationship with series frequency.

Each break test allows for up to 10 breaks, which appears to be sufficient, since
only 2 series have 10 breaks. Most series have at least one break and very few
series have more than five breaks. The maximum break date for all break order
groups is 2013,9 but the mean and minimum increase monotonically in the break
order. The first break for most series predates the start of the Great Moderation.

https://doi.org/10.1017/S1365100519000592 Published online by Cambridge University Press

https://doi.org/10.1017/S1365100519000592


VOLATILITY DURING THE GREAT MODERATION 1131

3. METHODS

Since break tests are performed on 9,355 series, we take a conservative approach
to transforming the data to ensure stationarity and interpretability. We follow a
procedure that is similar to the one outlined in Stock and Watson (2002), which
is specified below:

1. Percentage change series. If a series title contains the words “percentage change,”
we do not make any transformations to it in this stage.

2. Percent series. If a series title contains the word “percent,” but not “percentage
change,” we take the first difference of the series.

3. Positive, non-percent series. If a series is always positive and does not contain the
word “percent,” we take the log of the series and then the first difference.

4. Negative, non-percent series. All remaining series are differenced until they are
stationary.

This procedure leaves us with three types of series: (1) growth rates; (2)
changes in percentage points; and (3) n-differenced, stationary series. Finally, we
deseasonalize all of the transformed series to remove recurring components that
might generate spurious breaks.

We follow McConnell and Perez-Quiros (2000) and assume that the trans-
formed series follow autoregressive processes. To account for changes in the
mean and persistence over time, we employ a time-varying parameters regres-
sion. Following the literature,10 we focus on breaks in the error variance, rather
than on breaks in the autoregressive parameters; however, we do briefly consider
breaks in the persistence of volatility in an extension.

For each series, we run the following time-varying parameters regression:

yt = μ(t) + α(t)yt−1 + εt (1)

In equation (1), yt is the post-transformation, stationary series. Notice that the
mean, μ(t), and autoregressive parameter, α(t), are permitted to vary over time.
We recover estimates of both using Kalman filtering and smoothing. We then use
the estimated values to recover the residual series:

ε̂t = yt − μ(t) − α(t)yt−1 (2)

As in McConnell and Perez-Quiros (2000) and Davidian and Carroll (1987), we
use the unbiased absolute value estimator for the standard deviation of εt:

σ̂εt =
√

π

2
|ε̂t| (3)

We next perform tests on a regression of the following form:11

σ̂εt = γ + ut (4)
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We also extend our results by adopting a specification that allows for persistence
in volatility over time. Here, we test for breaks in the autoregressive parameter:

σ̂εt = γ + ρσ̂εt−1 + ut (5)

Since we do not have a prior about any of the break dates and cannot inspect all
series visually, we use the Bai and Perron (2003) test, as implemented by Hornik
et al. (2003), which does not require a known break date. This test also permits
the identification of multiple breaks in a single series. As indicated in the previous
section, some series contain as many as 10 structural breaks. Forcing structural
breaks to compete would leave critical periods of structural change undetected.

The output from this exercise is a set of 0–10 break dates for the 1957–2013
period for each of the 9,355 series tested. Each is best interpreted as a break in
the volatility of the series. In the following section, we will perform tests on these
break series to obtain our main results.

We first use the approach developed in this paper to verify the original Great
Moderation results for GDP, GDP’s components, and the most frequently tested
series in the literature. There are two purposes behind this exercise. First, it pro-
vides further confirmation of the original Great Moderation results; and second, it
demonstrates that the approach used in this paper yields results that are consistent
with established methods.

In Section 3, we described the procedure used to compute volatility breaks.
We now use text analysis to categorize those breaks. We will start by identifying
series that (1) have a title that contains the words “gross,” “real,” “domestic,” and
“product”; and (2) do not have a title that contains the word “price.” Note that the
first criterion identifies all real GDP and real GDP component series. The second
criterion filters out all price index series, leaving only breaks that are related to
quantities.

Next, we use the bag-of-words algorithm to identify the 50 most commonly
used words in the titles of remaining series (e.g. investment, consumption, etc.).
We then create a series of breaks for each such word; and normalize each series by
the total number of breaks in the series. This gives us the proportion of all breaks
associated with a frequently used word that occurred in a given year between 1957
and 2013.

Figure A2, which is located in Appendix, shows the series we identify as real
GDP volatility breaks, along with three comparison measures for the 1960–2013
period. The other measures are as follows: (1) fundamental volatility (Carvalho
and Gabaix (2013)); (2) 5-year rolling standard deviations (e.g. Davis and Kahn
(2008)); and (3) autoregressive process residuals (e.g. Stock and Watson (2002)).
Each series is demeaned and standardized. Note that all four measures—including
the one we introduce—closely comove over the sample period. Each sees a
decline from 1960 to 1970, an increase from 1970 to 1984, and a persistent
decrease during the narrow Great Moderation period. Note that the Carvalho and
Gabaix (2013) series ends in 2008. Other measures of GDP volatility, including
the break proportion method that we introduce, increased during this period.
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4. RESULTS

In addition to recovering series categories via topic modeling, we also separately
perform substring searches on titles to identify series that belong to commonly
tested groups. In particular, we try to identify the sets of breaks associated with
the following GDP components, which are the most frequently tested in the Great
Moderation literature: (1) government spending; (2) consumption; (3) invest-
ment; (4) inventories; and (5) durable goods. We repeat the same normalization
procedure and use the same sample period.

After we reestablish the results from the Great Moderation literature, we per-
form the same procedure, but for an expanded sample that contains series of all
category types. That is, we do not limit ourselves to GDP and GDP component
series, but instead use the BoW, LDA, and NMF algorithms to extract the 400
most common topics from the series titles. We then use the same normaliza-
tion procedure as we did for the GDP and GDP component breaks. Note that
using text analysis algorithms allows us to divide the universe of available time
series into exhaustive and arbitrarily narrow groupings. This is particularly use-
ful in exercises where we wish to measure changes in the distribution of all time
series volatilities, but do not necessarily want to identify individual series shifts
in volatility.

We now have the following: (1) a real GDP series; (2) GDP component series
identified via text analysis; (3) targeted series of interest that have been frequently
tested in the literature; (4) series groups identified via the BoW, LDA, and NMF
algorithms; and (5) raw break series. In each case, the time series spans the
1957–2013 period and consists of volatility break proportions. For instance, an
observation of 4.2 for real GDP in 1982 would indicate that 4.2% of all real GDP
volatility breaks occurred in 1982.

Finally, we perform the following regression for series constructed using the
procedure above:

zt = α + βDt + εt (6)

Note that zt is the proportion of breaks in series of a given type that happened
in year t, and Dt is a dummy variable for whether year t is between years τ0 and
τ1:

Dt =
{

1 if τ0 ≤ t ≤ τ1

0 if else
(7)

We perform the regression above for four different (τ0, τ1) pairs: (1) τ0 = 1985
and τ1 = 2013; (2) τ0 = 2000 and τ1 = 2013; (3) τ0 = 1985, τ1 = 1999; and (4)
τ0 = 2000, τ1 = 2006. Note that the dummies overlap and that we run a sepa-
rate regression for each (τ0, τ1) pair. We select 1985 as the baseline cutoff for τ0

because 1984 is most frequently identified as the start of the Great Moderation.
We use the 1985–1999 and 2000–2006 sub-windows to measure the change in
the intensity of breaks during the narrow Great Moderation period and the period
immediately prior to the Great Recession. This segmentation follows Carvalho
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and Gabaix (2013), which finds that fundamental volatility increased prior to the
Great Recession, starting as early as the late 1990s.

Note that β < 0 indicates that the frequency of breaks in a given series type
decreased between dates τ0 and τ1; whereas, β > 0 indicates an increase in the
frequency of breaks. Figure A3, which is located in Appendix, shows the ker-
nel density plots of β estimates for all 400 BoW-generated series categories
over the 1985–1999 period and 2000–2013 periods. Note that the 1985–1999
distribution of β indicates that series tended to experience a reduction in break
frequency during the Great Moderation, which accords well with the findings in
Stock and Watson (2002) and Sensier and van Dijk (2004); and suggests that the
Great Moderation was far more expansive than had previously been demonstrated.
To the contrary, we see a rightward shift in the distribution over the 2000–2013
period, leading to an increase in volatility breaks for 71% of series.

Table 1 formalizes these results by computing means and standard errors for
the coefficient distributions generated from estimating (6)–(7). It also expands
the set of results to include alternative topic modeling algorithms and tests on
the autoregressive coefficients. We will start with column 1, which provides the
mean estimates for breaks in GDP volatility. Here, we find that volatility break
frequency tended to decrease over the 1985–2013, but experienced a substan-
tially sharper decrease during the narrow Great Moderation period (1985–1999).
Furthermore, while the decrease in volatility breaks slowed during the 2000–2006
period, the reversal did not fully materialize until the Great Recession, which
generated a sufficiently large increase in volatility breaks to yield no statistically
significant decline over the entire 2000–2013 period. Note that the “YES” in the
“Mean” row indicates that all breaks considered in this column are breaks in the
mean of volatility, rather than in its autoregressive parameter. Furthermore, BoW,
LDA, and NMF refer to the algorithms used to extract topics from titles. Note that
we used substring search, coupled with the BoW algorithm, to identify GDP and
its components.

We next analyze the results for volatility mean breaks for an exhaustive divi-
sion of the universe of time series, given in columns 2–4. We will use the BoW
specification, given in column 2, as our baseline. Here, we find mixed evidence
for the broad Great Moderation period. The BoW algorithm yields no statistically
significant result over the 1985–2013 period, which suggests that the volatility
increases over the 2000–2013 period were as large as the decreases during the
narrow Great Moderation. The LDA and NMF specifications, however, find sta-
tistically significant decreases, indicating that the volatility reduction during the
Great Moderation may have dominated. Similar to the results for GDP, we find
that the mean series, identified using either BoW, LDA, or NMF, experienced a
statistically significant decrease in volatility breaks over the 1985–1999 period
and an increase over the 2000–2013 period. Furthermore, the BoW and LDA
algorithm groupings yield statistically significant increases in volatility over the
2000–2006 period, which suggests that volatility may have increased elsewhere
first before spilling over into GDP.
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TABLE 1. Mean of β: all series and GDP series

(1) (2) (3) (4) (5) (6) (7) (8)
(GDP) (ALL) (ALL) (ALL) (GDP) (ALL) (ALL) (ALL)

1985–2013 −0.955*** 0.095 −0.275*** −0.233* −1.549*** −0.737*** −1.05*** −0.845***
(0.14) (0.075) (0.092) (0.124) (0.177) (0.1) (0.125) (0.231)

1985–1999 −1.816*** −0.746*** −1.24*** −1.264*** −2.137*** −1.301*** −1.899*** −1.694***
(0.135) (0.105) (0.11) (0.13) (0.183) (0.123) (0.12) (0.217)

2000–2013 0.027 1.103*** 0.795*** 0.845*** −0.574*** 0.261** 0.088 0.25
(0.139) (0.092) (0.104) (0.145) (0.15) (0.102) (0.134) (0.239)

2000–2006 −0.866*** 0.499*** 0.27* 0.223 −1.186*** −0.398*** −0.572*** −0.439
(0.108) (0.136) (0.139) (0.185) (0.141) (0.114) (0.144) (0.268)

Mean YES YES YES YES NO NO NO NO
BoW YES YES NO NO YES YES NO NO
LDA NO NO YES NO NO NO YES NO
NMF NO NO NO YES NO NO NO YES

Notes: This table provides the means of the β coefficients from equations (6)–(7). Standard errors are shown in parentheses. Columns 1 and 5 show results for GDP and GDP components
exclusively. Columns 2–4 and 6–8 show results for series categories generated by topic modeling algorithms: BoW, LDA, and NMF. Columns 1–4 show results for breaks in the mean of
volatility (“Mean” = YES) and columns 5–8 show results for breaks in the persistence of volatility (“MEAN” = NO). Standard errors are given in parentheses. Significance levels: *p < 0.10,
**p < 0.05, ***p < 0.01.

https://doi.org/10.1017/S1365100519000592 Published online by Cam
bridge U

niversity Press

https://doi.org/10.1017/S1365100519000592


1136 ISAIAH HULL

TABLE 2. Regression results for GDP, GDP components,
and commonly tested series

(1) (2)
1985–2013 2000–2013

GDP −1.36∗∗∗ −0.59
(0.50) (0.39)

Government spending −1.76∗∗∗ −0.92∗∗∗

(0.30) (0.26)
Consumption −1.40∗∗∗ −1.00∗∗∗

(0.35) (0.31)
Investment −1.65∗∗∗ −0.93∗∗

(0.42) (0.42)
Inventories −2.33∗∗ −2.33∗∗∗

(0.93) (0.61)
Durable goods −2.02∗∗∗ −1.80∗∗∗

(0.71) (0.54)

Notes: This table provides the means of the β coefficients from equations (6)–(7).
Results are shown for the series categories most frequently tested in the literature.
Standard errors are given in parentheses. Significance levels: *p < 0.10, **p < 0.05,
***p < 0.01.

In columns 5–8, we repeat the same exercise, but instead consider breaks in
the persistence of volatility. Here, we find that the average series experienced
a statistically significant reduction in volatility persistence breaks over both the
broad and narrow Great Moderation periods. As with the breaks in mean volatility,
breaks in persistence tended to increase over the 2000–2013 period; however, this
does not appear to materialize over the 2000–2006 period, which suggests that
this could be more closely related to the Great Recession.

Table 2 shows the regression results for selected GDP and GDP component
series, identified via a substring search, rather than topic modeling. This table
provides further confirmation for the core results in the Great Moderation lit-
erature. Again, in column 1, we find a decrease in break frequency for GDP
series in the post-1984 period, but this is moderated when we limit the sample
to the post-1999 period in column 2, which includes the Great Recession. We
also find statistically significant decreases for frequently tested series, including
investment, inventories, durable goods, and government spending.

Next, we consider an alternative division of the breaks. Rather than using topic
modeling, we perform a basic substring search on titles to identify series that fall
into the groupings provided by the St. Louis Fed’s FRED system. In particular, we
use broad and exhaustive divisions that categorize the data into 20 series groups
with clear interpretations. In addition to this, we focus on the direction, rather
than frequency, of the breaks. We do this by computing the z-score associated
each with break,

zit = xit − μi

σi
(8)
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TABLE 3. Z-score regression results for FRED tag groups

β

Banking −0.046∗∗

(0.022)
Current employment statistics establishment survey −0.040∗∗∗

(0.007)
Current population survey household survey −0.055∗∗∗

(0.003)
Federal government debt 0.043∗

(0.031)
Finance companies 0.049∗∗

(0.025)
Income distribution −0.056∗∗

(0.025)
Industrial production capacity utilization −0.033∗∗∗

(0.004)
National accounts −0.008∗∗∗

(0.001)
National income product accounts −0.008∗∗∗

(0.001)
Population employment labor markets −0.05∗∗∗

(0.003)
Production business activity −0.026∗∗∗

(0.004)
Productivity costs −0.043∗∗∗

(0.012)
US trade international transactions −0.041∗∗

(0.021)

Notes : We performed a break test on all series within each broad FRED tag category. We then com-
puted the size of the change in each series at the break in standard deviations (z-score), and regressed
the z-score on a time trend and constant. We did not find significant results for “prices,” “countries,”
“consumer price indexes cpi and pce,” “producer price indices ppi,” “indicators,” “international data,”
and “population.” Standard errors are given in parentheses. Significance levels: *p < 0.10, **p <

0.05, ***p < .01.

where zit is the z-score for series i at time t, xit is the series value at time t, μi is
the series mean, and σi is the series standard deviation.

In each case, we estimate the coefficient on a linear time trend over the entire
sample period. A negative coefficient estimate indicates that the series tended to
experience reductions in volatility over the 1957–2013 period; and, thus, may be
a long-term source of downward pressure on macroeconomic volatility. Of the 20
series categories, 13 yield at least marginally significant coefficient estimates for
β, which are shown in Table 3. Of these, only “finance companies” and “federal
government debt” have positive coefficient estimates. The finding on “finance
companies” complements Carvalho and Gabaix (2013): they show that growth
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in the financial sector’s share of the economy increased fundamental volatility;
whereas, we show that volatility in series associated with the sector itself grew.

The largest reductions in volatility appear to come from demographic and labor
market sources: (1) current population survey (CPS) series; (2) current employ-
ment statistics establishment survey series; and (3) population employment labor
markets series. For each of these categories, the average z-score reduction was an
order of magnitude larger than for the NIPA or National Accounts categories. This
supports the literature initiated by Jaimovich and Siu (2009), who find that reduc-
tions in the volatile-age share of labor partially account for the Great Moderation.
Note that we do not test this same hypothesis, but instead show that the volatil-
ities of demographic and labor market series themselves broadly declined over
the entire 1957–2013 period. Thus, the evidence we provide is not subject to the
critique in Everaert and Vierke (2016).12

Finally, Figure A4, which is located in Appendix, plots the raw z-scores for
breaks associated with two categories of demographic and labor market series.
In both panels, we see large, positive z-scores clustered in the 1960s and 1970s,
followed by a decline in both frequency and z-score magnitude that continues
through the broad Great Moderation period. In both cases, z-scores continue to
fall through the Great Recession and remain low thereafter, suggesting that demo-
graphic and labor market stability may play a continued role in dampening GDP
volatility.

5. CONCLUSION

From the universe of aggregate US time series in the St. Louis Fed’s FRED
database, we identified a subset of 9,355 series that each span the 1955–2015
period and were suitable for break testing. We then transformed each series, per-
formed a time-varying parameters regression, extracted the regression residuals,
and then subjected a transformation of their absolute values to Bai and Perron
(2003) tests for up to 10 unknown structural breaks, which yielded a total of
17,681 breaks. Each break is best interpreted as a shift in the volatility of a
series. We then applied text analysis to the break series titles, categorized them
into groups based on title similarity, and then used the resulting data to revisit
open hypotheses in the Great Moderation literature, extending most closely from
Stock and Watson (2002) and Sensier and van Dijk (2004); and complementing
Jaimovich and Siu (2009) and Carvalho and Gabaix (2013).

We first replicate the original Great Moderation findings from Kim and Nelson
(1999) and McConnell and Perez-Quiros (2000): GDP and GDP component series
experience fewer breaks in volatility after 1984, which is conventionally dated as
the start of the Great Moderation. This result also extends to the list of series that
are most frequently tested series in the Great Moderation literature: (1) inven-
tories; (2) durable goods; (3) consumption; (4) government spending; and (5)
investment. Furthermore, when we use text analysis to sort the 17,681 breaks
into series categories according to title similarity, we find that 70.5% experience
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fewer breaks in volatility during the 1985–1999 period. This result updates and
expands the original findings of Stock and Watson (2002) and Sensier and van
Dijk (2004); and suggests that the scope of the Great Moderation was far broader
than the literature had previously identified.

Next, we repeat the same exercise, but use 2000–2013, rather than 1985–2013,
as the window of interest. This range of dates was selected because it is most
closely associated with the Great Recession and the era surrounding it, including
the rise in indebtedness and house prices, and the ensuing crash and deleverag-
ing. It is also the period during which Carvalho and Gabaix (2013) identify an
increase in fundamental volatility. We find a slightly higher frequency of volatil-
ity breaks for GDP series and some of its components, relative to the narrow
Great Moderation period. Furthermore, when we extend the analysis using all
series categories, which we identify via topic modeling of series titles, the results
are far more pronounced, leading to a sign flip. In particular, the frequency of
volatility breaks for all series categories declines during the narrowly defined
Great Moderation period (1985–1999), but increases in both the 2000–2013 and
2000–2006 periods. This suggests that broad, sharp volatility increases prior to the
Great Recession were not well captured by changes in GDP and GDP component
volatility.

Finally, we use a separate division of the break series to identify two sources
of increased volatility during the Great Moderation: (1) finance companies, and
(2) federal government debt. Of the 20 broad categories identified by the St.
Louis Fed’s FRED database, these were the only two that experienced significant
increases in volatility. Using the same division, we show that demographic factors
and labor markets have been a consistent source of stability since 1960s; and have
witnessed persistent declines in volatility, even during the Great Recession, com-
plementing the hypothesis in Jaimovich and Siu (2009). Furthermore, the sizes of
the decreases were among the largest of all series categories; and were an order
of magnitude greater than the NIPA and National Accounts declines, which form
the original basis for the Great Moderation literature.

NOTES

1. See Stock and Watson (2002), Ahmed et al. (2004), Primiceri (2006), Sims and Zha (2006) for
work on the better policy hypothesis; Bils and Kahn (2000), Kahn (2008), Maccini and Pagan (2013),
and Sarte et al. (2015) for work on improved business practices; and Clarida et al. (2000), Lubik and
Schorfheide (2004), Boivin and Giannoni (2006), Herrera and Pesavento (2009), and Coibion and
Gorodnichenko (2011) for work on the smaller shocks hypothesis.

2. See Clark, 2009, Coibion and Gorodnichenko (2011), Gabaix (2011), Acemoglu et al. (2012),
Stock and Watson (2012), Carvalho and Gabaix (2013), and Burren and Neusser (2013).

3. Specifically, they argue that increased credit availability induced a wealth effect by enabling
homeowners to withdraw equity and businesses to engage in share buybacks. They also argue that
hypotheses related to the Great Moderation should be tested in variances, rather than first moments,
since the Great Moderation is primarily a story about reduced volatilities.

4. See Stock and Watson (2002) for the original set of series that was identified and then retested
by many papers in the Great Moderation literature.
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5. For a theoretical examination of the relationship between demographic change and the Great
Moderation, see Lugaeur (2012a) and Heer et al. (2017).

6. We retain bilateral series that reference the US, but otherwise discard all international series.
7. Note that we remove terms like “percent” and “change” because we ultimately use a procedure

similar to the one in Stock and Watson (2002) to transform all series. We remove common terms, such
as “gross” and “contributions” because our intent is to describe broad groups that contain multiple
time series. This approach also avoids the creation of unintended and uninterpretable groupings across
categories of series (e.g. gross interest rates and gross domestic product).

8. The document-term matrix stores the frequency with which each word is used in each title in
the corpus.

9. This is determined by the Bai and Perron (2003) test, which excludes data from the endpoints,
where breaks are difficult to identify.

10. McConnell and Perez-Quiros (2000), Blanchard and Simon (2001), and Stock and Watson
(2002) find that the Great Moderation is mostly explained by breaks in volatility, rather than breaks in
means.

11. We use a Monte Carlo simulation to test whether persistence in σ̂εt would confound our break
tests. Specifically, for a given autoregressive parameter, we simulate 1000 series, each of which is 56
periods in length. We insert a structural break in the 28th period by increasing the mean by 3 standard
deviations of the error variance. For an autoregressive parameter of 0.80, 95% of identified break dates
are within three periods of the true date. The number of periods is reduced to 2 for autoregressive
parameters of 0.90, 0.95, and 0.99. This suggests that our results should be robust to the presence of
persistence in volatility.

12. Jaimovich and Siu (2009) regress the volatility of output on the volatile share of the labor force
(e.g. workers aged 15–29 or 60–64) in G7 countries. They find that a decrease in the volatile share
of labor may have accounted for 1/5 to 1/3 of the volatility reduction during the Great Moderation.
Everaert and Vierke (2016) suggests that the regression may be spurious, since the series exhibit
non-stationarity, but are not cointegrated.
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APPENDIX

Notes:The figure above shows the distributions of β estimates across all series for (τ0,τ1) = (1985–
1999) and (2000, 2013). A negative value of β indicates that the frequency of breaks declined.

FIGURE A1. Distribution of regression coefficients.

Notes: The figure above shows GDP volatility computed using four different methods: (1) the method
introduced in this paper (break proportion); (2) fundamental volatility from Carvalho and Gabaix
(2013); (3) five-year rolling standard deviations (e.g. Davis and Kahn (2008)); and (4) the residual
from an autoregressive process (e.g. Stock and Watson (2002)).

FIGURE A2. GDP volatility: method comparison.
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Notes:The unigrams in the figure above were computed using annual, quarterly, and monthly series.
Titles were stripped of common terms and the bag-of-words algorithm was applied to recover the
frequency of word use.

FIGURE A3. Most common topics for annual, quarterly, and monthly series titles.

(b)(a)

Notes: We performed a break test on all series within each broad FRED tag category. We then com-
puted the size of the change in each series at the break in standard deviations (z-score). The plot above
shows a time series of the z-scores for employment series and current population survey series.

FIGURE A4. Demographic and labor market breaks. (a) Employment series. (b) Current
population survey.
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