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Departamento de Matemática, Instituto de Biociências, Letras e
Ciências Exatas, Universidade Estadual Paulista “Júlio de Mesquita
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Let X be a complex Banach space and B be a closed linear operator with domain
D(B) ⊂ X, a, b, c, d ∈ R, and 0 < β < α. We prove that the problem

u(t)− (aB + bI)(gα−β ∗ u)(t)− (cB + dI)(gα ∗ u)(t) = h(t), t ≥ 0,

where gα(t) = tα−1/Γ(α) and h : R+ → X is given, has a unique solution for any
initial condition on D(B)×X as long as the operator B generates an ad-hoc Laplace
transformable and strongly continuous solution family {Rα,β(t)}t≥0 ⊂ L(X). It is
shown that such a solution family exists whenever the pair (α, β) belongs to a subset
of the set (1, 2]× (0, 1] and B is the generator of a cosine family or a C 0-semigroup
in X. In any case, it also depends on certain compatibility conditions on the real
parameters a, b, c, d that must be satisfied.
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1. Introduction

This article deals with the study of well-posedness and existence of solutions for the
following inhomogeneous strongly damped abstract Cauchy problem of fractional
order 

τDα
t u(t)− (aB + bI)Dβ

t u(t)− (cB + dI)u(t) = f(t),

u(0) = x ∈ X,

u′(0) = y ∈ X,

(1.1)

with τ 6= 0 , a, b, c, d ∈ R and 0 < β 6 1 < α 6 2, where B is a closed linear oper-
ator defined in a complex Banach space X and Dγ

t denotes the Caputo fractional
derivative of order γ > 0.

In the integer case α=2 and β = 1, the well-posedness for the homogeneous
Cauchy problem (1.1), that is the existence of a strongly continuous family of
bounded and linear operators {W (t)}t≥0 that solves (1.1) in case f ≡ 0, was settled
by Neubrander [28, theorem 11]. In such case, it was proved in [28, corollary 18]
that for x, y ∈ D(B) the unique strict solution of (1.1) is given by

u(t) =W ′(t)x+W (t)[y − 1

τ
(aB + bI)x] +

1

τ

∫ t

0

W (t− s)f(s)ds (1.2)

where W (t) is formally the inverse Laplace transform of

λ→ τ

aλ+ c

(
τλ2 − bλ− d

aλ+ c
−B

)−1

.

Several works in the literature have dealt with the investigation of Eq. (1.1) in the
integer case (α, β) = (2, 1). It corresponds to a second order Cauchy problem and
is named, in applications, as the strongly damped linear Klein–Gordon equation,
or strongly damped wave equation, among others. See, e.g., [5–7, 12, 28, 29, 32].
For example, for τ = 1, d = 0, it is the linear part of the perturbed sine-equation
[10] and for τ = 1, b = d = 0 it corresponds to the linear part of the viscous
Cahn–Hilliard equation [10] or the Kuznetsov equation [22].

In the fractional case, Kirane and Tatar [20] consider a semilinear model that
include (1.1) for α = 2, a = d = 0, c = 1, b = −1, and 0 < β < 2. Agarwal
et al. [2] and more recently Zhou and He [36] studied Eq. (1.1) for b = d = 0
and 0 < β < 1 < α < 2. An interesting review can be found for instance in [33].
Equation (1.1) with α = 2β is known as the time-fractional telegraph equation. The
special case β = 1/2 can be interpreted as the heat equation subject to a damping
effect represented by the 1/2-order time-derivative. In all of these cases, B = ∆ the
Laplacian operator.

In the abstract case, Eq. (1.1) with (α, β) = (2, 1) has been studied by Ikehata,
Todorova, and Yordanov [14]. These authors consider (1.1) with b = d = 0, f ≡ 0
and B being a nonnegative self-adjoint operator defined in a Hilbert space with a
dense domain. They prove existence and uniqueness of mild solutions based on semi-
group theory [14, proposition 2.1]. Several authors have proposed generalizations to
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Well-posedness for strongly damped abstract Cauchy problems 3

models more general than (1.1) in the integer case, see, e.g., [27, 28, 34]. Typically,
these authors consider the model

u′′(t) +Bu′(t) +Au(t) = f(t),

where A and B are closed linear operators defined in a complex Banach space.
However, due to its generality, this approach lacks the possibility of distinguishing
its dynamics by means of an eventual combination of the physical parameters of
the equation, and it also loses the special features that could be obtained by an
explicit description of the solution in terms of a unique strongly continuous family of
operators and by means of a kind of variation of parameter formula like (1.2), which
is very useful for exploring associated semi linear problems. The same happens in
the fractional model proposed in this article, and of which the authors are unaware
of previous studies.

Let α, β > 0 be given and we define

Wα,β(t) :=

∫ t

0

Rα,β(s)ds, (1.3)

where Rα,β(t) is formally the Laplace transform of

λ→ τλα−1

aλβ + c

(
τλα − bλβ − d

aλβ + c
−B

)−1

.

Consider gα(t) := tα−1/Γ(α), t > 0, which is the Gelfand–Shilov function. Using
Laplace transform methods, we can prove that {Rα,β(t)}t≥0 is a solution family
of (1.1), in the sense that a formal solution of (1.1) must have the form

u(t) =W ′
α,β(t)x+

∫ t

0

Rα,β(t− s)[y − 1

τ
gα−β(s)(aB + bI)x]ds

+
1

τ

∫ t

0

Rα,β(t− s)(gα−1 ∗ f)(s)]ds (1.4)

which exactly coincides with (1.2) in case α=2 and β=1. However, because of the
new terms gα−1(t) and gα−β(t) appearing in (1.4), we cannot expect differentiability
of u(t) in general, and therefore (1.4) fails to be a strict solution for (1.1). The
following natural question arises:

(Q) Is (1.4) the solution of (1.1) in some extent?

In this article, we are able to solve this problem proving that, for any x ∈ D(B)
and y ∈ X, (1.4) is a solution of the following integrated version of (1.1)

τu(t)− (aB + bI)(gα−β ∗ u)(t)− (cB + dI)(gα ∗ u)(t)
= (gα ∗ f)(t) + τ(x+ ty)− gα−β+1(t)(aB + bI)x, (1.5)

under appropriate conditions.
We note that solutions for integrated versions of (1.1) in the integer case α =

2, β = 1 were previously considered by Neubrander [28, proposition 19]. The study
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of this kind of solutions is already known because, in applications, it is useful to find
a notion of a weaker solution where x, y can be less regular than when considering
strict solutions. See also [33, Section 2.2 and Section 2.3] for an explicit fundamental
formula of integrated solutions of (1.1) with a = d = 0 and B = ∆, the Laplacian
operator.

In this article, assuming that B is the generator of a solution family {Rα,β(t)}t≥0,
we show that existence of a unique solution for the integrated problem (1.5) can
be assured in the sector 0 < β < α, 1 < α ≤ 2, see theorem 5.4.

In some special subsets of the sector described above, we are able to show that
the existence of solutions for the integrated problem can be guaranteed, under
the stronger hypothesis that B is the generator of a C 0-semigroup or a strongly
continuous cosine family. However, some restrictions are needed. More precisely, we
first consider the set

Ωα,β := {(α, β) : 0 < β ≤ 1 < α < 2}, (1.6)

and we show that, for c=0 in (1.5), there exists a solution family, and hence we
have well-posedness, if B is the generator of a cosine family. See theorem 3.7 (b).
Then, we decompose Ωα,β in two complementary subsets:

Ω1
α,β := {(α, β) : 0 < β ≤ 1 < α < 1 + β ≤ 2},

Ω2
α,β := {(α, β) : 0 < β ≤ 1 < 1 + β < α ≤ 2}.

For Ω1
α,β we need c = 0, a 6= 0, τ 6= 0 , b, d ∈ R, and B generator of a C 0-semigroup

for well-posedness, while for Ω2
α,β we need b = d = 0, a, c ≥ 0, τ > 0 and B

generator of a cosine family. See theorem 3.7 (a) and theorem 3.9, respectively.
To achieve our results, we will use subordination methods and Laplace transform

theory, together with a strong application of a criterion due to Prüss [31, theorem
4.3, p. 104] for the existence of resolvent families under the assumption B is the
generator of a cosine family, plus certain specific conditions in the associated kernel.

This article is organized as follows: In §2, we give the necessary preliminaries
useful for following the main text of the article. Section 3 is dedicated to defining
the notion of solution family that we will use and its relationship with the best
known theory of (a, k)-regularized families, proving that solutions families are a
particular case of the latter when the parameters satisfy b ≥ 0 and τ > 0. In §4, we
define our notions of mild and well-posed solution for the homogeneous problem,
proving that under the hypothesis of existence of a solution family, well-posedness
can be guaranteed. Then, the existence and uniqueness of mild solutions for the
inhomogeneous problem can be proved. In §5, we prove our main results in this
article. First, we observe that in the entire case, that is, (α, β) = (2, 1), well-
posedness follows under the subordination hypothesis that A is the generator of a
C 0-semigroup. Then, we show that under certain constraints on the pair (α, β) we
can distinguish two situations: 1 < α < 1+β ≤ 2, 0 < β ≤ 1 and 1+β < α ≤ 2, 0 <
β ≤ 1. In the first case, if c=0, the leading term in the equation (1.1) is Dα

t u and
the solution family is subordinate to B being the generator of a C 0-semigroup. In
the second case, if b = d = 0, the leading term is Dβ

t u and the solution family is
subordinated to B being a generator of a cosine family. These conclusions provide
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new insights into how fractional terms influence the class of abstract evolution
equation (1.1). Finally, some examples to illustrate our abstract results are given.

2. Preliminaries

In this section, we provide some of the fundamental concepts that we will need.

Definition 2.1. ([3], definition 1, p. 5) Let X be a complex Banach space. Let
f : R+ −→ X be an integrable function (as a Bochner integral) and let T : R+ −→
L(X,Y ) be strongly continuous. Then the convolution of T and f is defined by

(T ∗ f)(t) =
∫ t

0

T (t− s)f(s) ds, t ∈ R+.

Theorem 2.2 (Titchmarsh’s Theorem). ([35], theorem VIII, p. 286), ([4], corollary
2.8.4) Let k ∈ L1[0, T ] with 0 ∈ supp(k) and f ∈ L1([0, T ], X). If

(k ∗ f)(t) =
∫ t

0

k(t− s)f(s)ds = 0

on [0, T ], then f ≡ 0.

Let u ∈ C(R+;X) and v ∈ C1(R+, X). Then for every t > 0,

d

dt
[(u ∗ v)(t)] = u(t)v(0) + (u ∗ v′)(t). (2.1)

The Laplace transform of a function f ∈ L1(R+, X) is defined by

L
(
f
)
(λ) = f̂(λ) :=

∫ ∞

0

e−λtf(t)dt = lim
T→∞

∫ T

0

e−λtf(t)dt, Re(λ) > w.

Let α> 0, m = dαe and u : [0,∞) −→ Cm(R+;X) be a function. The Caputo
fractional derivative of u of order α is defined by

Dα
t u(t) :=

∫ t

0

gm−α(t− s)u(m)(s)ds, t > 0

where

gβ(t) :=
tβ−1

Γ(β)
, t > 0, β > 0,

is the Gelfand–Shilov function. If α=0, we denote D0
t u(t) := u(t). In particular,

D̂α
t f(λ) = λαf̂(λ)−

m−1∑
k=0

f (k)(0)λα−1−k. (2.2)

The Riemann–Liouville fractional integral of order α> 0 is defined as follows

Jα
t f(t) := (gα ∗ f)(t), f ∈ L1

loc(R+), t > 0.
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Moreover, the Riemann–Liouville fractional derivative of order α> 0 is given by

Dα
t f(t) := Dm

t (gm−α ∗ f)(t) = Dm
t J

m−α
t f(t).

The two-parametric Mittag–Leffler function [13, Section 4.1, p. 64] is defined as
follows

Eα,β(z) :=
∞∑
k=0

zk

Γ(αk + β)
, Re(α) > 0, β ∈ C, z ∈ C.

Some interesting properties of these functions can be found in the book by Bateman
and Erdelyi [8, Section 18.1, p. 206].

The following Laplace transform that involves the Mittag–Leffler function is
obtained in [30, Section 1.2.2, p. 21]:

∫ ∞

0

e−pttαk+β−1E
(k)
α,β(±at

α)dt =
k!pα−β

(pα ∓ a)k+1
, α > 0, β > 0, Re(p) > |a| 1α .

(2.3)

We recall the following definition that corresponds to a slight modification of [25,
definition 2.1].

Definition 2.3. Let k ∈ C(R+), k 6=0 and let a ∈ L1
loc(R+), a 6=0. Let A

be a linear operator with domain D(A) ⊂ X. A strongly continuous family
{R(t)}t>0 ⊂ L(X) is called an (a, k)-regularized resolvent family on X (or sim-
ply (a, k)-regularized family) having A as a generator if the following properties
hold.

(i) lim
t→0

R(t)

k(t)
= I if k(0) ∈ C\{0} and R(0) = 0 if k(0) = 0;

(ii) R(t)x ∈ D(A) and R(t)Ax = AR(t)x, for all x ∈ D(A) and t > 0;

(iii) R(t)x = k(t)x+
∫ t

0
a(t− s)AR(s)x ds, t > 0, x ∈ D(A).

Remark 2.4. Note that in case k(t) = gβ(t), the above definition coincides with
[23, definition 1.9]. And, in case k(t) ≡ 1, definition 2.3 coincides with the definition
of a resolvent family [31, definition 1.3, p. 32].

Remark 2.5. If {R(t)}t≥0 is an (a, k)-regularized family having A as a generator,

then by [24, lemma 2.2, p. 281], if x ∈ X then
∫ t

0
a(t − s)R(s)xds ∈ D(A) and

R(t)x = k(t)x+A
∫ t

0
a(t− s)R(s)xds.

Remark 2.6. Let A be a closed linear operator and let {R(t)}t≥0 be an expo-
nentially bounded and strongly continuous operator family in L(X) such that the

Laplace transform R̂(λ) exists for λ > ω. It was proved in [25, p. 3] that R(t)
is an (a, k)-regularized family with generator A if and only if for every λ > ω,
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(I − â(λ)A)−1 exists in L(X) and

k̂(λ)

â(λ)

(
1

â(λ)
−A

)−1

=

∫ ∞

0

e−λsR(s)x ds.

In the particular case of definition 2.3 with a(t) = gα(t) and k(t) = gβ(t), we
obtain the following equivalent definition.

Definition 2.7. ([23], definition 1.9, p. 4) Let X be a Banach space and α> 0,
β > 0. A one parameter family {Sα,β(t)}t≥0 ⊂ L(X) is called an (α, β)-resolvent
family if the following conditions are satisfied:

(a) lim
t→0

t1−βSα,β(t) =
1

Γ(β)
I if 0 < β < 1, Sα,1(0) = I and Sα,β(0) = 0 if β > 1;

(b) Sα,β(s)Sα,β(t) = Sα,β(t)Sα,β(s), for all s, t > 0;
(c) The functional equation

Sα,β(s)J
α
t Sα,β(t)− Jα

s Sα,β(s)Sα,β(t) = gβ(s)J
α
t Sα,β(t)− gβ(t)J

α
s Sα,β(s),

holds for all t, s > 0.

We recall [25, p. 3] that a family {R(t)}t≥0 ⊂ L(X) is said to be exponentially
bounded or of type (M,ω) if there exist constants M > 0 and ω ∈ R such that

‖R(t)‖ ≤Meωt for all t ≥ 0.

We recall the following subordination result.

Theorem 2.8. [23], theorem 2.5 Let 0 < η1 ≤ 2, 0 < η2. If A generates an
exponentially bounded (η1, η2)-resolvent family {Sη1,η2

(t)}t>0, then for each β′ ≥ 0
and 0 < α′ < 1 we have that A generates an exponentially bounded (α′η1, α

′η2 +
β′)-resolvent family given by

Sα′η1,α′η2+β′(t) =

∫ ∞

0

ψα′,β′(t, s)Sη1,η2
(s)ds, t > 0,

where

ψα′,β′(t, s) := tβ
′−1

∞∑
n=0

(−st−α′)n

n!Γ(−α′n+ β′)

is called the scaled Wright function [1].

We recall the following definition.

Definition 2.9. ([31], definition 4.4, p. 94) A function a : (0,∞) → R is called a
creep function if a(t) is nonnegative, nondecreasing, and concave. A creep function
a(t) has the standard form
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8 J. Aquino, C. Lizama and A. Prokopczyck

a(t) = a0 + a∞t+

∫ t

0

a1(τ)dτ, t > 0, (2.4)

where a0 = a(0+) ≥ 0, a∞ = lim
t→∞

a(t)

t
= inft>0

a(t)

t
≥ 0 and a1(t) = a′(t)− a∞ is

nonnegative, nonincreasing, lim
t→∞

a1(t) = 0.

We introduce the following definition.

Definition 2.10. Let β > 0, α ≥ 1, a, b, c, d, τ ∈ R, τ 6= 0, where (a, c) 6= (0, 0).
A closed linear operator B is said to generate a solution family {Rα,β(t)}t>0 ⊆
L(X) if Rα,β(t) is strongly continuous of type (M,ω), the set

{
µ ∈ C : µ =

τλα − bλβ − d

aλβ + c

}
⊂ ρ(B) and

R̂α,β(λ) =
τλα−1

aλβ + c

(
τλα − bλβ − d

aλβ + c
−B

)−1

, Re(λ) > ω.

Some examples of solution families are given in the following.

Example 2.11.

(a) If β = 1, a = b = d = 0, and c = τ = 1, then for each α ≥ 1, {Rα,1(t)}t≥0 is
an (α, 1)-resolvent family for the equation Dα

t u(t) = Bu(t) because in this
case

R̂α,1(λ) = λα−1(λα −B)−1, Re(λ) > ω,

see [9, p. 215]. If α=2, {R2,1(t)}t≥0 is a strongly continuous cosine family,
see [4, proposition 3.14.4]. In the border case α=1, {R1,1(t)}t≥0 is a C 0-
semigroup, see [4, theorem 3.1.7].

(b) If α ≥ 1, 0 < β ≤ 1, a = d = 0, τ = c = 1, and b ≤ 0, then {Rα,β(t)}t≥0 is
a (α− 1, β)−b-regularized family as defined in [18, definition 2.4].

(c) If α=1, 0 < β < 1, a = τ = 1, b = c = 0, and d = −1, then {Rα,β(t)}t≥0 is a
(a, k) regularized resolvent family with a(t) = t−βE1,1−β(t) and k(t) = e−t.
In this case

R̂1,β(λ) =
1

λβ

(
λ+ 1

λβ
−B

)−1

, Re(λ) > ω,

see [26, p. 138].

The following result is contained in [31, theorem 4.3, p. 104].

Theorem 2.12. Let A generate a cosine family and assume that a(t) is a creep
function with a1(t) log-convex. Then A generates an (a, 1)-resolvent family.

We finish this section with an interesting property of (a, k)-regularized families
that will be repeatedly used.
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Lemma 2.13. Let {R(t)}t≥0 be an (a, k)-regularized family having A as a generator
and satisfying with (1 ∗ a)(t) 6= 0, for all t> 0. If b ∈ L1

loc(R+), then (b ∗ R)(t)x ∈
D(A) for all x ∈ X, t ≥ 0.

Proof. Since R(t) is an (a, k)-regularized family by [24, remark 2.4 (4)], (b ∗ R)(t)
is an (a, b ∗ k)-regularized family. Define S(t) := (b ∗ R)(t). By [24, remark 2.2],
(a ∗ S)(t)x ∈ D(A) for every x ∈ X. Let λ ∈ ρ(A) and x ∈ X be fixed. Define
y = (λ−A)−1x ∈ D(A) and let z := (b ∗R)(t)x. We have

z = (b ∗R)(t)(λ−A)y = λ(b ∗R)(t)y − (b ∗R)(t)Ay.

Then, convolving with the kernel a(t), we obtain

(1 ∗ a)(t)z = λ(a ∗ b ∗R)(t)y − (a ∗ b ∗R)(t)Ay = λ(a ∗ S)(t)y
− (a ∗ S)(t)Ay ∈ D(A).

�

3. Sufficient conditions for existence of solution families

In this section, we want to give conditions on a closed operator B so that it is a
generator of a solution family.

Proposition 3.1. Let 0 < β < α < 2 + β and B generator of a cosine family
{C(t)}t>0. Then B generates an exponentially bounded (α− β, α)-resolvent family.

Proof. Recall that B being a generator of a cosine family {C(t)}t>0 is equivalent
to saying that B is generator of an exponentially bounded (2, 1)-resolvent family.

By theorem 2.8, choosing η1 = 2, η2 = 1 and α′ =
α− β

2
, β′ =

α+ β

2
, and

using the hypothesis, we obtain 0 <
α− β

2
< 1. We conclude that B is the gen-

erator of an exponentially bounded (α′η1, α
′η2 + β′) = (α − β, α)-resolvent family

{Sα−β,α(t)}t>0. Furthermore,

Sα−β,α(t)x =

∫ ∞

0

ψα−β
2 ,

α+β
2

(t, s)C(s)x ds.

�

Our next result assumes B as generator of a C 0-semigroup instead a cosine
family.

Proposition 3.2. Let 0 < β < α < 1 + β and B generator of a C0-semigroup
{T (t)}t>0. Then B generates an exponentially bounded (α− β, α)-resolvent family.

Proof. Since B generates a C 0-semigoup {T (t)}t>0, it is an exponentially bounded
(1, 1)-resolvent family {S1,1(t)}t>0. Define η1 = η2 = 1 and α′ = α−β, β′ = β. By
hypothesis, we obtain 0 < α− β < 1. Therefore, by theorem 2.8, we obtain that B
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generates an exponentially bounded (α′η1, α
′η2 + β′) = (α− β, α)-resolvent family

{Sα−β,α(t)}t>0. Furthermore,

Sα−β,α(t)x =

∫ ∞

0

ψα−β,β(t, s)T (s)xds.

�

Remark 3.3. We recall from [4, theorem 3.14.17, p. 215] that if an operator B
generates a cosine family, then it generates a C 0-semigroup.

Corollary 3.4. Let 0 < β < α < 1+β and B generator of a cosine family. Then
B generates an exponentially bounded (α− β, α)-resolvent family.

Remark. By [1, theorem 12], the following equality holds:

Sα−β,α(t)x = (gβ ∗ Sα−β,α−β)(t)x.

The following is an auxiliary result for our main result of this section.

Lemma 3.6. Suppose that a 6= 0, τ 6= 0,
a

τ
> 0, c = 0, τ, a, b, d ∈ R, and assume

any of the following.

(i) 0 < β < α < 1 + β and B generator of a C0-semigroup;
(ii) 0 < β < α < 2 + β and B generator of a cosine family.

Then the set
{
µ ∈ C : µ =

τλα − bλβ − d

aλβ

}
⊆ ρ(B) and there exist a strongly

continuous family {Q(t)}t≥0 ⊂ L(X), exponentially bounded, such that

Q̂(λ) = (τλα − (aB + bI)λβ − d)−1, Re(λ) > ω.

Proof. Since B generates a C 0-semigroup (resp. cosine family) then
a

τ
B +

b

τ
I

also generates a C 0-semigroup (resp. cosine family), see [4]. Then, by proposi-

tion 3.2 (resp. proposition 3.1), we obtain in any case that
a

τ
B +

b

τ
I generates

an exponentially bounded (α − β, α)-resolvent family. Then, we conclude that{
µ ∈ C : µ =

τλα − bλβ

aλβ

}
⊆ ρ(B). Furthermore, since {Sα−β,α(t)}t≥0 is an

exponentially bounded family, say ‖Sα−β,α(t)‖ ≤Meωt, ω ∈ R+, t ≥ 0, then using
induction we easily obtain

‖S∗(k+1)
α−β,α (t)‖ ≤Mk+1eωt t

k

k!
, k ∈ N.

Now, for each t ≥ 0 and x ∈ X, we define

Q(t)x :=
∞∑
k=0

dkS
∗(k+1)
α−β,α (t)x.
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It is clear that Q(t) is strongly continuous. Moreover,

‖Q(t)‖ =

∥∥∥∥ ∞∑
k=0

dkS
∗(k+1)
α−β,α (t)

∥∥∥∥ ≤
∞∑
k=0

|dk| ‖S∗(k+1)
α−β,α (t)‖ ≤

∞∑
k=0

|dk|Mk+1eωt t
k

k!

= eωt
∞∑
k=0

|dk|MMk t
k

k!
=Meωt

∞∑
k=0

(|d|Mt)k

k!
=Meωte|d|Mt =Me(ω+|d|M)t.

It proves that Q(t) is well-defined and exponentially bounded. Taking the Laplace
transform of Q(t), we obtain by continuity of the Laplace transform

Q̂(λ) = L
( ∞∑

k=0

dkS
∗(k+1)
α−β,α (t)

)
(λ) =

∞∑
k=0

dkL
(
S
∗(k+1)
α−β,α (t)

)
(λ)

=
∞∑
k=0

dkL
(
S
∗(k)
α−β,α(t)

)
(λ)Ŝα−β,α(λ) = Ŝα−β,α(λ)

∞∑
k=0

[
dŜα−β,α(λ)

]k
.

Since Ŝα−β,α(λ) =
λ−β

τ
(λα−β − (aτB + b

τ I))
−1 = λ−β(τλα−β − (aB + bI))−1, and

α > β, we obtain, for Re(λ) sufficiently large, that

Ŝα−β,α(λ)
∞∑
k=0

[
dŜα−β,α(λ)

]k
= λ−β(τλα−β − (aB + bI))−1

×
∞∑
k=0

[
dλ−β(τλα−β − (aB + bI))−1

]k
. (3.1)

Since ‖dλ−β(τλα−β − (aB + bI))−1‖ < 1 for λ large enough we obtain, using the

Neumann series, that
{
µ;µ =

τλα − bλβ − d

aλβ

}
⊆ ρ(B). Moreover, (3.1) equals to

λ−β(τλα−β − (aB + bI))−1
[
1− dλ−β

(
τλα−β − (aB + bI)

)−1]−1

=
1

λβ
(τλα−β − (aB + bI)− dλβ)−1 = (τλα − (aB + bI)λβ − d)−1,

proving the theorem. �

The following main result give our first practical condition for generation of a
solution family. It focuses on two sectors illustrated below:

Theorem 3.7. Let a, b, c, d, τ ∈ R where a 6= 0, τ 6= 0, c = 0, and assume any of
the following.

(a) 0 < β ≤ 1 < α < 1 + β ≤ 2 and B generator of a C0-semigroup;
(b) 0 < β ≤ 1 < α < 2 and B generator of a cosine family.

Then B generates a solution family {Rα,β(t)}t≥0.

https://doi.org/10.1017/prm.2024.134 Published online by Cambridge University Press

https://doi.org/10.1017/prm.2024.134


12 J. Aquino, C. Lizama and A. Prokopczyck

(a) 0 < 1 < < 1 + 2. (b) 0 < 1 < < 2.

Figure 1. Sectors for (a) and (b) as given in Theorem 3.7.

Proof. By lemma 3.6, there exists a strongly continuous family Q(t) satisfying

Q̂(λ) = (τλα − (aB + bI)λβ − d)−1, Re(λ) > ω. Note that

Q̂(λ) = (τλα − aλβB − bλβ − d)−1 =
1

aλβ

(
τλα − bλβ − d

aλβ
−B

)−1

.

Since 1 < α < 2 we can define Rα,β(t) := d
dt (g2−α ∗ Q)(t), which corresponds to

the fractional derivative of order α− 1 in the sense of Riemann Liouville for Q(t).
We obtain that

R̂α,β(λ) = λ
1

λ2−α
Q̂(λ) =

τλα−1

aλβ

(
τλα − bλβ − d

aλβ
−B

)−1

.

Finally, definition 2.10 shows that Rα,β(t) is a solution family generated by B. �

We will repeatedly use the following remark.

Remark 3.8. The function gγ(t) is nonincreasing for 0 < γ < 1 and increasing for

γ > 1. Moreover, g′γ(t) =
γ − 1

t
gγ(t), t > 0.

In case c 6=0, we have the next theorem that aims to the sector illustrated below.

Theorem 3.9. Let a, b, c, d, τ ∈ R where b = d = 0, a, c ≥ 0, τ > 0 and let B be
the generator of a cosine family. Suppose that 0 < β ≤ 1 < 1 + β < α ≤ 2. Then B
generates a solution family {Rα,β(t)}t≥0.

Proof. First, note that since b = d = 0, then if such solution family exists, it must
verify

R̂α,β(λ) =
1

λâ(λ)

(
1

â(λ)
−B

)−1

=
τλα−1

aλβ + c

(
τλα

aλβ + c
−B

)−1

.

Therefore, {Rα,β(t)}t≥0 is an (a, 1)-regularized family, that is, a resolvent family

(see remark 2.4) with a(t) =
a

τ
gα−β(t) +

c

τ
gα(t). Our strategy for the proof is to

use theorem 2.12.
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Figure 2. Sector 0 < β ≤ 1 < 1 + β < α ≤ 2.

We claim that a(t) is a creep function (see definition 2.9). In fact, let us define

a1(t) :=
a

τ
gα−β−1(t) +

c

τ
gα−1(t). Note that we can rewrite a1(t) as

a(t) =
a

τ
gα−β(t) +

c

τ
gα(t) = a0 + a∞t+

∫ t

0

a1(s)ds,

where a0 = 0, a∞ := lim
t→∞

a(t)

t
= lim

t→∞

1

t

[a
τ
gα−β(t)+

c

τ
gα(t)

]
= lim

t→∞

[
a

τ

tα−β−2

Γ(α− β)
+

c

τ

tα−2

Γ(α)

]
= 0 and a1(t) = a′(t) − a∞. Moreover, since a, c ≥ 0 and τ > 0 it is clear

that a1(t) is nonnegative, limt→∞ a1(t) = 0 and since by hypothesis 0 < α−β−1 <
1 and 0 < α − 1 < 1, by remark 3.8 we obtain that a1(t) is nonincreasing. By
definition 2.9, we conclude that a(t) is a creep function, proving the claim.

Next, we claim that a1(t) :=
a

τ
gα−β−1(t) +

c

τ
gα−1(t) is log-convex. Indeed,

consider f(t) = log(a1(t)) then f ′′(t) =
a′′1(t)a1(t)− a′1(t)a

′
1(t)

a21(t)
where, using

remark 3.8, we obtain

a′1(t) =
a

τ
(α− β − 2)t−1gα−β−1(t) +

c

τ
(α− 2)t−1gα−1(t)

and

a′′1(t) =
a

τ
(α− β − 2)(α− β − 3)t−2gα−β−1(t) +

c

τ
(α− 2)(α− 3)t−2gα−1(t).

We will to show that a′′1(t)a1(t) ≥ a′1(t)a
′
1(t). We have that
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a′′1(t)a1(t) =

[
a

τ
(α− β − 2)(α− β − 3)t−2gα−β−1(t)+

c

τ
(α− 2)(α− 3)t−2gα−1(t)

]
×

×
[
a

τ
gα−β−1(t) +

c

τ
gα−1(t)

]

=
a2

τ2
(α− β − 2)(α− β − 3)t−2g2α−β−1(t) +

ac

τ2
(α− β − 2)(α− β − 3)t−2

× gα−β−1(t)gα−1(t)

+
ac

τ2
(α− 2)(α− 3)t−2gα−1(t)gα−β−1(t) +

c2

τ2
(α− 2)(α− 3)t−2g2α−1(t)

=
a2

τ2
(α− β − 2)(α− β − 3)t−2g2α−β−1(t)

+
ac

τ2
t−2gα−β−1(t)gα−1(t)

[
(α− β − 2)(α− β − 3) + (α− 2)(α− 3)

]
(3.2)

+
c2

τ2
(α− 2)(α− 3)t−2g2α−1(t)

and

a′1(t)a
′
1(t) =

[
a

τ
(α− β − 2)t−1gα−β−1(t) +

c

τ
(α− 2)t−1gα−1(t)

]2

=
a2

τ2
(α− β − 2)2t−2g2α−β−1(t) +

ac

τ2
t−2gα−β−1(t)gα−1(t)[2(α− β − 2)(α− 2)]

(3.3)

+
c2

τ2
(α− 2)2t−2g2α−1(t).

By hypothesis, we immediately have (α − β − 2)(α − β − 3) > (α − β − 2)2,
(α− 2)(α− 3) > (α− 2)2. On the other hand, from the identity

(α− β − 2)(α− β − 3) + (α− 2)(α− 3) = 2(α− 2)2 − 2β(α− 2)− 2(α− 2) + β2 + β

and since by hypothesis −2(α− 2) > 0, we obtain

2(α− 2)2 − 2β(α− 2)− 2(α− 2) + β2 + β ≥ 2(α− 2)2 − 2β(α− 2)

= 2(α− β − 2)(α− 2).

Comparing (3.2) with (3.3), and taking into account that ac ≥ 0, we obtain that
a′′1(t)a1(t) ≥ a′1(t)a

′
1(t) and hence f ′′(t) ≥ 0 for all t > 0. Therefore, a1(t) is log-

convex, proving the claim and the theorem. �
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4. A particular (a, k)-regularized family

The following main theorem shows that under some conditions on the parameters,
a solution family {Rα,β(t)}t≥0 is a particular case of an (a, k)-regularized family,
and therefore many properties can be available from the general theory, see, e.g.,
[21, 24, 25].

Theorem 4.1. Let a, b, c, d, τ ∈ R be given with b ≥ 0, τ > 0, (a, c) 6= (0, 0) and
let B be the generator of a solution family {Rα,β(t)}t≥0. Then {Rα,β(t)}t>0 is an
(a, k)-regularized family with

(I) a(t) = aDβ
t pα,β(t) + cpα,β(t) and k(t) = τDα−1

t pα,β(t), if 0 < β ≤ 1 <
α < 2.

(II) a(t) = aDβ
t p1,β(t) +

a

τ
g1−β(t) + cp1,β(t) and k(t) = τp1,β(t), if

0 < β ≤ 1 = α,

where

pα,β(t) =
∞∑
k=0

dk

τk+1

[
tα−1Eα−β,α

( b
τ
tα−β

)]∗(k+1)

. (4.1)

Proof. From definition 2.10, {Rα,β(t)}t>0 is an exponentially bounded family of
strongly continuous operators. From remark 2.6, it follows that {Rα,β(t)}t>0 is a
(a, k)-regularized family with generator B if we can find a(t) and k(t) Laplace
transformable functions such that

R̂α,β(λ) =
τλα−1

aλβ + c

(
τλα − bλβ − d

aλβ + c
−B

)−1

=
k̂(λ)

â(λ)

(
1

â(λ)
−B

)−1

, (4.2)

for all λ ∈ C, Re(λ) > ω.
For 0 < β ≤ 1 < α < 2, we define pα,β(t) as in (4.1). We first prove that pα,β(t)

is well-defined and exponentially bounded. In fact, by [30, theorem 1.6, p. 35], for
all t > 0 and since b ≥ 0, τ > 0, we have∣∣∣tα−1Eα−β,α

( b
τ
tα−β

)∣∣∣ ≤ tα−1 C

1 +
b

τ
tα−β

= tα−1C
τ

τ + btα−β
≤ tα−1C.

Note that tα−1 = gα(t)Γ(α) and since 1 ≤ α < 2, Γ(α) ≤ 1. Then

∣∣∣tα−1Eα−β,α

( b
τ
tα−β

)∣∣∣ ≤ gα(t)C.

Using induction, we obtain

∣∣∣∣ dkτk+1

[
tα−1Eα−β

( b
τ
tα−β

)]∗(k+1)∣∣∣∣ ≤ |d|kCk+1

τk+1
g(k+1)α(t), for all k ∈ N0.
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Hence,

|pα,β(t)| =
∣∣∣∣ ∞∑
k=0

dk

τk+1

[
tα−1Eα−β,α

( b
τ
tα−β

)]∗(k+1)∣∣∣∣
≤ C

τ

∞∑
k=0

|d|kCk

τk
tαk+α−1

Γ(αk + α)
=
C

τ
tα−1

∞∑
k=0

(
|d|C
τ

tα
)k

Γ(αk + α)

=
C

τ
tα−1Eα,α

(
|d|C
τ

tα
)
.

It proves that pα,β(t) is well-defined for each t > 0, and Laplace transformable.
Taking the Laplace transform of pα,β(t), we have that

p̂α,β(λ) = L

( ∞∑
k=0

dk

τk+1

[
tα−1Eα−β,α

( b
τ
tα−β

)]∗(k+1)
)
(λ)

=
∞∑
k=0

dk

τk+1

[
L
(
tα−1Eα−β,α

( b
τ
tα−β

))
(λ)

]k+1

=
∞∑
k=0

dk
[
1

τ
L
(
tα−1Eα−β,α

( b
τ
tα−β

))
(λ)

]k+1

=
∞∑
k=0

dk

[
λ−β

τ
(
λα−β − b

τ

)]k+1

=
∞∑
k=0

dk

[
λ−β

τλα−β − b

]k+1

=
∞∑
k=0

dkλ−βk−β

(τλα−β − b)k+1

=
λ−β

(τλα−β − b)

∞∑
k=0

dkλ−βk

(τλα−β − b)k
.

Since dλ−β

τλα−β−b
→ 0 as λ→ ∞, we obtain for λ sufficiently large

p̂α,β(λ) =
λ−β

(τλα−β − b)

1[
1− dλ−β

τλα−β − b

] =
1

τλα − bλβ − d
. (4.3)

An application of [31, theorem 0.4] with k =1 and g(λ) =
1

τλα − bλβ − d
, together

with the uniqueness of the Laplace transform, shows that p′α,β(t) exists. We
distinguish the following cases:

(I) 0 < β ≤ 1 < α < 2. We define a(t) = a(g1−β ∗ p′α,β)(t) + cpα,β(t) and
k(t) = τ(g2−α ∗ p′α,β)(t). From (4.3) and using the initial value theorem for
the Laplace transform, we obtain

pα,β(0) = lim
|λ|→∞

λp̂α,β(λ) = lim
|λ|→∞

1

λα−1
(
τ − b

λα−β
− d

λα

) = 0.
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Therefore, taking the Laplace transform of a(t), we have

â(λ) = aλβ p̂α,β(λ)− λβ−1pα,β(0) + cp̂α,β(λ) =
aλβ + c

τλα − bλβ − d
.

Analogously, taking the Laplace transform of k(t), we obtain

k̂(λ) = τλα−1p̂α,β(λ)− λα−2pα,β(0) =
τλα−1

τλα − bλβ − d
.

By (4.2), we conclude that {Rα,β(t)}t≥0 is an (a, k)-regularized family.

(II) 0 < β < α = 1. We define a(t) = a(g1−β ∗ p′1,β)(t) +
a

τ
g1−β(t) + cp1,β(t)

and k(t) = τp1,β(t). In this case, using the initial value theorem of Laplace
transform, we obtain

p1,β(0) = lim
|λ|→∞

λp̂1,β(λ) = lim
|λ|→∞

1(
τ − b

λ1−β
− d

λ

) =
1

τ
.

Therefore, taking the Laplace transform of a(t), we have

â(λ) = aλβ p̂1,β(λ)− aλβ−1p1,β(0) +
a

τ

1

λ1−β
+ cp̂1,β(λ)

= aλβ p̂1,β(λ) + cp̂1,β(λ) =
aλβ + c

τλ− bλβ − d
.

Furthermore, taking the Laplace transform of k(t), we have

k̂(λ) = τ p̂1,β(λ) = τ
1

τλ− bλβ − d
=

τ

τλ− bλβ − d
.

It proves the claim and finishes the proof. �

We finish this section with the following lemma that will be useful in the next
section.

Lemma 4.2. Let 0 < β ≤ 1 ≤ α < 2, a, b, c, d, τ ∈ R, τ 6= 0, where (a, c) 6= (0, 0).
Let B be the generator of a solution family {Rα,β(t)}t≥0. Then for each γ > 0, the
family {(gγ ∗ Rα,β)(t)}t≥0 is exponentially bounded and, for each x ∈ X, (gγ ∗
Rα,β)(t)x ∈ D(B).

Proof. By definition 2.10, the family {Rα,β(t)}t≥0 is exponentially bounded and
then for t > 0 and x ∈ X we have

‖(gγ ∗Rα,β)(t)x‖ ≤
∫ t

0

|gγ(t− s)| ‖Rα,β(s)‖‖x‖ds ≤
∫ t

0

gγ(t− s)Meωsds‖x‖

=M

∫ t

0

gγ(s)e
ω(t−s)ds‖x‖ ≤Meωt

∫ ∞

0

gγ(s)e
−ωsds‖x‖

=
M

ωγ
eωt‖x‖.
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Since by theorem 4.1, {Rα,β(t)}t≥0 is an (a, k)-regularized family, then by
lemma 2.13 we have that (gγ ∗Rα,β)(t)x ∈ D(B) for each x ∈ X and γ > 0. �

We continue with the following result.

Lemma 4.3. Let 0 < β ≤ 1 ≤ α < 2, a, b, c, d, τ ∈ R, τ 6= 0, where (a, c) 6= (0, 0),
and let B be the generator of a solution family {Rα,β(t)}t>0. Then for all x ∈ X

(gα−1 ∗Rα,β)(t)x =
(aB + bI)

τ
(g2α−β−1 ∗Rα,β)(t)x+

(cB + dI)

τ
× (g2α−1 ∗Rα,β)(t)x+ gα(t)x. (4.4)

Proof. By theorem 4.1, {Rα,β(t)}t≥0 is an (a, k)-regularized family then by lemma
2.13, (gγ ∗ Rα,β)(t)x ∈ D(B) for each x ∈ X and γ > 0. In addition, since Rα,β(t)
and (gγ ∗ Rα,β)(t), γ > 0 are exponentially bounded by definition 2.10 and lemma
4.2, taking the Laplace transform we obtain for any x ∈ X and λ sufficiently large:

R̂α,β(λ)ĝα−1(λ)x− 1

τ
(aB + bI) ̂g2α−β−1(λ)R̂α,β(λ)x− 1

τ
(cB + dI)ĝ2α−1(λ)

× R̂α,β(λ)x

=
1

λα−1
R̂α,β(λ)x− (aB + bI)

τ

1

λ2α−β−1
R̂α,β(λ)x− (cB + dI)

τ

1

λ2α−1
R̂α,β(λ)x

=
τλα

τλα
1

λα−1
R̂α,β(λ)x− (aB + bI)

λβ

τλαλα−1
R̂α,β(λ)x− (cB + dI)

1

τλαλα−1

× R̂α,β(λ)x

=
1

λα
1

τλα−1

[
τλα − λβ(aB + bI)− (cB + dI)

]
R̂α,β(λ)x

=
1

λα
1

τλα−1

[
τλα − bλβ − d− aλβB − cB

]
R̂α,β(λ)x

=
1

λα
1

τλα−1

(
τλα − bλβ − d− (aλβ + c)B

)
R̂α,β(λ)x

=
1

λα
(aλβ + c)

τλα−1

(
τλα − bλβ − d

aλβ + c
−B

)
R̂α,β(λ)x =

x

λα
= ĝα(λ)x.

Hence, by uniqueness of the Laplace transform, we obtain (4.4). �

We have the next lemma.

Lemma 4.4. Let 0 < β ≤ 1 ≤ α < 2, a, b, c, d, τ ∈ R, τ 6= 0, where (a, c) 6= (0, 0),
and let B be the generator of a solution family {Rα,β(t)}t>0. Then for all x ∈ D(B)

τRα,β(t)x− (aB + bI)
(
gα−β ∗Rα,β

)
(t)x− τx− (aB + bI)

(
gα−β ∗Rα,β

)
(t)x

+
1

τ
(aB + bI)

(
g2α−2β ∗Rα,β

)
(t)(aB + bI)x+ gα−β+1(t)(aB + bI)x (4.5)

− (cB + dI)
(
gα ∗Rα,β

)
(t)x+

1

τ
(cB + dI)

(
g2α−β ∗Rα,β

)
(t)(aB + bI)x = 0.
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Proof. Note that by theorem 4.1 and lemma 2.13, for each x ∈ X, (gγ ∗Rα,β)(t)x ∈
D(B), γ > 0, and since x ∈ D(B) we have that (aB + bI)x ∈ X and (gγ ∗
Rα,β)(t)(aB + bI)x ∈ D(B), for each x ∈ D(B). Proceeding as in lemma 4.3, and
taking the Laplace transform of (4.5), we obtain

τR̂α,β(λ)x− (aB + bI)R̂α,β(λ)ĝα−β(λ)x− τ

λ
x− (aB + bI)R̂α,β(λ)ĝα−β(λ)x

+
1

τ
(aB + bI)R̂α,β(λ)ĝ2α−2β(λ)(aB + bI)x+ (aB + bI) ̂g2α−β+1(λ)x

− (cB + dI)ĝα(λ)R̂α,β(λ)x+
1

τ
(cB + dI)ĝ2α−β(λ)R̂α,β(λ)(aB + bI)x

= τR̂α,β(λ)x− (aB + bI)

λα−β
R̂α,β(λ)x− τ

λ
x− 1

λα−β
R̂α,β(λ)(aB + bI)x

+
1

τ
(aB + bI)

1

λ2α−2β
R̂α,β(λ)(aB + bI)x+ (aB + bI)

1

λα−β+1
x

− (cB + dI)
1

λα
R̂α,β(λ)x+

1

τ

(cB + dI)

λ2α−β
R̂α,β(λ)(aB + bI)x

=

[
τ − 1

λα−β
(aB + bI)− (cB + dI)

1

λα

]
R̂α,β(λ)x− τ

λ
x+

(aB + bI)

λα−β+1
x

+

[
− 1

λα−β
+

1

τ

1

λ2α−2β
(aB + bI) +

1

τλ2α−β
(cB + dI)

]
R̂α,β(λ)(aB + bI)x

=

[
τ − λβ

λα
(aB + bI)− (cB + dI)

1

λα

]
R̂α,β(λ)x− τ

λ
x+

(aB + bI)

λα−β+1
x

+

[
− 1

λα−β
+

1

τ

λβ

λ2α−β
(aB + bI) +

1

τλ2α−β
(cB + dI)

]
R̂α,β(λ)(aB + bI)x

=
1

λα
[
τλα − λβ(aB + bI)− (cB + dI)

]
R̂α,β(λ)x− τ

λ
x+ (aB + bI)

1

λα−β+1
x

+

[
− 1

λα−β

τλα−1

τλα−1
+

1

τ

λβλ−1

λα−1λα−β
(aB + bI)

+
λ−1

τλα−1λα−β
(cB + dI)

]
R̂α,β(λ)(aB + bI)x

=
1

λα
[
τλα − bλβ − d− aλβB − cB

]
R̂α,β(λ)x− τ

λ
x+ (aB + bI)

1

λα−β+1
x

− 1

λα−β+1

1

τλα−1

[
τλα − λβ(aB + bI)− (cB + dI)

]
R̂α,β(λ)(aB + bI)x

=
1

λα
[
τλα − bλβ − d− aλβB − cB

]
R̂α,β(λ)x− τ

λ
x+ (aB + bI)

1

λα−β+1
x

− 1

λα−β+1

1

τλα−1

[
τλα − bλβ − d− aλβB − cB

]
R̂α,β(λ)(aB + bI)x

=
1

λα
[
τλα − bλβ − d− (aλβ + c)B

]
R̂α,β(λ)x− τ

λ
x+ (aB + bI)

1

λα−β+1
x

− 1

λα−β+1

1

τλα−1

[
τλα − bλβ − d− (aλβ + c)B

]
R̂α,β(λ)(aB + bI)x
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=
τλ−1

τλ−1

(aλβ + c)

λα

[
τλα − bλβ − d

(aλβ + c)
−B

]
R̂α,β(λ)x− τ

λ
x+ (aB + bI)

1

λα−β+1
x

− 1

λα−β+1

(aλβ + c)

τλα−1

[
τλα − bλβ − d

(aλβ + c)
−B

]
R̂α,β(λ)(aB + bI)x

= τλ−1x− τ

λ
x+ (aB + bI)

1

λα−β+1
x− 1

λα−β+1
(aB + bI)x = 0.

Hence, the claim follows by uniqueness of the Laplace transform. �

We finally prove the following result.

Lemma 4.5. Let 0 < β ≤ 1 ≤ α < 2, a, b, c, d, τ ∈ R, τ 6= 0, where (a, c) 6= (0, 0),
and let B be the generator of a solution family {Rα,β(t)}t>0. Then for all x ∈ X,
we have

τ(g1 ∗Rα,β)(t)x− tτx− (aB + bI)(gα−β ∗ g1 ∗Rα,β)(t)x− (cB + dI)

× (gα ∗ g1 ∗Rα,β)(t)x = 0. (4.6)

Proof. We have

τ

λ
R̂α,β(λ)x− τ

λ2
x− (aB + bI)ĝα−β(λ)

1

λ
R̂α,β(λ)x− (cB + dI)ĝα(λ)

1

λ
R̂α,β(λ)x

=
τ

λ
R̂α,β(λ)x− τ

λ2
x− (aB + bI)

1

λα−β

1

λ
R̂α,β(λ)x− (cB + dI)

1

λα
1

λ
R̂α,β(λ)x

=

[
τ

λ
− λβ

λα
1

λ
(aB + bI)− 1

λα
1

λ
(cB + dI)

]
R̂α,β(λ)x− τ

λ2
x

=
1

λα
1

λ

[
τλα − λβ(aB + bI)− (cB + dI)

]
R̂α,β(λ)x− τ

λ2
x

=
1

λα
1

λ

τλ−1

τλ−1

[
τλα − bλβ − d− aλβB − cB

]
R̂α,β(λ)x− τ

λ2
x

=
τλ−1

λτλα−1

[
τλα − bλβ − d− (aλβ + c)B

]
R̂α,β(λ)x− τ

λ2
x

=
τλ−1

λ

(aλβ + c)

τλα−1

[
τλα − bλβ − d

(aλβ + c)
−
]
R̂α,β(λ)x− τ

λ2
x

=
τ

λ2
x− τ

λ2
x = 0.

�
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5. Well-posedness and sufficient conditions

Let B be a closed operator on a complex Banach space X. We consider the abstract
Cauchy problem

τDα
t u(t)− (aB + bI)Dβ

t u(t)− (cB + dI)u(t) = 0,

u(0) = x ∈ X,

u′(0) = y ∈ X,

(5.1)

with τ 6= 0 , a, b, c, d ∈ R and 0 < β 6 1 < α 6 2, where Dγ
t denotes the Caputo

derivative of order γ > 0.
By a strict solution of (5.1), we understand a function u ∈ C2(R+;X) ∩

C1(R+;D(B)) such that u(t) ∈ D(B) for all t ≥ 0 and (5.1) holds. If a strict
solution exists, then it follows that x, y ∈ D(B). In applications, it is useful to
find a weaker notion of solution where x, y may be arbitrary. This can be done by
integrating the equation. Assume that u is a strict solution. Since B is closed, it
follows from [4, proposition 1.1.7] that (gα−β ∗ u)(t) ∈ D(B), (gα ∗ u)(t) ∈ D(B)
and

τu(t)− (aB + bI)(gα−β ∗ u)(t)− (cB + dI)(gα ∗ u)(t) = τ(x+ ty)− gα−β+1(t)

× (aB + bI)x, t > 0. (5.2)

We introduce the following definition.

Definition 5.1. Let 0 < β < α. A function u ∈ C(R+;X) is called a mild solution
of (5.1) if (gα−β ∗ u)(t) ∈ D(B), (gα ∗ u)(t) ∈ D(B) for all t> 0 and (5.2) holds.

It is clear that mild and strict solutions differ merely by regularity.

Definition 5.2. We say that (5.1) is well-posed if for each x ∈ D(B) and each
y ∈ X there exists a unique mild solution.

We observe that this notion of well-posedness has been considered by other
authors, see, e.g., references [4, 16, 17] where it is named mildly well-posedness.
Our first main result in this section is the following.

Theorem 5.3. Let 0 < β < α, (a, c) 6= (0, 0). Let B the generator of a solution
family {Rα,β(t)}t>0 on X. Then (5.1) is well-posed.

Proof. Uniqueness: Let u1, u2 ∈ C(R+;X) be two mild solutions of (5.1). Then
u := u1−u2 ∈ C(R+;X) and τu(t)−(aB+bI)(gα−β∗u)(t)−(cB+dI)(gα∗u)(t) = 0,
for all t ≥ 0. Hence

(τgβ − (aB + bI)gα − (cB + dI)gα+β) ∗ u(t) = 0.

Therefore, by Titchmarch’s theorem, it follows that u ≡ 0.
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Existence: Let x ∈ D(B) and y ∈ X. We define

u(t) = Rα,β(t)x+

∫ t

0

Rα,β(t− s)
[
y − 1

τ
gα−β(s)(aB + bI)x

]
ds, t ≥ 0. (5.3)

We divide the proof in three steps.
Step 1: When y =0 we define

u1(t) = Rα,β(t)x− 1

τ
(gα−β ∗Rα,β)(t)(aB + bI)x. (5.4)

Now, we will to show that (5.4) satisfies the expression (5.2). In fact, it is enough
to show that

τ
(
u1(t)− x

)
− (aB + bI)

[
(gα−β ∗ u1)(t)− gα−β+1(t)x

]
− (cB + dI)(gα ∗ u1)(t) = 0.

By theorem 4.1 and lemma 2.13, for each x ∈ X, (gγ ∗ Rα,β)(t)x ∈ D(B), γ > 0,
and since x ∈ D(B) for a 6= 0 , we have that (aB+bI)x ∈ X and (gγ ∗Rα,β)(t)(aB+
bI)x ∈ D(B), for each x ∈ D(B). Hence (gα−β ∗ u1)(t) ∈ D(B) and (gα ∗ u1)(t) ∈
D(B). Using (5.4) and lemma 4.4, we obtain that

τRα,β(t)x−
(
gα−β ∗Rα,β

)
(t)(aB + bI)x− τx− (aB + bI)

(
gα−β ∗Rα,β

)
(t)x

+
1

τ
(aB + bI)

(
g2α−2β ∗Rα,β

)
(t)(aB + bI)x+ (aB + bI)gα−β+1(t)x

− (cB + dI)
(
gα ∗Rα,β

)
(t)x+

1

τ
(cB + dI)

(
g2α−β ∗Rα,β

)
(t)(aB + bI)x

=

[
τRα,β(t)−

(
gα−β ∗Rα,β

)
(t)(aB + bI)− τ − (aB + bI)

(
gα−β ∗Rα,β

)
(t)

+
1

τ
(aB + bI)

(
g2α−2β ∗Rα,β

)
(t)(aB + bI) + (aB + bI)gα−β+1(t)

− (cB + dI)
(
gα ∗Rα,β

)
(t) +

1

τ
(cB + dI)

(
g2α−β ∗Rα,β

)
(t)(aB + bI)

]
x = 0,

proving that u1(t) satisfies (5.2).
Step 2: When x =0 we define

u2(t) = (g1 ∗Rα,β)(t)y. (5.5)

By lemma 2.13, it is clear that (gα−β ∗ u2)(t) ∈ D(B) and (gα ∗ u2)(t) ∈ D(B). We
will show that

τ
(
u2(t)− ty

)
− (aB + bI)

[
(gα−β ∗ u2)(t)

]
− (cB + dI)(gα ∗ u2)(t) = 0.

In fact, using (5.5), we obtain that the left hand side of the above identity equals
to

τ(g1 ∗Rα,β)(t)y − tτy − (aB + bI)(gα−β ∗ g1 ∗Rα,β)(t)y − (cB + dI)

× (gα ∗ g1 ∗Rα,β)(t)y

being this expression zero by lemma 4.5, as desired.
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Step 3: By steps 1 and 2, we obtain that

u(t) = u1(t) + u2(t)

satisfy (5.2). This proves the theorem. �

Now we consider the non-homogeneous abstract Cauchy problem. Let B be a
closed operator and let f ∈ L1([0, T ], X) where T > 0. For 0 < β ≤ 1 < α ≤ 2 we
consider the problem

τDα
t u(t)− (aB + bI)Dβ

t u(t)− (cB + dI)u(t) = f(t), t ∈ [0, T ],

u(0) = x,

u′(0) = y,

(5.6)

where x ∈ D(B) and y ∈ X. A function u ∈ C([0, T ], X) is called a mild solution
of (5.6) if (gα−β ∗ u)(t) ∈ D(B), (gα ∗ u)(t) ∈ D(B) and

τu(t)− (aB + bI)(gα−β ∗ u)(t)− (cB + dI)(gα ∗ u)(t) = (gα ∗ f)(t) + τ(x+ ty)

− gα−β+1(t)(aB + bI)x, t ∈ [0, T ].
(5.7)

Our main theorem in this section show that in the case when B generates a
solution family there always exists a mild solution.

Theorem 5.4. Let 0 < β < α, α > 1, a, b, c, d, τ ∈ R, τ 6= 0, where (a, c) 6= (0, 0).
Let B be the generator of a solution family {Rα,β(t)}t>0 on X. Then for every
f ∈ L1([0, T ], X) the problem (5.6) has a unique mild solution u given by

u(t) = Rα,β(t)x+

∫ t

0

Rα,β(t− s)
[
y − 1

τ
gα−β(s)(aB + bI)x

]
ds

+
1

τ

∫ t

0

Rα,β(t− s)(gα−1 ∗ f)(s)]ds. (5.8)

Proof. Uniqueness is proven as in theorem 5.3. For existence, we have seen that

Rα,β(t)x+

∫ t

0

Rα,β(t− s)
[
y − 1

τ
gα−β(s)(aB + bI)x

]
ds

is a mild solution of the homogeneous problem. It remains to show that

u1(t) =
1

τ
(gα−1 ∗Rα,β ∗ f)(t) (5.9)

is a mild solution of (5.6) with initial value x = y = 0. Extending f by 0 to R+, we
have that u1 ∈ C([0, T ];X). Note that (gα−β∗u1)(t) ∈ D(B) and (gα∗u1)(t) ∈ D(B)
thanks to lemma 2.13. Using (5.9) and lemma 4.3, we obtain that
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τu1(t)− (aB + bI)(gα−β ∗ u1)(t)− (cB + dI)(gα ∗ u1)(t)− (gα ∗ f)(t)

= τ
(1
τ
(gα−1 ∗Rα,β ∗ f)(t)

)
− (aB + bI)

[
(gα−β ∗ 1

τ
gα−1 ∗Rα,β ∗ f)(t)

]
− (cB + dI)(gα ∗ 1

τ
gα−1 ∗Rα,β ∗ f)(t)− (gα ∗ f)(t)

= (gα−1 ∗Rα,β ∗ f)(t)− (aB + bI)

τ
(g2α−β−1 ∗Rα,β ∗ f)(t)

− (cB + dI)

τ
(g2α−1 ∗Rα,β ∗ f)(t)− (gα ∗ f)(t)

=

([
(gα−1 ∗Rα,β)(t)−

(aB + bI)

τ
(g2α−β−1 ∗Rα,β)(t)

− (cB + dI)

τ
(g2α−1 ∗Rα,β)(t)

]
∗ f
)
(t)− (gα ∗ f)(t)

= (gα ∗ f)(t)− (gα ∗ f)(t) = 0

proving that u1(t) satisfies (5.7). This proves the claim. �

6. Examples

We finish this work illustrating some special cases where our abstract results apply.

6.1. Linear Kuznetsov equation

The Kuznetsov equation [22] models propagation of non-linear acoustic waves
in thermoviscous elastic media. This equation is treated in different works, for
example, see [11, 15].

We consider the following linear version of de Kuznetsov equation, with fractional
order in time, and Dirichlet boundary conditions utt(t, x)− c2∆u(t, x)− δ

p0
∆Dβ

t u(t, x) = f(t, x), t > 0, x ∈ (0, 1)

u(t, 0) = u(t, 1) = 0, u(0, x) = u0(x), ut(0, x) = u1(x),

(6.1)

where 0 < β < 1, where u(x, 0) = u0(x), ut(x, 0) = u1(x) and c, p0, γ, δ are the
velocity of the sound, the density, the ratio of the specific heats, and the viscosity
of the medium, respectively.

Choose X = Lp(0, 1), 1 ≤ p < ∞. Consider B = ∆ be the Dirichlet Laplacian
on Lp(0, 1), with

D(B) :=W 2,p
0 (0, 1) = {v ∈W 2,p(0, 1); v(0) = v(1) = 0}.

Then, by [19, lemma 2.3], for every 1 ≤ p < ∞, B generates a bounded cosine
family in X. Therefore, using theorems 3.9 and 5.4, we obtain the following result.

Theorem 6.1. Let 0 < β < 1, ≤ p < ∞, f ∈ L1
loc(R+;L

p(0, 1)) be such that∫∞
0
e−ωt‖f(t)‖dt < ∞ for some ω> 0. Then for all u0 ∈ W 2,p

0 (0, 1) and u1 ∈
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Lp(0, 1), there is a unique u ∈ C(R+;L
p(0, 1)) satisfying

τ
(
u(t, x)− u0(x)− tu1(x)

)
− δ

p0Γ(2− β)
∆

∫ t

0

(t− s)1−βu(s, x)ds

+
δ

p0Γ(3− β)
t2−β∆u0(x)

− c2∆

∫ t

0

(t− s)u(s, x)ds =

∫ t

0

(t− s)f(s, x)ds, t ≥ 0, x ∈ (0, 1).

Proof. Note that Eq. (6.1) is a particular case of (1.1) when we consider τ =

1, α = 2, 0 < β < 1, a =
δ

p0
> 0, c = c2 > 0, B = ∆, b = d = 0, and

f ∈ L1
loc(R+;L

2(Ω)). �

Consider the abstract model

u′′(t)− aBDβ
t u(t)− cBu(t) = f(t), t ≥ 0, (6.2)

where 0 < β < 1, a, c > 0, u(0) ∈ D(B) and u′(0) ∈ X. Using theorems 3.9 and
5.4, we obtain the following general result.

Theorem 6.2. Let B be the generator of a cosine family, then, for each f ∈
L1
loc(R+;X) such that

∫∞
0
e−ωt‖f(t)‖dt <∞, ω > 0, the model (6.2) has a unique

mild solution.

6.2. Linear Klein–Gordon equation

Let Ω ⊂ RN be an open bounded set with sufficiently smooth boundary ∂Ω. We
consider the following fractional version of the Klein–Gordon equation

Dα
t ϕ(t, x)− a∆Dβ

t ϕ(t, x)− bDβ
t ϕ(t, x)−∆ϕ(t, x)− dϕ(t, x) = f(t, x),

(t, x) ∈ R+ × Ω

ϕ(t, x) = 0, (t, x) ∈ R+ × ∂Ω

ϕ(0, x) = ϕ0(x), ϕt(0, x) = ϕ1(x), x ∈ Ω,

(6.3)

where a > 0, b < 0 and d ∈ R, see [5, Section 1] in case α=2 and β=1.
Let X = L2(Ω). We define (Bv)(x) = (∆v)(x), x ∈ Ω, v ∈ D(B) and

D(B) := {v ∈ H1
0 (Ω);Bv ∈ L2(Ω)}. (6.4)

Using theorem 5.4, we obtain the following result.

Theorem 6.3. Let a > 0, b < 0, 0 < β < α, α> 1, and f ∈ L1([0, T ], L2(Ω)).
Suppose that the Laplacian operator B := ∆ generates a solution family
{Rα,β(t)}t≥0 on L2(Ω). Then, for all ϕ0 ∈ D(B) and ϕ1 ∈ L2(Ω), there exists
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a unique u ∈ C([0, T ], L2(Ω)) such that

ϕ(t, x)− ϕ0(x)− tϕ1(x)− (a∆+ bI)

[ ∫ t

0

gα−β(t− s)u(s, x)ds− gα−β+1(t)x

]
− (∆ + dI)

∫ t

0

gα(t− s)u(s, x)ds =

∫ t

0

gα(t− s)f(s, x)ds, t ≥ 0.

For example, in case α=2 and β=1, we know by [4, example 7.2.1, p. 424] that
B is the generator of a C 0-semigroup on L2(Ω) and therefore, by [28, corollary 13],
a solution family {R2,1(t)}t≥0 on L2(Ω) always exists and is given by

R2,1(t)v :=W ′(t)v, v ∈ D(B), (6.5)

where {W (t)}t≥0 ⊂ L(L2(Ω)) is a strongly differentiable family, see [28, corollary
13].
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