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We present some tips for generating multiple sequences of two- and three-valued
random variables

1. INTRODUCTION

SupposeX;,j =1,...,n, are independent Bernoulli random variables with respec-
tive meang;,j =1,...,n, and that we are interested in using simulation to estimate
E[h(X4,...,Xn)] by generatingn independent values df. The usual simulation
approach is to

© 2005 Cambridge University Press  0269-96@8 $1600 213

https://doi.org/10.1017/50269964805050114 Published online by Cambridge University Press


https://doi.org/10.1017/S0269964805050114

214 H. Block, M. Mazumdar, and S. M. Ross

generateXy ;, X1 2,..., Xy, n and evaluaté(Xy 1, X1.2,..., X1.n),
generateXy 1, X5,2, ..., Xo.n and evaluaté(X,,1, X5 2, ..., X2.n),
generateXs 1, X3 2, ..., X3.n and evaluaté(Xs 1, X3 2, .-, X3 n),

and so onwhereX; ; is Bernoulli with parametep; ).

However a better approach is to first generate the sequence of vXues
i =1,...,m, then the sequence of valuis,,i = 1,...,m, and so onThis is true
because we can generate a sequence of independent and identically distribdied
Bernoulli random variables by generating the times at which the least likely value
(0 or 1) occurs that is suppose we want to genera(g...,Y,,, independent Ber-
noulli random variables with mean Leta= min(p,1 —p) and letv equal 1 ifa=p
and letv equal 0 otherwiseéNow, imagining that the random variabl¥sg ..., Y, are
the results ofm successive trial]sve can generate the trial numbers at which we
obtain the value by generating independent geometric random variables having
parameter. To generate such a geometric random varighlgenerate a random
numberU and set

G=mink:U>1—a)" =[InU)/InQA—a)]+ 1,

where[x] is the largest integer less than or equaki&€ontinue to generate such
geometrics until their sum is at least. SupposeG,,...,G, are generatedlf
>I_, G, = m, then trial numberS!_, G,,j = 1,...,r result in outcome and the
others in outcome 1- v; if 3/, G, > m, then trial numbersX>!_,G;,
j=1,...,r — 1, result in outcomes and the others in outcome-1v.

With R equal to the number of geometrjage need generate

P{R=r}= P{gGi <msiGi}

i=1 i=1

=P{N(m—-1)=r—1},

whereN(k) is the number of renewals by timkeof the Bernoulli renewal process
whose interarrival times are th&. Consequently

E[R] =1+ i(r ~1)P{R=r}

= 1+§(r—1)P{N(m—1)=r—l}

=1+ E[N(m—1)]
=1+ (m-1Da
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that is the expected number of geometrics that are needed to generate the results of
themtrials is(m — 1)a + 1. (Intuitively, the preceding is true because we generate

all of the firstm — 1 trial numbers that result in successas well as the result of

trial m.)

Remark: One downside of our suggestion to generate the Bernoulli array in a ver-
tical rather than a horizontal fashion is the additional memory requirem@hts
generated in a horizontal fashidhen once a row is generated amdvaluated the
Bernoulli row data can be discard@dowever a variant of our idea can still be
utilized even if one wants to generate the complete row veEtmrinstancesup-
pose we want to generag, ..., X,,, whereX; is Bernoulli with parametep;. Let

a; = min(p;,1 — p;) and lety; equal 1 ifa; = p; andv; equal O otherwiseStart by
generating the firsK;, i = 1,...,n, that results in its probability; valueg that is
generate a random numbdr If U = II{L,(1 — &), set

X =

i =1—y

] j:]',""n’

and stop Otherwise let
k
F= min(k:U >J]@a- ai)>
i=1

and set
Xj:l_vj, j:].,...,F_l, XF:UF'
If F=n, stopif F <n, use the same procedure to generate the valugs,af.. ., X,.

Remark: The results reported ifi] were what motivated us to consider more effi-
cient ways to generate the data needed to estiBgt€Xq,..., X,)].

2. THE BINOMIAL APPROACH

Presented is a competing approach when you wanitd. Bernoulli random vari-
ables having paramet@r GenerateN, a binomial(m, p) random variablgN will
equal the number of the random variables equal tddw, letM = min(N, m— N)
and generate the firt positions of a random permutation qf 1, m(this requires
M random numbers and is easily dgisee[2]). If M = N, these are the trial num-
bers whose value is;If M # N, these are the trial numbers whose value is zero
This method requireon averagel + E[M] < 1 + marandom numbersvhere
a = min(p,1 — p) and where the 1 refers to the generation of the binaniaé
binomial method has the advantage over the geometric in that it is easier to generate
the firstr positions of a random permutation than it is to generajeometric ran-
dom variablesOn the other handt requires generating a binomial random vari-
able (which can be efficiently done by the use of the inverse transform method
starting af mp] and going either up or dowfsee[2])).

We now obtain an approximation ®[M].
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LEMMA 1: Let Z be a standard normal random variable with distribution function
®. Then

E[|Z—c|] = |c|@®(|c|) — 1) + N2/7 e <72
Proor: Forc > 0,

E[|1Z—c|] = f_c (c—Xx)D’(x) dx+fw(x— c)®'(x) dx

cd(c) —J X®'(X) dx—fcx<1>’(x)dx+foo(x— c)®'(x) dx
—o 0 c

—c?/2 e7c2/2

=cd(c) + — \/_ Vor —c[1—®(c)].
The argument foc < 0 is similar u
ProposiTioN 1: If N is a binomial random variable with parameters m and p, then
for m large,
E[min(N,m = N)] =~ m/2 — Ymp(1 - p) [|c|(2®(|c|) = 1) + V2/7 e *72],
where
. m/2—mp
 mp—p)
ProoF:

E[min(N,m— N)]

m/2+ E[min(N—m/2,m/2 — N)]
=m/2—-E[|IN—m/2]]
N—mp m/2 — mp
m/2 — \Nmp(1l— EH —
PR Vmp—p)  Vmpi-p)
~ny2 - Vmp(1-pE[|Z~-c|],

whereZ is a standard normarl’he proof now follows from Lemma.1 u

3. GENERATING A SEQUENCE OF THREE-VALUED RANDOM VARIABLES

Suppose that we want to generate the results froimdependent trials when each
trial has three possible outcomesith probabilitiesP,, P,, and P;. Suppose that
P, = P, = P,,. Two ways to generate the trial results are as follows

1. Generate the trials that result in outcoim®y successively generating geo-
metrics with parameté?; as in the previous sectioBuppose this results in
trials j4,..., ), having valuei,. Then determine which of the othen — r
trials result in outcome, by generating geometrics with paramefgy/
(1-P;,)). Forinstancesuppose we want 10 trigiwhereP, = 0.2, P, = 0.3,

https://doi.org/10.1017/50269964805050114 Published online by Cambridge University Press


https://doi.org/10.1017/S0269964805050114

GENERATING SYSTEMS COMPOSED OF RANDOM VARIABLES 217

andP; = 0.5. If the generated geometrics with paramet& &e 45, and 3
(we stopped when the sum of these geometrics was at lepahd@i@he gen-
erated geometrics with parametei83are 1 3, and 4(we stopped when the
sum of these geometrics was at leasttBen the trial outcomes are

2,3,31233312

2. A second approach is to generate a binomial random varisplevith
parametersn and P, , and then generate a binomial random varialle
with parametersn — N, , P,/(1 — P,). LetN, = m—N_— N_. If N, =
Ni, = N, generate the firskl, + N;_positions of a random permutation of
1,...,m. The trial numbers resulting in outcomeare the first\; values of
this permutationthe trial numbers resulting in outcormgare the following
N;_ values of this permutatigrand the other trials result in outcome
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