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We investigate convection in a thin cylindrical gas layer with an imposed flux at the
bottom and a fixed temperature along the side, using a combination of direct numerical
simulations and laboratory experiments. The experimental approach allows us to extend by
two orders of magnitude the explored range in terms of flux Rayleigh number. We identify
a scaling law governing the root-mean-square horizontal velocity and explain it through a
dimensional analysis based on heat transport in the turbulent regime. Using particle image
velocimetry, we experimentally confirm, for the most turbulent regimes, the presence of a
drifting persistent pattern consisting of radial branches, as identified by Rein et al. (2023,
J. Fluid Mech. 977, A26). We characterise the angular drift frequency and azimuthal
wavenumber of this pattern as functions of the Rayleigh number. The system exhibits
a wide distribution of heat flux across various time scales, with the longest fluctuations
attributed to the branch pattern and the shortest to turbulent fluctuations. Consequently, the
branch pattern must be considered to better forecast important wall heat flux fluctuations,
a result of great relevance in the context of nuclear safety, the initial motivation for our
study.
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1. Introduction

The present study follows up the numerical study of Rein ef al. (2023a) and is motivated
by nuclear safety issues. During a severe accident (SA) in a nuclear power plant, the
radioactive fuel and metallic components of the reactor melt, forming a fluid known as
corium. The corium relocates from the reactor core to the lower plenum of the reactor
vessel, where non-miscible oxidic and metallic phases separate. The oxide phase contains
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the majority of radioactive elements. It thus heats from below the less dense and thinner
liquid metal phase floating on its surface, which then concentrates the heat towards the
vessel wall. This phenomenon is referred to as the ‘focusing effect’ in nuclear safety
literature. Understanding heat transfer through the top metal layer is crucial for predicting
vessel failure or ensuring its integrity when in-vessel retention is employed as a SA
management strategy (Theofanous et al. 1997; Carénini et al. 2018).

A previous study of the metal layer dynamics (Rein et al. 2023a) highlighted the
interplay between the Rayleigh—-Bénard convection triggered by the bottom heating and
the vertical convection resulting from the lateral cooling. Both configurations have been
the subject of numerous studies; see, e.g. Ahlers et al. (2009b); Chapman & Proctor
(1980); Otero et al. (2002); Verzicco & Sreenivasan (2008); Johnston & Doering (2009);
Fantuzzi (2018); Batchelor (1954); Churchill & Chu (1975); Bejan & Tien (1978); George
& Capp (1979); Wells & Worster (2008); Ng et al. (2015); Shishkina (2016), respectively.
In integral SA codes, such as ASTEC (accident source term evaluation code) developed
by the I'Institut de Radioprotection et de Sureté Nucléaire (IRNS, Chatelard ef al. 2014),
the entire process of a reactor core meltdown accident is simulated, from initiating events
to the release of radioactive materials. Different modules address different aspects of
the accident, the corium behaviour in the lower plenum of the vessel being one of them
(Carénini et al. 2014). In such codes, the focusing effect evaluation is based on a simplified
approach proposed by Theofanous et al. (1997) (denoted the zero-dimensional (0-D)
model), which combines correlations from both Rayleigh-Bénard and natural convection
to characterise the fluid by a single, mean surface temperature. It is assumed that the
fluid in the bulk is thoroughly mixed and that the vertical heat transfer is symmetrical,
meaning that the temperature difference between the bottom and the bulk is equal to the
temperature difference between the bulk and the top.

The 0-D model was experimentally tested using a rectangular geometry and water
as a simulant for the metal layer. Initially, assumptions regarding a well-mixed fluid
and symmetry were verified through the MELAD experiment (Theofanous et al. 1997).
Further examination was conducted in the BALI-metal experiment, focusing on higher
aspect ratios (Bonnet & Seiler 1999). Findings indicated that the initial model might
overestimate the focusing effect for shallow layer thickness. Recent HELM (Li et al.
2015) and HELM-LR (Li et al. 2021) experiments, employing a cylindrical geometry but
maintaining water as the simulant, aimed at refining these conclusions for various aspect
ratios. Additionally, numerical simulations of the metal layer were carried out (Shams
et al. 2020) and revealed a significant impact of the fluid properties (water versus metal
layer) on the overall phenomenology, particularly due to differences in the Prandtl number,
substantially lower for the metal layer compared with water (0.1 versus 7). The lateral heat
flux and concentration factor were found to be up to 50 % higher with steel compared with
water under similar boundary conditions. The validity of results obtained with water as
a simulant for the metallic layer, as well as the derived model for SA integral codes, are
therefore questionable. Note that although the Prandtl number in liquid metals is generally
lower than 0.1, for example, close to 0.026 in liquid gallium (Grannan et al. 2022), the
present metal layer is composed of a mixture of zirconium, metallic uranium and steel.
In this configuration the expected Prandtl value is in the range [0.07-0.2] (Le Guennic
et al. 2020). Hence, a representative intermediate value of 0.1 is considered.

Rein et al. (2023b) proposed an improvement of the 0-D model, incorporating a
description of the radial temperature profile at the top surface based on direct numerical
simulations (DNS) and scaling laws (called the one-dimensional (1-D) model in the
following). However, the applicability of this 1-D model was only tested numerically up to
a flux Rayleigh number Ray = 108 (see the exact definition (3.5) below), while the system
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can reach up to Ray = 10'* during SAs. Even for thin metal layers (typically below 20 cm
in depth),lgor which the focusing effect is strongest, the Rayleigh number can reach up to
Ray =10".

I(rpl addition, all existing models focus on the mean value of the heat flux only, and
overlook possible large amplitude fluctuations on the side boundary. Rein et al. (2023a)
highlighted the presence of a three-dimensional (3-D) drifting thermal structure taking
the form of radial hot branches, potentially playing a crucial role in those heat transfer
fluctuations, but up to now unaccounted for.

This paper presents an experimental study of the convection in a thin cylindrical gas
layer with a Prandtl number Pr =0.7, alongside 3-D DNS of the experimental set-up
using both the experimental working fluid and a fluid with a Prandtl number Pr =0.1
representative of the nuclear application (Carénini et al. 2018). The objectives are to:
(1) experimentally confirm and expand the scope of scaling laws identified through
our previous numerical simulations; (ii) experimentally identify the pattern of drifting
branches and analyse its properties depending on the input parameters; and (iii) investigate
the heat flux fluctuations at the wall and quantify the influence of the drifting branch
pattern on heat transfer. The paper is divided into four sections. The next section delves
into the experimental set-up, detailing the instrumentation and the experimental protocol.
In § 3 we outline the governing equations and the numerical simulation tool employed.
In §4 we present both experimental and numerical results, beginning with an analysis
of mean values within the system and describing scaling laws through dimensional
analysis arguments. Additionally, we examine the angular drift velocity and the azimuthal
wavenumber of the drifting branch pattern in relation to the Rayleigh number. We also
investigate the distribution of heat flux fluctuations and explore the role of the drifting
pattern in heat flux transport along the side. The concluding section discusses the
implications of our findings for nuclear safety and outlines potential avenues for future
research.

2. Experimental method
2.1. Experimental set-up: FOCUS

The experimental set-up, named FOCUS and depicted in figure 1, consists of an upright
acrylic cylindrical enclosure with a vertical main axis and an aspect ratio I" = R/H =4,
with R the tank radius and H its height. Inside this enclosure, a gas (air or air/SFg mixture)
is heated from below and cooled along the side.

The choice of a gas as a simulant was motivated by the Prandtl number characteristic of
the metal layer in the nuclear application, which is less than 1 (Pr = v/k >~ 0.1, with v the
kinematic viscosity and « the thermal diffusivity). When Pr < 1, the viscous boundary
layer is nested within the thermal boundary layer. This structure plays a major role in
heat transfers (Rein ef al. 2023a). Using gases with Pr >~ 0.7 < 1 ensures maintaining a
similar configuration, thus preserving similar heat transfer mechanisms, without the cost
and many difficulties of using liquid metals (including ,for instance, their opacity or the
necessity to work at higher than ambient temperature). With SFg being denser than air,
it allows more turbulent regimes to be reached by significantly increasing the Rayleigh
number: indeed, the thermal conductivity and the dynamic viscosity of air and SF¢ are
mostly similar, so the Rayleigh number (see the exact definition (3.5)) scales as the gas
density squared. Note that such gases have already been successfully used to study high-
Rayleigh-number thermal convection in the past; see, e.g. Ashkenazi & Steinberg (1999);
Ahlers et al. (2009a); and more recently Cierpka et al. (2019).
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Figure 1. (a) Photo of the experimental set-up with the laser sheet inclined for better visualisation (it is
horizontal during acquisition). The dotted yellow rectangular region shows the PIV camera field of view.
(b) Sketch of a vertical cross-section of the experimental set-up with magnified views of the bottom plate
configuration below the working tank and below the side boundary, respectively.

In our set-up (see figure 1), the gas layer is heated from below through eight silicone
heating elements (450 mm x 250 mm each) with a combined maximum power of 7.2 kW,
resting on a cylindrical aluminium plate with a radius of R =44 cm, for better heat flux
homogenisation. These heating elements are positioned on a 5 cm thick calcium silicate
insulating plate to limit heat losses and to concentrate heat into the aluminium plate.
Cooling on the side is provided by a cylindrical polymethyl methacrylate (PMMA) torus
with a rectangular section of 11 cm in height and 40 mm in width, through which water
flows at an average rate of 15 L min~!. The water temperature is regulated by a thermostatic
bath with a power of 1.2kW. Three water inlets and outlets located at the bottom and top
of the torus, arranged in a staggered pattern and spaced at 60° intervals, promote water
mixing through natural and forced convection. The thickness of the inner wall of the torus
is only 4 mm (minimum thickness achievable through manufacturing processes), so as to
ensure a temperature as constant as possible at the wall. Note that on the edges of the
bottom plate, a thin 3mm cork plate was added to prevent direct contact between the
heating elements and the bottom of the cooling torus, while holes were drilled in the
insulating plate to dissipate heat. Note also that insulated walls can introduce side wall

1006 A22-4


https://doi.org/10.1017/jfm.2025.2

https://doi.org/10.1017/jfm.2025.2 Published online by Cambridge University Press

Journal of Fluid Mechanics

effects, especially when gas is used (Roche er al. 2001). In our set-up however, we expect
that the temperature-regulated water inside the tank, controlled by the powerful thermal
bath, largely compensates for any residual heat flux.

A transparent polycarbonate lid with a thickness of 35 mm is used to maintain the gas
in the tank and to constrain the outgoing heat flux, while allowing flow visualisation from
above. This outgoing heat flux through the lid is a parameter of our study and accounts
for approximately 50 % of the input heat flux across all experiments (see Appendix A.1).
The choice of using a polycarbonate cover was guided by the temperature range that can
be reached with the experimental set-up, in order to prevent any changes in lid opacity and
ensure optimal flow visualisation.

Finally, to minimise the SF¢ mixing with the external environment, the entire set-up is
enclosed in a large square PMMA tank measuring (1220 mm x 1220 mm x 470 mm).

The operational temperature range of the device has been limited to less than 1000 °C,
reaching a maximal bulk temperature of 64 °C. Indeed, since we use gas as a simulant for
the incompressible metal layer, we want to avoid excessive temperature differences that
would result in significant and undesirable compressibility effects. For an ideal gas, the
density variation can be estimated as the ratio of the largest temperature change between
the initial and statistically stationary states to the mean temperature in the statistically
stationary state. Throughout all the experiments, we measured an average relative density
variation of 5 %, peaking at 11.5 % for the highest Rayleigh number obtained.

2.2. Instrumentation

2.2.1. Heat flux sensor

In order to measure heat flux fluctuations through the side wall, we use a thermal flux
sensor (‘gSkin’ manufactured by ‘greenTEG’) measuring 18 mm x 18 mm x 0.5 mm and
positioned on the inner wall of the torus. It has a response time of the order of 0.7 s and
its sensitivity depends on temperature via the relation

s =380+ (6o —Os)S,., 2.1

with Sop = 39.92pVW-!m? 65=22.5°C, S. = 0.0499 wVW ! m2°C~!. Here 6,
corresponds to the temperature value of the substrate on which the flux sensor is placed,
hence, the cooling temperature here. During the measurement campaign, the sensor was
mainly placed at mid-height of the torus, using thermal paste to avoid any parasitic thermal
resistance and to ensure good adhesion to the wall over the entire surface despite the local
curvature.

2.2.2. PTI100 and thermocouples

We also deployed a set of temperature measurements inside the set-up, as sketched in
figure 1(b). Six thermocouples are positioned at mid-height of the tank, distributed along
two radii offset by 90 °, and located at r = 10 cm, 20 cm and 30 cm from the tank centre.
This specific arrangement aims at characterising the dynamics of the thermal branch
pattern, particularly by measuring its drift frequency. Additionally, we have inserted and
levelled a PT100 sensor in the centre of the aluminium bottom plate. Two other PT100
sensors are used to measure the inlet and outlet temperatures of the water in the torus to
estimate the extracted heat flux. To complete the set-up, two additional thermocouples
are positioned above and below the lid at its centre. All signals are acquired using
National Instruments modules (N19212, NI9211 and NI9217 modules for the acquisition
of thermocouples, flux sensor and PT100 sensors, all connected to an NI cDAQ-9174
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rack). These measurements contribute to a comprehensive thermal characterisation of the
system. In particular, they allow for quantifying the thermal losses and the distribution of
heat flux between the lateral and upper surfaces, as described in Appendix A.3.

2.2.3. Particle Image Velocimetry

We use time-resolved particle image velocimetry (PIV) to determine the horizontal
velocities in an horizontal laser sheet positioned 6 cm above the aluminium plate. This
sheet is produced by a 10 W Asur light systems 488—532 nm continuous wave laser with
a Powell lens. Finding particles acting as passive scalars and persisting during a long
time in our closed gas system proved particularly challenging. Initially, the use of fine
water droplets seemed promising, but in an environment subjected to high temperatures
the lifespan of these droplets was too short due to rapid evaporation. This issue was
resolved by adding a small fraction of UCON oil to the water droplets. However, a fine
balance had to be struck, as a substantial addition of oil leads to an increase in the typical
size of the droplets and, thus, to rapid sedimentation, altering their behaviour as passive
scalars. An oil concentration of 3.5 % by volume was identified as an optimal compromise
(Dorel, Le Gal & Le Bars 2023), allowing the droplets to persist for a period of 30—40 min
while faithfully tracking flow motions. These particles are produced and introduced into
the system via a 1cm diameter conduit on the side of the cover (within its thickness)
using an atomizer. Their average size is of the order of 10 um. An estimate of the viscous
relaxation time of the droplet motion shows that it is much smaller than the Kolmogorov
time, indicating that the droplets behave as passive tracers. Furthermore, we verified that
the volume of liquid introduced into the system is too small to have a significant thermal
impact on the gas properties.

The droplets motion is tracked using a camera positioned above the set-up (Blackfly
U3-51S5M FLIR with a Fujinon 12.5 mm lens). We narrowed the camera’s field of view
to achieve a sampling frequency ranging from 100 fps to 180 fps, resulting in images
of 1500 pixels x 700 pixels. The observation area forms a rectangle of 34 cm x 16 cm,
offset by 18 cm from the centre (see figure la). The velocity fields are derived from
these images using the DPIVSoft program developed by Meunier & Leweke (2003).
We consider 24 pixels x 24 pixels boxes with 50 % overlap on 1500 pixels x 700 pixels
images, resulting in a velocity field of 125 x 58 vectors. Throughout the results, the
percentage of spurious vectors in the velocity field never exceeded an average of 5 %.

2.3. Experimental protocol

We now detail the experimental protocol implemented during the measurement campaign.
We begin by initiating the acquisition system for temperature and flux. In the case of SFg
usage, plastic sheets are placed above the set-up and fixed to the outer basin to contain the
gas. The outer basin is first filled completely with SFg from the bottom, until gas is detected
on the surface of the sheets using a gas detector. Then, the experimental set-up is filled with
SFe while aiming to maximise density. There, we temporarily use a densimeter (WIKIA
Tech, Avenisense NorthDome) placed inside the system, with its sensor positioned 2 cm
above the aluminium plate, near the edge opposite to the flux sensors.

Water circulation and water cooling via the thermostated bath are initiated. The bath
temperature set point is chosen to maintain a difference of approximately 5°C with
the ambient temperature, aiming to keep the same external heat losses between each
experiment (see details in Appendix A.3). Finally, the bottom heating system is activated
by selecting the electrical power to be supplied to the heating elements.
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Figure 2. Sketch of the modelled fluid layer in a vertical plane through the cylinder. The top boundary

condition is no slip for the gas experiment simulations, representing the lid used in the set-up, while a free-slip
condition is applied to model the metal layer in the nuclear application.

0

We now enter the transient regime. When using SFe, it is expected that the density
inside the set-up decreases as it is not gas tight, and SFg diffuses into the ambient air.
If the density drops below the desired threshold, more SFg is injected into the system until
the desired density is reached. The gas in the system is then a mixture of air and SFg. The
mass fraction of SFe, denoted y, is determined via a density measurement further detailed
in Appendix A.2.

During this transient regime, the characteristic time and thermal losses are evaluated
(see Appendix A.3). The steady-state regime is achieved when the heating time exceeds 3
characteristic times, i.e. in about approximately 9 h. At this stage, it must be ensured that
the temporal variation of temperature is less than 1 °Ch~!.

Once the steady state is reached, flux data are collected for 3-6 diffusive times
(approximately 1h). During this period, the necessary elements for PIV measurements
are prepared, including the water/UCON oil mixture to generate PIV particles. After the
flux data acquisition is completed, the seeding phase begins. A low-power horizontal laser
sheet (0.2 W) is set up, an air/SFg injection flow rate through the atomizer is fixed, and the
set-up is seeded for a predefined duration to control the quantity of injected PIV particles,
ensuring experimental reproducibility. The injection of these particles disturbs the flow
and the thermal fluxes involved. It is necessary to wait for the particle jet to homogenise
and the thermal signals to return to steady state before starting the flow video acquisition.
The laser power, gain, sampling frequency and exposure time are then adjusted to identify
and track the movements of the PIV particles. A series of video acquisitions are then
conducted, each for a duration of approximately one minute (a duration for which we
verify a constant sampling frequency).

3. Mathematical and numerical formulation
3.1. Governing equations

Following Rein efal. (2023a), we model the experimental set-up considering an
incompressible fluid in the Boussinesq approximation, confined in a cylinder of thickness
H and radius R, with gravity directed downward (see figure 2). Heating from below is
applied with a uniform heat flux ¢;;,, while cooling from above occurs with a uniform
outgoing flux ¢,,;. Note that this upper boundary condition is an approximation, since
the experimental outgoing flux is dynamically constrained by the convective heat transfers
within the system and may change radially. Nonetheless, the thermal budget described in
Appendix A.3 confirms that the surface average measurement and the local, centre plate
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measurement of the outgoing flux have close values, hence validating this assumption with
an outgoing flux ¢,,; ranging between 40 % and 60 % of the incoming one. The study
hence focuses on cases where ¢;, and ¢,,; are unequal, resulting in residual heat flux
escaping through the side boundary, whose temperature is fixed at 6y. No-slip conditions
are applied to the bottom and side boundaries, while two configurations are considered for
the top boundary in the DNS: a no-slip condition to represent the experimental lid and a
free-slip condition to model the liquid metal layer in the nuclear application.

Lengths are rescaled using the height of the cylinder H, while time is rescaled using
the vertical diffusive dash—dot time scale H?/k. In our set-up, the two main control
parameters are the bottom heat flux and the side temperature, which is the only imposed
temperature. Hence, the non-dimensional temperature 7 is defined relative to the imposed
side temperature and is rescaled using the imposed bottom flux ¢;,,

T 6 —06p) , (3.1

¢inH
where k is the thermal conductivity. The non-dimensional conservation equations of
momentum, mass and energy are then

1 (ou 2
— = . =-V v .
7 <8t +u Vu) P+ RayTe, +V-u, (3.2)
V.-u=0, 3.3)
oT
E—Fu-VT:V T. (3.4

Here u and P are the non-dimensional velocity and pressure (including the hydrostatic
contribution) fields. The problem is characterised by four non-dimensional parameters: the
aspect ratio I', the flux ratio R, the Rayleigh number Ray based on the heat flux imposed
at the bottom ¢;,,, the Prandtl number Pr set to 0.1 to mimic the properties of the metal
layer or 0.7 to replicate those of the gas used in the experiment. They are defined by
R o H? 0.1 (application),
r=2=. RF:¢aut’ Ra¢:ﬁg¢m ’ Pr:K: (app . ) (3.5)
H Din kvk K 0.7 (experiment),
where B is the thermal expansion coefficient, assumed to be constant. The
non-dimensional boundary conditions can be written as

oT
u(z=0)=0 and — =-1,
9z z=0
ur=I)=0 and Tr=1I)=0, 3.6)
i . O 9 _ —1) —
Application : a_lg|z:1_8_§|z:1 =w(z=1)=0 and ar — —Rp,
Experiment: u(z=1)=0 0z |,

where u = (u, v, w) are the velocity components in cylindrical coordinates along the unit
vectors e, ey, ;.

3.2. Numerical approach

The governing equations (3.2)—(3.4) with corresponding boundary conditions (3.6) are
computationally solved using the spectral element code Nek5000 (Fischer 1997; Deville,
Fischer & Mund 2002). The cylindrical geometry is discretised with up to £ =9984
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hexahedral elements, refined near all boundaries to accurately resolve viscous and thermal
boundary layers, with typically 15 grid points across the viscous boundary layers, reaching
a minimum of 10 grid points for the highest Rayleigh number.

Numerical simulations are initiated with a quiescent fluid and a uniform temperature
field T =0 throughout the domain. Small temperature perturbations of amplitude 103
are introduced, leading to thermal convection growth during a transient phase lasting
approximately 5 vertical diffusive times, with longer durations observed for higher aspect
ratios (7). Once the system reaches a statistically stationary state, various spatio-temporal
averages are computed. Temporal and volume average operators (-) are defined over the
entire fluid domain volume V and time t as

1 fo+71
y=— v, 3.7
() oV fto /V t (3.7)

where 7 typically ranges between 2 and 0.1 diffusive times for the lowest and highest
Rayleigh numbers, respectively. Additionally, adding specific variables as a subscript
means that an average along those specific directions is made. We always consider
temporal averages during the statistically steady state so that the time variable is never
explicitly written. For instance, (.), indicates an average in time and along the azimuthal
direction only.

Although most results are derived from DNS, some extreme cases necessitated filtered
simulations, as described in Fischer & Mullen (2001). A viscous dissipation criterion was
employed to distinguish between DNS and filtered simulations. For further details, readers
are directed to Rein et al. (2023a).

4. Experimental and numerical results

Detailed information for all experiments and simulations is available in tables 1 and 2
of Appendix A.l, respectively. The experimental data set comprises 12 independent
experiments, including three with the SFe mixture where the average density ranged from
2.9 to 4.1 kg m—>. With the heating power varied from 75 to 400 W, we have explored
the range Ray €[3.2 x 107 : 7.6 x 10”]. This experimental data set is completed by eight
3-D DNS of the experimental set-up (with a no-slip condition on the upper surface and
Pr =0.7), exploring the range Ray € [10° : 10%]. We also performed 70 DNS with a free-
slip condition on the upper surface and Pr = 0.1, corresponding to the nuclear application,
whose results have already been reported in Rein et al. (2023a).

4.1. Scalings

In figure 3(a) the non-dimensional mean temperature is plotted against the Rayleigh
number. To do so, we averaged in time each thermocouple signal and then averaged over
the six thermocouples within the system. Using DNS, we compute the mean temperature
following the same set of discrete locations as in the experiments, considering both
Rr =0.5 and Rr = 0.6 (which encompasses most of the experimental values for the flux
ratio; see table 1), and spanning a range of Ray from 10° to 108,

Overall, a satisfactory agreement between DNS and experimental measurements is
observed. One can notice here the slight influence of the flux ratio. Indeed, the two lowest
experimental measurement points in terms of Rag (close to Rag ~ 107) correspond to flux
ratios Rr ~ 0.5 (see Appendix A.3) and align well with the numerical trend observed for
Rp =0.5. Similarly, the air experimental measurements near Rag ~ 108, associated with
flux ratios close to 0.6, show excellent agreement with the numerical trend at Rr = 0.6.
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Figure 3. (a) Non-dimensional temperature averaged in time and over the six thermocouples in the bulk of
the experiment, as a function of Ray. The dash—dot line shows the Raq:l/ > asymptotic scaling from Rein et al.

(2023a) (the inset shows the compensated plot). (b) Non-dimensional horizontal r.m.s. velocity in the (x, y)
plane at height z=6cm as a function of Rag. The dash—dot line and continuous line show a 1/3 and 2/5
best fit power law based on experimental data. For both plots, square (1), diamond () and circle (o) symbols
represent respectively data from DNS simulations at Ry =0.5 and Ry = 0.6, and the experiments. Empty
circles indicate when SFg¢ gas is used. For all DNS simulations, I" =4 and Pr =0.7.

The experimental measurements conducted with SFg have a ratio close to 0.6, and extend
the numerical trend by nearly two orders of magnitude in terms of Rag.

Also shown is the slope of the asymptotic scaling in Ra;I/ > predicted by Rein et al.
(2023a) and which corresponds to the classical scaling of vertical convection predicted
by Batchelor (1954); the inset graph shows the results compensated by this scaling with a
good agreement above Ray = 10%. The scaling, as detailed in Rein ez al. (2023a), comes
from the balance at a statistically stationary state between the top/bottom flux mismatch,
and the lateral outgoing diffusive flux through the thermal boundary layer at the vertical
boundary. As the Rayleigh number increases, the system becomes more turbulent leading
to more efficient bulk mixing limited by the diffusive boundary layer, and hence, a better
agreement with the scaling law.

In figure 3(b) we plot the norm of the non-dimensional horizontal velocity value Uj, as
a function of the Rayleigh number for numerical simulations at Rr = 0.5 and 0.6, and the
experimental data. This velocity is computed as follows:

Uy, = [<"2>w + <v2>w] " (4.1)

The averaging procedure along the azimuthal and radial directions involves the same
spatial domain for the experiments and DNS (i.e. the PIV field of view; see §2.2.3).
The time averaging is processed during a characteristic time of 1 min for the experiments
(0.1 diffusive time for air, 0.02 for SFg) and over 0.1 diffusive time for DNS. Each point
represents a measurement of the characteristic horizontal fluid velocity localised in the
PIV measurement zone. First, it is worth noting the excellent agreement between the
experimental measurements and DNS over the range of Rayleigh numbers common to both
approaches. In particular, the experimental points between Ragy = 107 and Ray = 108,
conducted in air, compare favourably with the numerical trend obtained at Ray = 10%.
Additionally, the experimental measurements involving the use of SFg extend the trend
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Figure 4. (a) Compensated horizontal advective flux following (4.4) as a function of Rag. (b) Compensated
radial r.m.s. velocity following (4.5) as a function of Rag. For both plots, different symbols correspond to
different aspect ratios I" and colour variation from red to green involves Rr variation from 0.1 to 0.9. Data
are from DNS with Pr =0.1 and a free-slip upper boundary, for which our data set is more complete in
terms of I” and Rp systematics, but the same behaviour is expected with the experimental configuration.
Empty/full symbols indicate respectively filtered/DNS simulations. The shadings represent three times the
standard deviation of the horizontal advective flux time series at the statistically stationary state.

over almost two orders of magnitude in Ray. A power law relationship compatible with

Ra;/ 3is observed, with a best fit estimate of Ra-3® using the least squares method based

on the experimental points. Note that in the numerical simulations, the root-mean-square
(r.m.s.) velocity exhibits minimal dependence on the flux ratio. This observation aligns
with our previous findings using Pr = 0.1 and free-slip boundary conditions applied to
the upper surface (not shown). In the following section we use dimensional analysis to
gain insight into the physics underlying this scaling law.

4.2. Dimensional analysis

Let us focus on the heat transport by considering the following non-dimensional energy
equation derived from (3.4) using cylindrical coordinates:

aT 190 oT 10 10T ] oT
—+——r(uT—— )|+ — |V ——— |+ — | WT —— [=0. 4.2)
at  ror ar rae r do 0z 0z

The horizontal transport of the heat flux at a radius r is expressed by averaging the energy
equation (4.2) in time, vertical and azimuthal directions, which leads to

8T> _U=R), (4.3)
(754

Wl : < or 2
This equation illustrates that the difference in heat flux between the top and bottom (i.e.
the right-hand side of (4.3)) is transported horizontally through a combination of diffusion
({(0rT)y) and advection ((uT),.) processes. If we now assume the system to be fully
turbulent, the radial diffusive gradient matters only within the thermal boundary layer.
Within the bulk, we expect the balance (uT),. ~ ((1 — Rr)/2)r. By averaging along the
radial direction, the horizontal advective flux scales as follows:

1 r
(uT)=— /0 (uT),, dr ~ (1= Rp)T. (4.4)
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This scaling is confirmed in figure 4(a), where we use DNS data with I" ranging from 4
to 16, Rr from 0.1 to 0.9 and Pr =0.1. The higher the Rayleigh number, the better the
agreement with the scaling given by (4.4). In particular, above Rag ~ 10°, (uT) becomes
independent of the Rayleigh number and all the data collapse on the same straight line.

We now seek to explain the scaling of the horizontal velocity. Following the
determination of the free fall velocity scaling in classical Rayleigh—-Bénard convection,
we assume that the dimensional horizontal velocity scale is independent of viscosity and
diffusivity, but depends on its driving buoyancy, i.e. the horizontal turbulent buoyancy flux
BgFn ~ Bgo/pc), related to (uT') in non-dimensional form.

Scaling analysis gives U W~ (BgFnH )!/3, where ° denotes dimensional variable.
In non-dimensional form, this becomes U;™* ~ (Ray Pr(u T))'/3. Hence, with (4.4),

U™ ~ (Ragy Pr(1 — Rp) )3, (4.5)

We recover the scaling law in Ra;/ 3 identified in figure 3(b). We further validate this
scaling law in figure 4(b), which shows the compensated r.m.s. horizontal velocity over a
large range of (I, Rr, Rag) at Pr =0.1. From our DNS data set, we consider the inner
part of the cylinder (r < I'/2) in order to focus on the turbulent bulk, and we compute

) 1/2

U ={( = wher,) + (v = W)ery)) (4.6)

Qzryf
where the r¢ subscript indicates an average along the radial direction over r € [0, I'/2].
The agreement with (4.5) is very good with all the data converging at large Rag. This is
particularly clear for the lower flux ratios. As the value of Rf increases, the relevance
of a characteristic horizontal velocity derived from horizontal heat transport becomes
less meaningful. In the asymptotic case Rr =1, this typical velocity scale effectively
disappears since all the injected heat flux is evacuated at the top.

Note that in the context of vertical convection (flow between two differentially heated
vertical walls), similar dimensional arguments have been put forward in the seminal work
of George & Capp (1979). This scaling has been notably revisited and corroborated by
subsequent studies such as Versteegh & Nieuwstadt (1999); Holling & Herwig (2005);
Ng, Chung & Ooi (2013). Note also that even if we observe the same 1/3 exponent in
Ray as for horizontal convection with imposed flux conditions (Mullarney, Griffiths &
Hughes 2004), the velocity corresponds in this case to the horizontal velocity within the
thermal boundary layers (Rossby 1965; Griffiths, Hughes & Gayen 2013), whereas in our
case, it corresponds to the bulk velocity driven by the imposed buoyancy flux. Finally, we
pointed out in our previous paper that our system shares similarity with the Grossmann &
Lohse (2000) regime /- (Rein ef al. 2023a). Hence, one might expect a typical r.m.s.
velocity scaling like Rai/ > (i.e. the imposed flux version of the classical Ra'/? scaling
in the imposed temperature convection). This does not appear to be consistent with our
data, as show in figure 3(). Presumably, the experimental range of the flux ratio observed
(RF €0.4, 0.6]) does not reach the asymptotically high value necessary to manifest the
fully developed I-I regime described by Grossmann & Lohse (2000), which would require
larger Ray and/or Rp.

4.3. Persistent drifting pattern in the turbulent regime

4.3.1. Characteristics
In Rein et al. (2023a) a drifting pattern was observed at high Rayleigh numbers for
low flux ratios (see their figure 2(c) for example), but no detail was given about its
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Figure 5. (a) Hovmoller (space—time) diagram of the radial velocity averaged along the radial direction. The
radial velocity is measured at z =6 cm (i.e. z/H =0.54). (b) Average of the radial velocity time spectra from
each PIV measurement location. The vertical dash—dot line shows the frequency (fiax = 6.7 x 1072 Hz) of
the peak amplitude. For both, data correspond to experiment 9 from table 1 where Ray = 1.26 x 108, using air.

properties. During the experimental campaign discussed here, the system also showed the
spontaneous emergence of such a branch pattern. A video of experiment 3 from table 1
conducted in air at Ragy ~ 107 can be downloaded as supplementary material available
at https://doi.org/10.1017/jfm.2025.2. In this video we have removed the average image
spanning the entire duration of the footage and applied a moving average over five frames
across all images. This adjustment allows for a clearer visualisation of the movement of the
PIV particles, represented by white streaks. The video is in real time, except for the clear
appearance of a branch where a slowdown was applied. It shows a branch of the pattern,
visible as extended white streaks moving from right to left.

The drifting branches are also visible through the velocity fields obtained from PIV
processing, as, for instance, on the Hovmoller diagram shown in figure 5. Thick bands
associated with the highest radial velocities indicate the passage of the branches in the
camera’s field of view. The global angular drift frequency of the whole pattern w, can
be deduced from such diagrams by tracking a branch of the pattern. The observed drift
can occur in both clockwise and anticlockwise directions in independent realisations
of the same configuration. This indicates that there is no preferred rotation direction as
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Figure 6. (a) Number of branches as a function of Rag. The insets show two snapshots of the radial velocity

maps from DNS at z=0.66 for Ray = 105 and 108, Rr=0.6, Pr=0.7 and I" =4. (b) Angular drift
frequency as a function of Rag. The dashed—dotted line represents a best fit based on the experimental data for

Rag > 5 x 107. In both graphs, square symbols (CJ), diamond symbols (¢) and circle symbols (o) respectively
represent data for DNS at Rr = 0.5 and Ry = 0.6, and experimental data. Empty circles indicate the use of
SFe. All DNS were performed with Pr =0.7 and I" = 4.

expected from the problem axisymmetry. A local frequency w can also be computed
from the temporal spectrum of the radial velocity at each spatial location. The spectra
are then averaged over the PIV measurement area for experiments and over the whole
domain for DNS. An example based on the PIV measurment from experiment 9 is shown
figure 5(b).

The two determined frequencies are related by @ =m w,, where m is the number of
branches or azimuthal wavenumber. Figure 6 shows m and w as functions of the Rayleigh
number for all our experimental and numerical results. We note a good overall qualitative
agreement, even if DNS exhibit a stronger dependence of m on the flux ratio. Regarding

e 1/3 . . .
w, a power law emerges, indicating a dependence w ~ Ra,'". This relationship was
determined through a best fit using the least squares method, applied to the experimental
data while excluding values below Ray =5 x 107 to focus on the asymptotic behaviour
at high Rayleigh numbers. This 1/3 exponent is reminiscent of the one identified for the
horizontal velocity in figure 3. However, we argue that both are not directly related. Indeed,
from the DNS at Ry =0.5 and 0.6, we can compute the mean angular velocity averaged
in ¢ and z at r =31 /2 (our conclusion remains qualitatively unchanged for other radii).
For the low Ray values of DNS, this advection angular velocity is significantly smaller
than the measured angular drift velocity. Hence, we argue that the drifting pattern is
not caused by the advection of some structure by a mean azimuthal velocity, but rather
seems related to a wave-like phenomenon where the fluid, on average, does not undergo
significant azimuthal movement. We also note from our systematic DNS study that this
pattern appears only above a given threshold in Rag. Initially, prograde and retrograde
similar structures superimpose. By increasing Rag, one of the two directions is randomly
selected and then persists up to the largest Ray investigated. A detailed study of the onset
of this oscillatory instability is necessary. This will be the subject of future work, including
comparisons with other large-scale structures observed in turbulent convection, such as the
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Figure 7. Phase-averaged temperature, radial velocity and azimuthal velocity fields, processed during 1
diffusive time. Results are presented for three horizontal slices at z=0.1, 0.5 and 0.9. Parameters are I" =4,
RF=0.1, Ray = 10° and Pr = 0.1. In the present DNS, the pattern drifts anticlockwise.

jump rope vortex observed in liquid metal by Akashi et al. (2022); Cheng et al. (2022);
Teimurazov et al. (2023).

4.3.2. Analysis in the reference frame of the drifting pattern

To gain deeper insights into the temperature and velocity field structure associated with the
drifting pattern, we analyse our DNS in the frame of reference rotating with the pattern. To
do so, we first determine the angular drift frequency (w) and azimuthal wavenumber (/)
from the time and spatial spectra of the azimuthal velocity. Then, we spectrally interpolate,
at each time step, all variables on a grid (X (¢), Y (), Z(¢)) rotating with the phase speed
w/m of the pattern. We finally introduce a phase-averaging operator denoted by (-),,
which is effectively a time average over a time 7, within the reference frame of the drifting
pattern, defined as

f0+7)p
(T),,:—/ T X,Y,Z)dt. 4.7)
Tp Jny

The typical value of 7, ranges between 0.2 and 1 diffusive times for the largest and the
lowest Rayleigh numbers, respectively. To ensure the convergence of the data obtained
from this averaging, we verify that the probability density functions (PDF) of the radial
temperature gradient and velocity fields remain consistent even when considering only
half of the data.

Figure 7 shows an example of the obtained temperature, radial velocity and azimuthal
velocity fields at three different depths. Thanks to the phase average, we now clearly
identify the six branches pattern on all fields, while it would otherwise disappear when
using a standard time average in the laboratory frame. Furthermore, in the upper part of
the domain, we observe positive radial velocities moving from the centre towards the edge,
while in the lower part, the radial velocities are negative, moving from the edge towards
the centre. This aligns with the cooling effect applied at the edge, causing the fluid to cool,
increasing its density, and subsequently falling down along the wall.

Concerning the azimuthal velocity, a clear shear is evident between the upper (z > 0.5)
and lower (z < 0.5) regions. This shear was unnoticed without the phase average, because
it was masked by temporal fluctuations of similar magnitude to the average flow (not
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shown). Note that we observe a shear in the opposite direction compared with figure 7
when the pattern drifts clockwise. In the pattern frame of reference, phase shifts between
the fields are observed. The temperature and radial velocity seem to be in phase opposition,
while the azimuthal velocity appears to be in phase quadrature with respect to both the
temperature and radial velocity (not shown).

We see on the temperature field a well-defined six branches hot pattern at z = 0.1, which
becomes more diffuse as z increases. Yet, for any given depth and radius, large azimuthal
fluctuations are observed, including close to the outer wall. This thermal pattern thus plays
a crucial role in the transport of the heat flux to the side, which will be the focus of the
next section.

4.4. Wall flux fluctuations

In line with Rayleigh—-Bénard studies (e.g. Shang ef al. (2003, 2004); Gasteuil et al.
(2007); Lakkaraju et al. (2012); Labarre, Fauve & Chibbaro (2023)), we want to quantify
heat flux fluctuations on the lateral wall and to understand their connection with both
turbulent fluctuations and the large-scale flow structures. To do so, we define the outgoing
flux at the wall r = I" by
aT

D(t,p,2) =——— .
ar r=I"
Once the system reaches a statistically stationary state, the global flux balance (by
integrating (3.4) over the volume) implies that the flux mismatch between the top and
the bottom (1 — Rr)m I'? has to be balanced on time average by the outgoing flux at the
side denoted by @;4.27 I". Hence,

(4.8)

d-Rpr
—

For the following subsections, the wall heat flux @ is normalised by this mean side flux
Dide-

(pside = (49)

4.4.1. The DNS results

In figure 8 we analyse the flux fluctuations in DNS, considering all azimuthal and vertical
positions along the side wall over a period of 0.2 thermal diffusive time. The PDFs of the
heat flux are depicted for Ray ranging from near the instability threshold at Ragy =2 x 104
to the fully turbulent regime at Ray = 108. Note that the PDFs remain mostly unchanged

when varying the aspect ratio from 4 to 16 at Ray = 10, Pr=0.1 and Rr =0.1 (not
shown).

With increasing Rag, more intense fluctuations across a wider range of values are
observed. An exponential tail seems to emerge notably at Ray = 108. It is worth noting that
Lakkaraju et al. (2012) highlighted a similar exponential tail pattern in the heat flux along
the sidewall of a cylindrical Rayleigh-Bénard system, with the slope increasing with Rag.
Additionally, Shang et al. (2003, 2004), in a Cartesian Rayleigh—-Bénard configuration,
identified a similar exponential behaviour in the distribution of both vertical and horizontal
bulk heat fluxes. This exponential tail is not observed close to the onset of instability, but
requires reaching sufficiently turbulent conditions.

The large-scale drifting pattern is also responsible for intense fluctuations in heat flux
near the wall. To illustrate this point, we performed a DNS at Ray = 107, I' =4, with
Pr = 0.1 and the flux ratio at Rr = 0.1. Figure 9(a) shows a snapshot of the temperature
field, seen from below. The largest temperatures are localised along four drifting branches,
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Figure 8. Wall heat flux PDF from DNS with different values of Rag. The fluxes have been scaled by the
time-averaged flux @;;4.. Input parameters are Pr =0.1, Rp =0.1 and I" =4.
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Figure 9. (a) Three-dimensional view of the temperature field at the bottom plate (note the upside-down axes
system with z pointing downward) with I' =4, Ray = 107, Rp =0.1 and Pr =0.1. (b) Hovmoller (space—
time) diagram from this simulation of the wall heat flux averaged in z and scaled by the mean wall flux @y;4,.

as more clearly identified in the space—time diagram in figure 9(b). Within these branches,
intense fluctuations involve heat fluxes up to two times the average flux. Once scaled for
our air experiment, the characteristic size and duration of one of these fluctuations are
approximately 4 cm and 1.5 s, respectively.

We now want to disentangle the contributions to the side heat flux fluctuations from
the large-scale drifting pattern and those from the small-scale turbulent convective
fluctuations. Figure 10(a) shows the wall heat flux PDF after applying phase averaging: it
thus focuses on the effect of the large-scale drifting pattern only. Note that similar analyses
have been conducted in turbulent Rayleigh-Bénard systems in cylindrical geometry
by Lakkaraju et al. (2012) to assess how the local heat flux varies depending on the
measurement location relative to the orientation plane of the large-scale circulation.
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Figure 10. (a) The PDF of the phase-averaged wall heat flux as a function of Rag. The other input parameters
are Pr=0.1, RF=0.1 and I"=4. All depths and azimuths along the side wall have been considered.
(b) Same but for the wall heat flux fluctuations related to the phase average. For both plots, the fluxes have
been scaled by the time-averaged flux @y, ..

We observe that the flux distribution carried by the pattern extends over a range from
0.5 to 2 times the mean flux @;4.. This range barely depends on the Rayleigh number.
Indeed, the drifting pattern is essentially responsible for the transport of the mean flux
(Psidge) out of the system, which is independent of Ray. Increasing the Rag increases
the rapid turbulent fluctuations, which will be considered next. However, the shape of the
PDFs changes with Ray. Indeed, the observed pattern evolves as Rag increases, notably by
varying the number of branches and increasing the skewness of the flux profile associated
with a branch (not shown).

Figure 10(b) shows the PDF of the wall heat flux fluctuations related to the phase-
averaged operator: we thus focus here on the turbulent fluctuations taking place around the
phase average field. As the Rayleigh number increases, the range of heat flux fluctuations
widens. We also see the emergence of the exponential tail at Ray = 108, previously
identified in figure 8. This means that the largest and rarest heat flux events are associated
with turbulent fluctuations, and not with the pattern itself. Their probability will keep
increasing with Rag. It is also worth noting that the left portion of the fluctuations,
with the amplitude ranging from -2 to 0, appears to be unaffected by changes in the
Rayleigh number, showing a consistent overlap. Since ¢’ = ¢ — (¢), and the heat flux is
consistently positive for Ry = 0.1, negative ¢’ values suggest low heat fluxes ¢ and high
heat fluxes caused by the pattern’s drift (¢) ,. These occurrences indicate scenarios where
the observed heat flux primarily arises from the pattern’s drift. This finding aligns with
the observation that the pattern’s drift consistently induces similar fluctuations regardless
of the Rayleigh number (refer to figure 10a).

In summary, the heat flux fluctuations within the system exhibit a broad distribution
that can be attributed to two main contributions: the pattern contribution, which transports
the mean flux @4, with a fixed amplitude independent of Rag, and the fluctuations,
which exhibit wider distributions and exponential tails as Ragy increases. In light of these
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Figure 11. Temporal evolution of the wall heat flux measured by our probe spanning a width of 18 mm and
a depth z € [4, 6 cm, 6, 4 cm] (orange), and radial velocity measured by PIV at r = 34cm, z = 6 cm, in the
direction aligned with the flux sensor (green). The time is shifted by 2.6 s for the velocity. For each signal, the
mean temporal component has been removed to keep only the fluctuating part, which is then normalised by
the maximum value of the signal. Data from experiment 3 in table 1.

numerical observations, how does experimental analysis contribute to our understanding
of the heat flux fluctuations?

4.4.2. Experimental results

In figure 11 we plot the time evolution of the wall heat flux measured experimentally as
well as the radial velocity at a location situated 10 cm from the flux sensor in the radial
direction towards the centre. The purpose of this measurement is to explore the relationship
between radial velocity and heat flux measured at the wall. Upon examination, we observe
that when we shift the radial velocity by a characteristic time 7,4, = 2.6 s, the two rescaled
signals reasonably match. Moreover, the characteristic time 7,4, aligns with an advective
time scale, namely d/U, where d represents the distance between the flux sensor and
the location of the velocity measurement and U corresponds to the time-average radial
velocity at that specific location. This alignment suggests a correlation between the radial
velocity and the wall heat flux. This is compatible with the numerical results shown in
figure 9(b), and indicates that the drifting branches associated with higher radial velocity
values act as pathways for transporting heat fluctuations towards the wall.

In figure 12(a) we compare the PDF of the wall heat flux derived from experimental
measurements and from numerical simulations. The heat flux is measured experimentally
at mid-height and averaged over the entire surface of the sensor. It is positioned halfway
up the sidewall, extending end to end from z =4.6cm to z = 6.4 cm, with a width of
1.8 cm. We consider experiment 9n°9 from table 1, where the non-dimensional parameters
have been estimated by Ra, = 1.26 x 108 and Ry = 0.54. Numerically, we fix Rag = 10%,
I' =4, Pr=0.7 and consider the flux ratio Rr = 0.6. Given the numerical difficulty to get
statistics over long periods, we assume system ergodicity. As a result, the numerical flux
calculations consider all azimuthal events at each output snapshot, limited in height to
match the depth of the flux sensor (z € [4.6 cm to 6.4 cm)]).

When comparing the PDFs, we initially note that the numerical PDF predicts much
larger fluctuations than those measured experimentally. However, it should be noted that
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Figure 12. (a) Wall heat flux PDF for experiment 9n°9 in table 1 (orange o) and for a DNS with Ray = 108,
I' =4, Pr=0.7, Rr =0.6 (green ¢). The continuous blue thick line represents the low-pass filtered DNS
results. The thin red line represents a fit by a gamma distribution. The fluxes are all scaled by the time-averaged
flux @y;q.. (b) Same for experiment 91°9 and for DNS heat flux fluctuations due to the drifting pattern only
(see §4.4.1).

the sensor has a response time (7,) of 0.7s, meaning that any event occurring over a
period shorter than this will not be directly measured. To account for this experimental
aspect, we apply a first-order low-pass temporal filter, with a cutoff frequency (f;)
corresponding to the flux sensor’s response time ( f. = 1/ 7). The application of this filter
is done in Fourier space by multiplying the Fourier transform of the experimental signal
by the transfer function of a first-order low-pass filter. We then note a good qualitative
concordance between DNS and experimental results. A priori, a two-dimensional spatial
filter should be considered, since the heat sensor averages over its entire surface. However,
the good agreement suggests this is unnecessary, as short events correlate with small-scale
phenomena. Note that we did the same numerical computation but for Rr = 0.5, and the
same qualitative agreement was found. As a result, the most extreme events then appear to
have a relatively brief duration, at least shorter than the response time associated with the
Sensor.

The shape of the numerical PDF of figure 12(a) is compatible with a gamma
distribution, denoted P, [®] and defined by

_ 1 N-1,-®/¥

Pyl@]= SN TV " e , (4.10)
where y (N) represents the gamma function with N and ¥ the two fitting parameters. Here
N is an integer without dimensionality, while ¥ has a dimension of a heat flux. Since in
our case the mean flux is imposed, ¥ is constrained to @;4./N. The distribution now has
only one free parameter, N, which is set to 6 in figure 12(a), but depends on the input
parameters Rag, Rp, Pr and z due to vertical inhomogeneity. In figure 8 for example, the
PDF accounting for all events along the vertical direction z at R =0.1 and Ray = 108 is

best fitted by a gamma distribution with N = 4.
In figure 12(b) we analyse the PDF of wall heat flux, comparing experiment 9 with
the same DNS conducted at Pr =0.7, I' =4, Rr = 0.6 and Ray = 108, but considering
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only the heat flux distribution due to the drifting pattern. Both PDFs are similar. This
makes sense since the drifting pattern is persistent and drifts slowly: it is hence easily
catched by the sensor despite its limited response time. The heat sensor however misses
the rapid, turbulent fluctuations described in § 4.4.1. The experimental PDF also appears
to have fewer values with @ /®;;4, < 1 compared with the DNS results. While a perfect
match between the two PDFs is not expected, the remaining discrepancy likely stems from
the fact that the flux sensor averages over its surface, a factor not accounted for in the
numerical data.

5. Conclusion and future work
In conclusion, the experiments presented in the present paper allowed us to observe a
Ra; '’ scaling law for the mean temperature, consistent with the scaling identified in Rein

et al. (2023a,b), and extended over nearly two orders of magnitude in Rayleigh number,
reaching Ray >~ 10'° values commensurate with those of the nuclear safety application that

initially motivated our work. Additionally, a Ra(;)/ 3 scaling law for the r.m.s. horizontal
velocity has been identified. This behaviour is explained through dimensional analysis,
suggesting that the scaling originates from horizontal heat transport in the turbulent
regime. In addition to scaling laws for globally averaged quantities including the r.m.s.
velocity and the temperature, experimental measurements have confirmed, even for the
largest values of Rag, the presence of a mesoscale, persistent branch pattern associated
with large-scale, slow wall heat flux fluctuations. These superimpose to small-scale, rapid,
high amplitude fluctuations associated with turbulent fluctuations.

Regarding the nuclear safety application, we are interested in understanding heat transfer
through the studied metal layer towards the lateral metal wall, in order to predict its
melting leading possibly to vessel failure. We argue that the turbulent fluctuations may
be secondary: indeed, even if they involve events associated with the most extreme fluxes,
they manifest in very localised spatial areas and for short durations, and hence, correspond
energetically to weak events. On the other hand, the thermal branches, associated with
slower and larger events, play a significant role in heat exchanges, as they cover substantial
portions of the wall and persist for longer durations.

To further explore the influence of these fluctuations on the structural integrity of
the wall, it would be valuable to examine a global melting scenario, incorporating
both convective flow and melting phenomena. This sort of challenging problem has
been investigated across different domains, spanning geophysics (Alboussiere, Deguen &
Melzani 2010; Labrosse et al. 2018) and industrial applications (Kalhori & Ramadhyani
1985; Fragnito et al. 2022). Published studies encompass Rayleigh—Bénard convection
(Labrosse er al. 2018; Favier, Purseed & Duchemin 2019) as well as natural convection
(Jany & Bejan 1988; Viskanta 1988; Lacroix & Arsenault 1993), particularly relevant to
our case. The characteristic feature of our problem is the periodic heat forcing due to the
pattern rotation, which may lead to various melting regimes (Ho & Chu 1993).

From a fundamental point of view, the next step is to tackle the instability at the origin
of the drifting pattern. Physical insights into the underlying mechanism could indeed be
useful to better forecast the heat flux fluctuations. This will be the focus of our future work.

Supplementary movie. Supplementary movie is available at https://doi.org/10.1017/jfm.2025.2.
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Appendix A

A.l. Summary of the experiments/simulations parameters

Tables 1 and 2 provide all relevant parameters for the performed experiments and DNS,
respectively.

A.2. Estimation of the non-dimensional numbers within a gas mixture

For reaching the most extreme values of Ray experimentally, we use SFs. However, SFe
is not pure in the system; it is mixed with air. The evaluation of the Rayleigh and Prandtl
numbers therefore requires a precise knowledge of the physical properties of the air/SFg
mixture under consideration. For a perfect gas mixture, the mass density (p,,) as well as
the specific heat capacity (cj,,) of the mixture are linearly expressed as a function of the
mass fraction of SFg (denoted y), as follows:

Pm = (1 = Y)pair + YOSFs>
Al
{Cpm = (I =y)cp,, + YCpsr, - &l

Since the densities of SF¢ and air are tabulated as functions of temperature and
pressure conditions, the experimental measurement of the mean density p,, enables the
determination of the SFg mass fraction. This, in turn, allows for the estimation of the
heat capacity of the gas mixture. Regarding dynamic viscosity and thermal conductivity,
the kinetic theory of gases allows for the determination of these properties (Chapman &
Cowling 1991), but it is difficult to apply because it involves numerous degrees of freedom.
Simpler models allow for a relatively accurate estimation of these quantities. The model
proposed by Wilke (1950) provides an estimation of the viscosity of a gaseous mixture
(tested up to seven species) accurate to 1.9 %. The viscosity of the air/SF¢ mixture, denoted
as [y, 1s expressed as

_ Mair L SFq
IU/m - 1 AxSFG 1+ l Xair ’ (Az)
+AT > A XsF,

where x,;, and xsg, represent the mole fraction of air and of SFs. Here A is the Sutherland
constant (Sutherland 1895), A = ((Mspﬁ/Mal'r)(/Lair/uspﬁ))l/z, where Msg, and M,;, are
the molar masses of SFg and air. Concerning thermal conductivity, a similar model has
been proposed by Lindsay & Bromley (1950). The difference between the Wilke model
(viscosity) and the Lindsay and Bromley model (conductivity) lies in a variation of the
Sutherland constant.

Figures 13(a) and 13(b) show how the Rayleigh number and the Prandtl number evolve
as a function of the system’s density. This evolution is studied using two different models:
one with linear models for conductivity and viscosity (similar to (A1)), and the other
where the Wilke model (viscosity) and Lindsay/Bromley model (conductivity) are used to
estimate these properties.

Significant deviation between these two estimates is observed for densities around
3kg m~3, with a deviation exceeding 50 % for the Rayleigh number and approximately
20 % for the Prandtl number. This large Rayleigh number deviation is mainly due to
its quadratic dependency on conductivity. Henceforth, the Wilke and Lindsay/Bromley
models are used for estimating the viscosity/conductivity of the air/SFg mixture.
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No  P(W) Gas peff(kgm™3) () (°C) RF Ray Pr r
1 75 Air 1.2 28.7 0.43 32x 107 071 4
2 100 Air 12 30.5 0.44 40%x107 071 4
3 100 Air 12 314 0.48 46x107 071 4
4 150 Air 12 35.6 0.57 6.8x 107 071 4
5 150 Air 12 35.3 0.58 70x 107 0.71 4
6 150 Air 1.2 36.6 054  6.75x 107 0.71 4
7 200 Air 12 40.4 057  926x 107 071 4
8 200 Air 12 423 054  9.88x107 0.7l 4
9 250 Air 12 48.2 054  126x 108  0.71 4
10 100 Air + SFg 2.9 321 054 8.02x108 087 4
1 170 Air + SFe 3.4 38.6 0.57 1.6 x10° 087 4
12 400 Air + SFe 4.1 6L.5 0.56 76x10° 085 4

Table 1. Experimental parameters for the 12 performed cases. Here P is the injected power in watts (W).

Ray r Pr Rp DNS/filtered £ N nk/L BC
102 [4:8;16] 0.1 [0.1;0.9] DNS [2688; 9216; 33792] 8  [5.8;4.4;3.1] FS
103 [4:8;16] 0.1 [0.1;0.9] DNS [2688: 9216; 33792] 8  [5.8;4.4;3.1] FS
103 4:8] 0.1 05 DNS [2688; 9216] 8 (6.2; 3.7] FS
10* [4:8;16] 0.1 [0.1;0.9] DNS [2688; 9216; 33792] 10 [3.3;2.7;2.3]  FS
10% 4:8] 0.1 05 DNS [2688; 9216] 10 [3.3; 2.5] FS
3% 10* [4;8:16] 0.1 0.1 DNS [2688: 9216; 33792] 10  [2.5;2:1.8]  FS
105 [4;8;16] 0.1 [0.1;0.9] DNS [2688; 9216; 33792] 10 [1.88; 1.56; 1.52] FS
109 4 0.7 [0.5;0.6] DNS 9216 10 4 NS
109 4:8] 0.1 05 DNS [2688; 9216] 10 [1.87;1.52] FS
3% 105 [4:8;16] 0.1 0.1 DNS [2688; 9216; 33792] 10 [1.43;1.35;1.36] FS
106 [4:8;16] 0.1 [0.1;0.9] DNS [9984; 33608; 33792] 10  [4;3.3;1.22] FS
106 4 0.7 [0.5;0.6] DNS 9216 10 2.2 NS
106 4:8] 01 05 DNS [9216; 33608] 10 (3.7; 3.22] FS
3% 105 [4;8;16] 0.1 0.1 DNS [9984; 33608; 33792] 10  [3;2.5;1.12]  FS
107 [4:8;16] 0.1 [0.1;0.9] DNS [9984; 33608; 36608] 10  [2.2;1.8;1]  FS
107 4 0.7 [0.5;0.6] DNS 9984 10 1.3 NS
107 4:8] 0.1 05 DNS [9984; 33608] 10 [2.3; 1.74] FS
3 % 107 4 0.1 0.1 DNS 9984 10 1.8 FS
3% 107 [8;16] 0.1 [0.1;0.9]  Filtered [33792; 36608] 10 [1.44;0.78] FS
108 4 0.1 [0.1;0.9] DNS 9984 10 1.27 FS
108 [4:8] 0. 0.5  [DNS:filtered] [9984; 33792] 10 [1.4; 1.3] FS
108 4 0.7 [0.5;0.6] DNS 33608 10 2.5 NS
108 [8;16] 0.1 [0.1;0.9]  Filtered [33792; 36608] 10 [1.33;0.62] FS
3x 108 [4;8] 0.1  [0.1] Filtered [9984; 33792] 10 (1.1; 1] FS

Table 2. Simulations summary (DNS or filtered) according to the physical and numerical parameters. Here &,
N, BC and ng /L represent the number of hexahedral elements, the polynomial spectral order, the top boundary
conditions applied (FS denotes free slip and NS denotes no slip) and the ratio between the Kolmogorov
dissipative scale (g ) and the numerical grid size (L), respectively . For further details, readers are directed to
Rein et al. (2023a).
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Figure 13. Evolution of (a) Rag and (b) Pr as a function of the density of the air/SF¢ mixture, considering
either a linear mixture model for the viscosity and thermal conductivity or the Wilke (1950)/Lindsay & Bromley
(1950) model. In all cases, ¢ =200 W m~2 and H = 11 cm.
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Figure 14. Average temperature as a function of radius for angular positions ¢ = 0° (e) and ¢ =90° (+),
at different powers ranging from 100 W to 250 W.

A.3. Experimental setup: energy balance

In this section we evaluate the thermal balance of the experimental set-up in order to
quantify both the thermal losses and the time-averaged ratio between the imposed heat flux
and the one escaping through the lid (Rr). This last estimate is necessary for comparison
with numerical simulations.

A.3.1. Input heat flux and losses

In figure 14(a) the temperature field from the camera, averaged over these 3 min, shows
perfect uniformity, indicating a uniform heat flux. First, to ensure system azimuthal
uniformity, we use thermal measurements from the thermocouples. In figure 14(b) the
time-averaged temperature of each thermocouple is plotted against its location radius, for
two specific angular positions ¢ =0° (e) and ¢ =90° (+). These measurements were
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Figure 15. (a) Time evolution of the ratio between the temperature of the aluminium plate and the average
temperature within the system, averaged over the six thermocouples (0/6¢45). The set power is P = 150 W
and the bath set point temperature is 6pq5 = 15 °C. (b) Temporal evolution of the temperature at the centre of
the aluminium plate measured via the PT 100 positioned just tangent to the plate, for various powers and bath
temperatures (6p4:1). Vertical lines indicate when time reaches 3 t, and solid green lines represent the best fit
of the data using (A4) as a model.

taken for different powers, ranging from 100 W to 250 W. The average temperatures
are independent of their angular position, confirming the azimuthal homogeneity of the
system.

Now, let us evaluate the heat losses in our set-up. When applying electrical power P
to the eight heating elements, most of the flux is supplied to the aluminium plate, but a
fraction escapes into the insulating plate. Let us introduce the heat efficiency coefficient,
denoted x and defined by x = ¢i;/Pser, Where ¢y, and ¢y, represent the heat flux supplied
to the aluminium plate and to the heat mats (calculated as P /8Speqr, With Speqr as the heat
mat surface area). In the following, we outline two methods to estimate .

The first method, named the transient method, involves deriving the equation governing
the time evolution of the aluminium plate temperature from an energy balance on the plate.
The change in internal energy of the plate is due to the heat flux imposed by the heating
elements, as well as the convective flux of the gas at the plate surface. This is written as

de

PAIC pp; eAlE =¢in—h (0 - ans) s (A3)
where pal, ¢p,, s €al, 0 respectively represent the density, specific heat capacity, thickness
and temperature (assumed uniform) of the aluminium plate. Additionally, & and Og4s
represent the convective heat transfer coefficient between the gas and the plate, and the
ambient gas temperature. It should be noted that 8, is not constant and increases during
the heating period. However, after a short transient phase, figure 15(a) demonstrates that
the ratio between the temperature of the aluminium plate measured at the centre and the
average temperature within the system (averaged over the six thermocouples) remains
globally constant over time, despite some fluctuations. Consequently, we consider 6g4;
to be proportional to 6 by introducing (1 — «), the proportionality factor, defined as
0gas = (1 — @)6. Hence, (A3) leads to an exponential profile defined by the equation

80 =22 (1 117, (Ad)
o
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Figure 16. Left: sketch of the aluminium plate and the heat fluxes distribution due to the heating mats.
Right: thermal circuit of the aluminium plate area, the orange and blue rectangles representing diffusive and
convective thermal resistances, respectively.

where A (1) =0(t) — Ogqs(t =0) and T = pajcp,,eal/ah represents the time constant of
the system. Figure 15(b) illustrates the temporal evolution of the temperature at the centre
of the aluminium plate measured via the PT100 probe, for different powers and bath
temperatures. The green line on these profiles corresponds to a fit performed using the least
squares method based on the solution (A4). A very good agreement between this simple
exponential model and the experimental measurements is observed. The fitting parameters
Abpqx (asymptotic value of Af(¢) as t — oo) and t then allow estimation of the effective
heat flux supplied to the system as ¢;;, = PAICp, €Al AOpax/T and consequently the heat
efficiency coefficient yx.

The second method, referred to as the steady method, involves conducting an energy
balance under steady-state conditions. Therefore, a thermal circuit representation of the
different fluxes and temperatures can be drawn (as illustrated in figure 16). The heat
flux from the heating mats follows two paths. The main fraction conducts through the
aluminium plate (thickness ea], conductivity k41), inducing convective flow in the system,
characterised by the convective heat transfer coefficient 4. In a steady state, & can be
determined using the thermal circuit (figure 16) as & = x ¢ger /(0 — Ogas), Where 6 and
§ga s represent the steady-state temperatures of the aluminium plate and the gas within the
system, respectively. This path introduces a thermal resistance denoted as Ra; = ea1/ka1 +
1/ h. The remaining heat travels through the insulating plate (thickness e;p, conductivity
kyp) and the plexiglass support (thickness ey, conductivity kpe,) before contributing
to small convective motion in the ambient air, characterised by the convective heat transfer
coefficient h,;, (determined via the empirical free convection correlation of a hot horizon-
tal plate heating from above; see, e.g. Lloyd & Moran (1974)). This path is characterised by
a thermal resistance noted as Rox; =ejp/kip + €piex/kplex + 1/ hair. Writing the global
heat flux conservation, the heat efficiency coefficient can be expressed as

. 1 _ ggas - gext
1+ % ¢ser (RAL + Rext) '

X (AS)

with 6, representing the room temperature. The first term on the right-hand side corre-
sponds to heat distribution due to thermal resistance ratio, while the second term represents
a heat loss due to the temperature difference between the system and the ambient envi-
ronment. It reflects the ratio between the flux due to the temperature difference across all
layers (aluminium plate, insulated plate, etc.) and the flux set by the heating mats. Notably,
this term is relatively small compared with the first one, as ¢se; 3> (0 gas — Oexr)/(RaA1 +
Reyr) and R,y is roughly 10 times larger than Ra), making the first term the dominant
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Figure 17. Heat efficiency coefficient x = ¢, /¢ser, as a function of the set power P using the transient method
(O) and the steady method (o).

factor. We measured 6 using a PT100 sensor on the aluminium plate and §ga s using the
six thermocouples, during steady state (after 37) and averaged these readings over time.
These measurements provided the heat efficiency x. In figure 17, x is plotted against the
set power P using both transient and steady methods. Both methods show good agreement,
with an average thermal loss of 15 %. Error bars represent uncertainty propagation,
calculated according to (A4) for the transient method and (A5) for the steady method, with
contributions from the PT100 sensor uncertainty and the variances of the fit coefficients
related to the aluminium plate temperature profiles. Larger discrepancies at lower power
levels are due to difficulties in fitting the exponential profile, where small temperature
variations have a greater impact at lower power, leading to increased uncertainty.

A.3.2. Flux ratio determination

In our numerical model, a uniform and constant flux escaping from the upper surface is
imposed. In the experimental set-up, a rigid cover allows for a conductive heat flux, which
is therefore non-uniform and fluctuating. This configuration resembles the real situation,
where the resulting radiative flux is a dynamic consequence of the system’s heat transfers.
However, an average flux escaping from the upper surface can be estimated to evaluate a
flux ratio Rr and compare the results with numerical simulations. In this subsection we
outline two methods to estimate it. The room temperature is one of the parameters that
can influence the top heat flux, similarly to the lid thickness and the top temperature in
the system below the lid. The room temperature is not controlled, but measured for each
experiment and does not significatively change during the period of the data acquisitions
(approximately 1 h).

The first method, named the lid method, involves performing a thermal balance on the
lid. To minimise disturbances to the flow, thin thermocouples (much thinner than PT-100)
are carefully positioned above and just below the lid at the centre to take the necessary
measurements. Through these measurements, the temperature difference between the
bottom and top of the lid can be averaged and related to the flux escaping through
conduction in the cover (R ;) using the relation

Rrdin =kiia =, (A6)

€Lid
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Figure 18. Sketch representing the energy balance of the water within the torus.

where k14, eriq, AOriq represent the thermal conductivity, the thickness of the lid and the
temperature difference between the bottom and top of the lid, respectively. Note that this
flux ratio estimation is based on a local temperature measurement, so it does not account
for system inhomogeneity.

The second method, called the bath method, relies on the thermal analysis of the
cooling water on the lateral surface, providing a comprehensive measurement of the
thermal fluxes involved in the system. The thermal balance of the water within the torus
can be formulated as

PeCp, QvAee = (1 - RF)¢in S+ ¢ext Star (A7)
———— —_——— ——
Change in water internal energy Lateral flux External flux

leading to the average flux ratio

(A8)

Rp=1— |:/OecperA6e _ 2¢exti|

¢inS r ¢in
Here, pe, ¢p,, Ov, Siar» S and A, represent the density, specific heat capacity, volumetric
flow rate of water, the lateral (S;,; = 2w R H) and the heating surface area (S = nRz), and
the temperature difference between the water inlet and outlet in the bath, respectively.
Two PT 100 sensors enable the measurement of Af,. Additionally, a volumetric water
meter measures the average flow rate of the system over the entire experiment duration
(approximately 1 h). Equation (A7) indicates that the water undergoes a change in internal
energy as it passes through the torus, due to the lateral heat flux of the system and the
perturbative fluxes induced by the environment. In (A7) the lateral heat flux is expressed
as the difference between the flux imposed on the bottom surface (¢;, S) and that escaping
from the cover (Rr¢;,S). The term ¢,,; denotes the perturbative heat flux from the
external environment, heating the bath water. As sketched in figure 18, it decomposes into
three contributions ¢, ¢ and ¢?, representing the external heat fluxes from the lateral
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Figure 19. Estimated flux ratio Rr as a function of the set power, considering Lid () and Bath (o) methods.
The empty symbols indicate SFg gas is used.

surface, the upper surface of the torus and the lower surface of the torus due to the heating
elements:
boxs = 0" + @7 +97) = (14 ) (A9)
ext H 2R N

Here, a represents the gap between the inner and outer walls of the torus. The perturbative
fluxes can be expressed in terms of the torus characteristics and system temperatures as

¢ = m + h (ewater - Oext) s (AIO)
ext

1 —1
¢T=(6—T+ ) (Owater — Oext) . (A1)

kpyma  hext

-1
¢F = (e—" - e—B> uwarer — 05) . (A12)
kcork kPM MA
where kpyrpra, €8s €L, T, Owater, Oext, Op represent respectively the thermal conductivity
of PMMA, the thickness of the bottom, side and top of the torus, the temperature of
the water, external environment and of the contact between the heating element and the
cork. The convective heat transfer coefficient h.,; characterises the vertical convection
generated by the external side wall and external air. While strictly speaking, separate &
values apply to the vertical surface and the flat top, their estimated values are of the same
order of magnitude (see, e.g. Fujii & Imura (1972)). Therefore, we use the same s value
for both, based on the classical vertical convection correlation (Churchill & Chu 1975).
During the measurement campaign, consistent efforts were made to maintain a
temperature difference of approximately 5 °C between the bath water and the external
environment. This approach was intended to keep the same external perturbative flux
across all experiments. An estimation of the perturbative term ¢,,; was performed and
represents an average of approximately 12 % of the imposed flux across all experiments.
In figure 19 the estimation of the flux ratio using either the global method (bath method)
or the local method (lid method) is plotted against the power supplied to the heating
elements. Error bars represent uncertainty propagation, calculated according to (A6) for
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the lid method and (A7) for the bath method, with contributions from the PT100 sensor,
thermocouple uncertainties, as well as ¢;;, uncertainty related to the variances of the fit
coefficients from (A4). It is observed that the average flux ratio depends on the set power,
ranging from approximately 0.4 to around 0.6. The global measurement using the bath
provides a good experimental repeatability, with a measurement uncertainty of 0.02 for the
measurement at 150 W. Furthermore, the local measurements using the lid are consistent
and in good agreement with the global ones.
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