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Abstract

We present an analysis of convergence of a quasi-regression Monte Carlo method
proposed by Glasserman and Yu (2004). We show that the method surely converges
to the true price of an American option even under multiple underlyings via polynomial
chaos expansion and weaker conditions than those used in Glasserman and Yu (2004).
Further, we show the number of simulation paths grows exponentially in the number of
basis functions to obtain convergence in implementing the method. Finally, we propose
a rate of convergence considering regularity of value functions.
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1. Introduction

Seeking a closed-form or, at least, an analytical formula for an American option price
is a challenging task in practice since it induces an optimal stopping problem to be solved
(see, e.g. [9]). Hence, there is an extensive literature on numerical methods for the pricing
problem. Among the numerical methods, a least-squares (L-S) Monte Carlo method proposed
by Longstaff and Schwartz [12] has been popular with both researchers and practitioners
mainly due to its ease of implementation (see [14]). Carriere [2] and Tsisiklis and Van
Roy [15] also tackled the pricing problem through Monte Carlo estimation under a dynamic
programming formulation although they are different from L-S algorithms, since L-S algorithms
use regression only to determine a stopping rule, not to evaluate the value itself. While
the implementation of the method is simple it is challenging to conduct an analysis of the
convergence of the method.

The first attempt for this challenging work can be found in Clement et al. [3] where the
authors addressed some results on convergence of the method to an approximation to the true
price with a fixed number of basis functions. Later, the authors in [7], [9], and [14] studied the
problem under a situation where the number of paths and number of basis functions increase at
the same time. Gerhold [7] extended the work in [9] to several Lévy processes. Stentoft [14]
resorted to results on series estimators to achieve polynomial growth of the number of paths
in the number of basis functions under the assumption that the underlying asset has a bounded
state space. In using techniques from statistical learning theory, Egloff [4] and Egloff et al.
[5] adopted the boundedness assumption for their study on the convergence of the Longstaff
and Schwartz method [12]. Zanger [17] improved on the work in [4] and [5] without the
boundedness assumption but also through statistical learning theory. However, it should be
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noted that Glasserman and Yu [9] and Gerhold [7] analyzed a quasi-regression method different
from the standard L-S Monte Carlo regression method proposed by Longstaff and Schwartz in
two aspects: the scheme to generate paths and the use of the exact matrix in the calculation of
coefficients of basis functions (see [9, p. 2095]).

In the present paper we complement the results on the quasi-regression Monte Carlo method
addressed in [9] in a theoretical way. Glasserman and Yu [9] proposed a quasi-regression
method and showed that the proposed algorithm converges to an approximation to the true
price of the American option with a single underlying asset following Brownian motion, and the
number of basis functions (Hermite polynomials) K in a sample size N to obtain convergence is
0 (logN) (0 (y/TogN) for geometric Brownian motion using multiples of the powers x* as basis
functions). We show that, with shorter arguments and weaker conditions than those used in [9],
the algorithm converges to the true value even under the assumption of multiple underlyings
with the critical value O(logN) through the theory of polynomial chaos expansion for both
cases: Brownian (BM) and geometric Brownian motion (GBM). In addition, considering the
regularity of the continuation value function, we present a rate of convergence of the algorithm,
which may be useful in practice although the rate is not a sharp one.

We must, however, point out that the critical value for GBM itself is not an improvement in
comparison to [9]. The result here comes from treating GBM as just a function of BM, which
is not costless because moving the exponential function in the option payoff to the payoff will
often result in a much larger K. Moreover, the switching between BM and GBM through a
transformation here corresponds to a change in basis functions for GBM in [9]; that is, it is a
different setting. Therefore, the critical value for GBM here is not comparable to the one for
GBM in [9].

In Section 2 we recall the general backward induction framework for pricing of an American
option. In Section 3 we assume our market model and introduce some notation for polynomial
chaos. The facts needed for deriving the main convergence results are collected there. We
propose the algorithm to be analyzed in Section 4. In Section 5 we present two main results:
the convergence of the algorithm and a rate of convergence of the algorithm. We will end with
some concluding remarks in Section 6.

2. General description of an American option pricing

In this section we present a general framework for pricing of an American option to which
our algorithm in the subsequent sections applies. We follow the presentation of [9]. For a
more detailed description about the formulation of the framework in many sources, we refer
the reader to, e.g. [9].

We assume a complete probability space (2, ¥, IP), where P is the risk-neutral measure. We
deal with the problem in a discretized time setting: the option expires in m periods with T as
the expiration date and set the early exercise pointsasty =0 < t; < --- < t,, = T. Hence, our
problem can be considered as an approximation to the price of an American option in discretized
time or the exact price of a Bermudan option. A theoretical value V;, (x) of American option
at t,, in state x is given by

Vi, (x) = sup E[h(S7) | S(tn), = x],

tel’y

where i,: RY — Risa payoff function for the option and &, (S) € L%(Q, F,P), T, is the set
of all stopping times taking values in {f,, ..., f,,} adapted to the filtration corresponding to a
market model, S(¢) = (S1(?), ..., Sq(t)), where S(¢) is a given stochastic process.
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The option value satisfies the backward induction equations
Vi (X) = hy,, (x), Vi, () = maxthy, (x), E[V;, . (S(ta41)) | S(t) = x1},
n=0,1,...,m — 1. We can rewrite these with respect to continuation values
Cl (x) =E[V;,, (S(tay1) | S(ta) = x], n=0,1,....m—1,
as

G, (x) =0, Cp (x) = Elmax{hy,,, (S(tat1)), C;., (Star1))} | S(tn) = x1,

In+1

n=0,1,...,m — 1. The option value satisfies
Vi, (x) = max{hy, (x), C; (x)}.

Therefore, we can calculate the value from the continuation values at least from a theoretical
perspective. We note that if S(0) is a constant then C;f) =[E[V;]. We further note that
deterministic or stochastic discounting can be absorbed into #;, (see [9]).

3. Preliminaries

First, we assume our market model; the underlying assets {.S; }le follow a correlated GBM
with a fixed initial value So = {s1, ..., sq} under the risk-neutral measure

dS;(t) =rS;(t)dt + 0;S;(t) dW;(2), i=1,...,d,
equivalently,
Si(t) = s; exp((r— %oiz)t+aiW[(t)), i=1,...,d,

where {W; };izl is a correlated BM, r is the risk free rate, and o; is the volatility of the ith asset.
The correlations between W; and W; are given by a d x d matrix p with [p];; = p;j, where
pii = land —1 < p;; < 1. Since, by the Cholesky decomposition,

p=HH,
where H is a lower triangular matrix,
W)= HZ(),
where Z(¢) is a d-dimensional BM (see [8]). Then, in our discretized setting, fori =1, ..., d,

d
1
Si(ty) = s exp<<r —~ Eo,?)tn +o Zhiij(t,,)>, n=0,1,...,m.
j=1

For notational convenience, we denote (.S; (tn))f:1 and (Z; (t,)//tn )le by S, and &, forn =
1, ..., m. Note that &, is a random vector consisting of independent and identically distributed
(i.i.d.) random variables with a standard normal distribution. The following assumption turns
out to be useful.

Assumption 1. Assume that p is positive-definite. Then, since H is invertible, the o-algebras
generated by S, and &, are equivalent; that is,

o (Sy) = o (&).
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Therefore, by the Doob—Dynkin lemma (see [6]), there exists a Borel-measurable function C;,
from R? to R such that

Ci(S)=C,), n=1,....m—1
Thus, for eachn € {1, ...,m — 1}, we have
Ci(8) = C, (Bn) € L*(Q, 0 (£,). P).
For notational simplicity, we write C, for C,, for each n.

A popular approach for computations involved with random data is to represent them as
a polynomial chaos expansion. This method has been applied successfully to research on
numerical partial differential equations with uncertain data while the theoretical foundation
dates back to the classical Cameron—Martin theorem. We introduce some facts about this
method in the context of the current application. We refer the reader to [6] for a detailed
development of the theory.

Define the normalized Hermite polynomials {v }xen, by

() = %Hw), xeR,
where Hi(x) = (—l)kexp(%xz)(dk exp(—%xz)/dxk). The normalized Hermite polynomials
satisfy
Yi ) = Vi), k=1, ()
and JR
Vit1(xX) = ——= Yk (x) — ———=¥i—1(x), k>1. (2

T e

‘We further note that
/R Y ()Y (x) 0 (x) dx = 8pn,

where w is the standard normal density function (see [1]).

We consider L2(€2, o(¢), P), where & has a standard normal distribution F¢. For any
S LZ(Q, o (&), P), by the Doob-Dynkin lemma, there exists a Borel-measurable function
f: R — R such that ¢ = f(&). Then, since the normalized Hermite polynomials constitute
an orthonormal system for L?(R, B(R), Fg(dx)), the set {4 (§)}ken, is also an orthonormal
system of L2(Q, o (&), P). Moreover, Theorems 3.3 and 3.4 in [6] imply that {1/ (§) }ken, iS a
complete orthonormal system for L2(Q, o (&), P); that is,

o]

¢=fE =) ayp®) inL?

k=0

where

ax = (@, Yi(§))
=/</)1/fk(§)dP
Q

= /Qf(f;‘)iﬂk(é)dP

= Af(X)Wk(x)Fs(dx), k € No.
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The above constructing procedure naturally extends to multidimensional cases. Let us
consider a random vector §: Q — R?, where % (&1,...,&) and {§; }d_1 is i.i.d. with a stan-
dard normal distribution. Then, denoting {1& }jen, by the normalized Hermite polynomials
corresponding to &;, Theorems 3.6 and 3.7 in [6] imply the set of multivariate tensor products
of the polynomials given by

d
Vo ®) = [[vGn). a=(a1.....aq) €N,

m=1

is a complete orthonormal system of L(Q, o(&),P). Foreach ¢ € L%(Q, o(&),P) and a
Borel-measurable function f: R? — R,

o=fE =) ae¥a(®) inL?
aeNg

where

o =< ¢, YalE) >= /Q oVa(€)dP = /Q FE) Pal®) dP = /R ) Fy(dr)

and Fg(dx) = Fg’;(l)(d.x) X +o0 X Fg(d) (dx).

Although the multi-index representation is legitimate in theoretical development, it is im-
practical to use the multi-index representation for the purpose of a finite-term approximation
to a function in L%($2, o (£), P). We therefore introduce a single-index that is more tractable in
constructing a finite truncation of an infinite-sum representation of a function in L. Among
single-index schemes, we adopt the graded lexicographic order, which says that higher-degree
monomials are bigger and we use lexicographic order to break ties (see Appendix A for an
example). By adopting the scheme,

¢=fE=> a®).
k=0
where a; =< ¢, Y% (&) >, k € Ny. Thus, we have

CalE) =) arxyi (&),
k=0

where a; =< C,,(&,), ¥ (&,) >. Note that supposing « (k) = (a,l, R af ) is the multi-index
with |a (k)| = Zi:] o (k) corresponding to k, we have |a (k)| < |ae(k + 1)| and | (k)| < k.

Now, we present an estimate for the fourth moment of Hermite polynomials useful in
developing our main results later.

Proposition 1. Letr v and ¥ be Hermite polynomials and multidimensional Hermite polyno-
mials, respectively. Then, the following hold:

() for sufficiently large k, there exist positive constants C and C such that

32]{ 4 ~32k
Cl- <Ei <l
o = [¥] < .

(i1) for k > 1, there exists a positive constant C such that

Ely}] < c32®l,
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Proof. From Theorem 2.1. in [12], it is obvious that (i) holds. For (ii), we note that

d
E['ﬁ/?] = 1_[ E[Wi(k)j]-

j=1
Then, by (i), we have E[l/f,f] < C321e®! which completes the proof. O

Note that C denotes a generic positive constant throughout the paper.

4. Algorithm

We recall the quasi- regressmn algorithm to be analyzed that was proposed in [10].
Step 1. Set Cm = 0and Vm = max{hm, Cm} = hy.
Step 2. Foreachn =1, ..., m — 1, starting from m — 1, we repeat the following:

e generate N independent copies {Si, R Sriz—H} of path {S1,...,S,+1},i =1,...,N,
up to time f,41, independent of all previously generated paths. Set

N
A I WO .
Tuk =25 D Va1 S )¥nk(S), k=0, K,

calculate the coefficients ,3” =y 19,, where K represents the number of basis functions
and W, is defined below, and set

/§ k‘/’n,k and ‘711 = max{h,, én}

Mw

k

Il
=}

Step 3. Set Ci k.0(S0) = (1/N) YL, Vi(81) and Vo(So) = max{ho(So). Cn,x.0(S0)}-

In this algorithm, Sy is fixed and the ' are general basis functions . We note that step 2 is
different from the algorithm in [ 14], which generates a single set of paths for all dates. Moreover,
we also note that the present algorithm has another feature different from the algorithm in [13];
in the regression process, we use the exact matrix

W, = E[Y (S)¥n(Sn) T

instead of its sample counterpart

1 N . -
5 2o U SDYn (s,

i=1

calculated from the simulated values themselves; the method adopting this alteration is called
the quasi-regression method (see [10, pp. 2094-2095] or [13] for a detailed description of the
method).

Our purpose is to analyze convergence of the algorithm for two concrete examples: BM and
GBM. To this end we alter step 2 in the algorithm to be more convenient for our purpose.
Specifically, we choose a proper transformation ¢ so as to have ¢(S) = & and take the
composite ¥ o ¢ as basis functions in the algorithm, where the /" are Hermite polynomials.
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Considering the assumption and results in Section 3 it is possible for one to have this kind of
basis functions at least for correlated BM and GBM under Assumption 1. For instance, in the
one-dimensional case, the basis functions for GBM are, by the facts from Section 3 and the
argument in the present section,

lﬂk (¢t,1 (St,l )) = Wk («Sz,, ),
where ¢, (x) = (logx + ,/2)//f,. The resulting modified version of step 2 is as follows.

Step 2. Foreachn =1, ..., m — 1, starting from m — 1, we repeat the following:
e generate N independent copies {Z!, ..., Z;i1+1} ofpath{Zy,...,Z,11},i=1,..., N,
up to time #,1, independent of all previously generated paths. Calculate
sz—&—l and E,i
and
R 1. : .
Bk =D Var1 (S ¥, k=0, K. 3)
i=1
e Set
K
Cnkn=Y_ Bus¥i and V, =max{h,, Cy k). “)
k=0

The meaning of the additional subindices N and K will be clear in the next section.

We note that Glasserman and Yu [10] used the expectation of the weighted L2%-norm on
functions G: R — R that slightly differs from the ordinary L?-norm (see [10, p.- 2106]). We
alter slightly step 3 so as to use the ordinary L?-norm to estimate errors in the analysis of the
convergence of the algorithm. For n = 0, generate N independent copies S‘i of S; independent
of all previously generated paths. With these samples, we calculate Cy_x 0(So). The overhead
for this additional computational effort is negligible. Moreover, at the cost of adding this
step, we gain a huge reward; there are many assumptions in [10] but those assumptions are
unnecessary, which will be clear in the next section.

Before going to the main results of this paper, we now reconsider an assumption for the
single-period problem in [10] where the dimension of the underlying asset is 1. Glasserman
and Yu in [10] proposed three assumptions (A1), (A2), and (A3) to obtain the desired result for
the single-period problem:

(AD 1Bl =1
(A2) ha(Sy,) = Zf:o ax Yok (S, ) for some constants ay;
(A3) Y,k (S,) are martingales, up to a deterministic function of time.

Among them, a remark on assumption (A2) is needed. Specifically, we note that

h2(Si,) = H (&)

for some Borel-measurable function H: R — R. Hence, by the polynomial chaos expansion
in Section 4, we have

ha(Si) = Y arvu (&),

k=0
which is the motivating idea for the present section.
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Gerhold [8] gave some intuitive justification of the infinite series representation above and
the interpretation of (A2) as a good approximation of the payoff at 7, (see Gerhold [7, p. 596]).
However, in our setting, the intuitive justification turns into a rigorous one.

5. Main results

In this section we present two main results: the convergence of the algorithm when multiple
underlying assets are considered and a rate of convergence of the algorithm. To this end we
introduce several artificial devices useful for the proof of the main results below. Define, for
nef{l,2,...,m—1},

K
Ckon = PVay1 =Y Bui¥i, 5)
k=0
where Py is the orthogonal projection onto span{yy, ..., ¥g} and
Bnk = E[Vat1¥]. (6)

Define an approximation to the backward induction equations as follows: V,, = h,,,

K
Ckn=PkVas1 =) Buxtr, ne{l,....m—1}, (7)
k=0

where \_/n+1 = max{h,1, C_'H]} and

Buk = E[Vig1¥xl. ®)

Finally, define, forn € {1,...,m — 1},

K
Cn.kn =Y Buk¥i. ©)
k=0
where
3 1 X ) .
Buk = D Vur1 (S, 0¥ (E)- (10)
i=1

Now, we address the single period problem where m = 2. We introduce an assumption
needed to derive the main results.

Assumption 2. Assume that ]E[hﬁ] < o0 for each n.

The Assumption 2 is remarkably less restrictive than the ones for the fourth moment of h in
the literature (see [10, Equation (B3)] and [8, Theorem 6]). We now address the result for the
case of the single-period and single underlying asset.

Theorem 1. (i) Ifm=2and K =((1 — §)/c)logN, where c = 10g32 and$ € (0, 1), CA'N,K,O(SO)
converges to Co(Sp) in L?as N — oo.

) If K = (1 +68)/c)logN, § > 0, the algorithm, for some payoff function, diverges to the
infinite in L? as N — oc.
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Proof. Note that, for the definitions of ,3 1.ks C ~N.k.1, Ck.1,and By x, see (3)—(6), respectively.

(i) First, we estimate E[(é’ N.k.1(E1) —Ck .1 (51))2] under the assumption of the algorithm
that the coefficients of C ~.x.1 and Ck 1 are independent of &;.

By independence and orthogonality,

K
E[(Cy k1) — Ck1ENT=ELY Bk — Bro)’]

k=0
Since E[B1 k] = Bi1.x since Vo = hy = V3,
K
D El(Bix— Bro)’l = Zvar(xm KEDhL(S2) < — ZE[% LEDRG (SD)].
k=0

Thus, by the Cauchy—Schwarz inequality and Proposition 1,

K 2K
~ K +1)3
E[g(ﬂl,k - ﬁl,k)z} < C%-

Therefore, since CK | — C;in L?, by the triangle inequality, we have CN k.1 — Ciin L2,
Now, we show that CN k.0(So) converges to Co(Sp) = E[V]] in L?. Note that

E[(Co(So) — E[V1])?]
A 2
=E[<N§V1<Si>—la[v1]) }
1. \2 2
szE[(NZw(Si)—NZVl(Si)) }+2E[< me—mm) ]
i=1 i=1

var(V )

< 2E[(Cn.k.1(E]) — C1(ED)] + 2—— N

Then, since the coefficients of C N.k.1 are independent of & ll by alteration of step 3, we obtain
the convergence as N — o0.

(ii) It is enough to address an example showing the divergence.

Let h, (52) = (12/ mk / 21/f21< (&) via ¢ By the triangle inequality and the fact that Cx ; —
C) in L2, it is sufficient to show that IE[(CN k.1(&1) — Ck, 1(51))2] diverges to co. Note that

E[(Cn.x.1(51) — Ck.1(1))*]
K
= E[Z(Bl,k - ,Bl,k)zi|

var(f)

K 15 1 K 15} K/ ?
g [(E) Weevien] - 5 (B[ (2) var@mnen)

k=0

[
M=
Q}

~
Il
S

2 |
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Then, by [10, Equation (28)],

K
El(Cy k1) — Ck1EDT=ELY_(Bix — Bro)’]

k=0
| 0\~ 5 2 1
=5 ZE[(Q sz(sz)wlk@l)} -5

k=0
15} K 2 2 1
[(—) WzK(Sz)%K(El)] - N

v

1
N I3

Now, we note that E[tx/*VK Yok (&) | &11= 1] >VK ¥k (1) (see [10, pp. 2098—
2099]). Then, by the Jensen inequality,

K
E[(CN k151 — Ck1(51))*] = E[Z(Bl,k - ﬂuﬂ
k=0
1

, 1
> NIEI:(%)WZZK("EZ)I//IZK@I)] - N

1 1 /1\X 1
= NE[E(Z> Vi EDELD VK g (62)? | sl]} -5

v

Ly 1
N [WlK(Sl)] - N

Finally, by Proposition 1, we have

A 5 32K
E[(C -C >C— — —,
[(Cn,k,1(61) — Ck,1(61))7] = NE N
which completes the proof. ]

Remark 1. Given L € Ny, consider a set S = {¥r: |ax(k)] < L}. We note that |S| =
(d+ L)!/d!'L!. Thus, K < (d + |a(K)|)!/d! |ae(K)|!. With

1\ 25 @(K)j)/2

hy, ($2) = P Yok (§2),

the proof of the theorem also holds for the case of multiple underlying assets by the independence
of multidimensional Hermite polynomials with a generalized result ¢ (K)| = O (logN). When
d =1, the result is exactly same as the one in the above theorem.

Remark 2. Glasserman and Yu, after [10, Theorem 1] dealing with the convergence for single-
period problem, stated: ‘This result shows rather precisely that, from a sample size of N, the
highest K for which coefficients of polynomials of order K can be estimated uniformly well is
O (logN).” Now, we state that [10, Theorem 1] shows precisely that the sample size N required
to achieve convergence uniformly well over payoff functions grows exponentially in K.

We now extend this result to the case of multi-period problems. To do so, we need two
lemmas.
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Lemmal. (i) Forn =m — 1,

K A ~
ZE[(,Bmfl,k — Bu—14)* =0.

k=0

(i) Foreachn € {1, ..., m — 2},

K m—n—1 K
D EIBuk — B 1 <27 AT YT S B Bntk — Bn1.0)7],
k=0 I=1 k=0
where Ax = (K + 1)> maxo<x<x E[¥{].
Proof. See Appendix A. ]
Lemma 2. Foreachn e {l,...,m — 1},
K 3
i a2 \2 (K+1D 4 4
3l Fui’) = O (,max E1+ max BLY{1).
Proof. See Appendix A. |

We are now in position to address the result for the case of multiple underlying assets.

Theorem 2. Suppose that Assumptions 1 and 2 hold. Then, if K = ((1 — §)/c)logN, where
c =10g3%" and § € (0, 1), the algorithm converges to the true value of an American option in
L?as N — oo.

Proof. Note that foreachn € {1,...,m — 1},

E[(Cr k.0 (&) — Cu(E))*]
< 4E[CN.knE) — CN.knEN?1+ENCN k.0 &) — Crn(€))?]
+E[(Ck .1 (&) — Ck.n(8))*1 + E(Ck .0 (&2) — Cr(€2))?D).

For the definitions of B, x, CN.k.n» Ck.ns Buk» Ck.n» Buks CN.K.n» and By i see (3)—(10), res-

pectively. We estimate each term on the right-hand-side of the above inequality under the

assumption of the algorithm that the coefficients of o) ~N.k.n and C N.K .n are independent of &,:
(i) For ]E[(C’N’K,n()‘;‘n) - éN’K,n(gn))Z]. Note that, by independence,

K 2
EL(CN k(&) — Cn.k.n(E)] = E[(Z(Bn,k - Bn,kwk(sn)) }
k=0

K
= E[Z(Bn,k - Bn,k)2:|~
k=0
Then, by Lemmas 1 and 2 and Proposition 1,

E(Cn. k.1 (E) — Cn.k.n(§))*]
m—n—1 K

- 2m—n—1A7;(l_”_l Z ZE[(ﬁm_z,k — Brn-1.6)?]

=1 k=0
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ARTHE 4 1)3
< B ST (max (JEIWA@)+ max BY©)

2m—2n+1

< C(K + livm " 32(m—n)K
2m2m | a(K) |

- C(K + D3

- N

where C is a generic positive constant.
(ii) For EL(C.k.n (§n) — Cn(§1))°]. Since

K
E[(GN,K,I’L(SVL) - C_wK,n(gn))z] = E[Z(ﬁn,k - B}l,k)2i|v

k=0

by Lemmas 1, 2 and Proposition 1,
E[(Cn,k.n (&) — Ckn(En)?]

1
< CU+ 1P max B @) + max EY{©)1)
oK+ 1)332 1K) .
- N

(iii) For E[(Ck » (&) — Ck.n(&:))*] and E[(Ck » (&) — Cn(&,))?]. Note that

K
E[(CKJL(EVL) - CK,n(En))z] = Z(,én,k - ,Bn,k)z

k=0
K
= EIVa41(Sn41) = Va1 (Sur 1)) ¥ EDD.
k=0
Then
E[(Ck.n (&) — Ckn(E)*] = E[(Pk (Vi1 (Sns1) — Vi1 (Sut1)))?]
< E[(Vas1(Sns1) = Vi1 (Snt1))?]
< E[l max{hn41(Sn+1), Cx nt1Ensr1)}
— max{hy+1(Su+1)s Co1 En )]
< E[(Cknt1Ent1) — Crg1(ag1))?]
< 2E[(Ck ns1Gns1) — Crnt1ns1))*]
+ 2E[(C 1 Ent1) — Cagt (Eng1))?].

Thus, by repeating the procedure, we have

E[(Ck.n(&x) — CknE))* < 2" " EU(Cx m-1En—1) — Ckm—1En—1))*]
m—n—1

+ Y 2" E(CKm—1En) = CoetEn))].

=1
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Since V(Sy) = M (Sm) = Vi (Sy), we have

m—n—1

E[(Ck.n(E) — CkaE*1 <2771 " BIUCkm—itEn1) — ConiEn—0)*].

=1
Thus,
E[(CK,n(En) - CK,n(Sn))z] + E[(Ck,n (sn) - Cn(En))z]

< 2" S BICh ot ) — Corcit )]
=1

By (i)—(iii), we finally reach

E(Cn. k(&) — Cn(E))?]

(K + 1)2m32m|a(K)| m—n
<C +C2 ) BI(Ckm—i1En-1) = Cn1En-1))"].
N =1
Therefore, as N — oo, CA’N,K,n(’;‘,,) converges to Cy,(£,) in L? foreachn € {1,...,m — 1},
which completes the proof. |

Remark 3. We make several remarks about the theorem. For the case of multi-periods and a
single underlying asset, we observe that the continuation value function at #,,_1 is the same as
the one in the single-period problem. Thus, the critical relation O (logN) for the single-period
problem still holds for the multi-periods problem. Since the observation is also true for the
case of multiple underlying assets by Remark 1, the critical relation O (logN) still holds for this
case. Therefore, for any case, the critical relation is O (logN) for GBM. Furthermore, we note
that the proof still holds for correlated BM by using the proper transformation ¢. Therefore,
we conclude that the highest K to achieve convergence is O (logN) for any case. However, this
result for GBM is not comparable to the one for GBM in [9] as mentioned in the introduction.

Next, we present a rate of convergence of the algorithm considering the regularity of the
continuation value function C,,. To this end, we need some notation and definitions about
regularity for use in the next section. First, we introduce some basic notation for regularity
which is common in partial differential equations. We follow [16, Section 2] and [11]. Let
A={x| —o0o<x <oo}and w(x) = (1/+/27) exp(—3x?). Define

Lg)(A) = {v | v is measurable and ”v”L?u(A) < 00},

where ||U||L§,(A) = (fA |v(x)|2co(x) dx)'/2. Further, let 8,v = dv/dx, and, for a nonnegative
integer r,
HI (A ={v | d*veLi(A), 0<k<r).

The semi-norm and the norm of H) (A) are given by

r 1/2
olaya) = 19;vllz2(a) and ||v||H;(A>=(Z|v|i,£(A)) :
k=0

Similarly, for d-dimensions, let

A ={x;j | —0o0 < x; <00}, Ad=A1xA2x~--xAd, x = (X1, X2, ...,X4).
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Also, let |x| = (X, x2)'/2 and w (x) = (1/(27)%/?) exp(—1%|x|?). Define

Lg(Ad) = {v | v is measurable and ||U||L£’}(Ad) < 00}.

Leta = (aq, ay, ..., ag) be a multi-index and
" leely,
dyv(x) = W(X),
where |a | = Z?:l . For any nonnegative integer r,

Hy(AY) = {v | 9%v e Ly (AY), 0 < |a| <r}.

The semi-norm |v| HE (AD) and the norm ||v|| H (Ad) of Ha’)(Ad ) are the natural extensions of the
one-dimensional case (see [10] and [16] and references therein).
First, we deal with the one-dimensional case. To this end, we need a lemma.

Lemma 3. For any positive integer r, if v € H] (A) then, for sufficiently large K,

1
JVEF+DK (K —-r+2

lv — Prvllpz s < lvll 5z a)-

Proof. We note that, by the Plancherel theorem,

oo

2 _ 2

lo = Proliz 0= D afs
1=K +1

where q; = fR v (Xw(x)dy, w(x) = (1/«/271)exp(—%x2). Now, by (1), (2), and
integration by parts,

NI
/R VY () (x) dx = A U(X)[%Wl—l(x)_TWZ—Z(X)]CU(X)dX
- % /R V(Y1 (o) dx — % /R VY] (D (x) dx
1 ,
- /R Y (Y11 () (x) dax.

By repeating the calculation, we have

/Rv(xmu)w(x)dx: JM_IHI.W_H] /Rw”(x)wz_r(x)w(x)dx.
Thus,
1
(r)
M{vu)wxm(x)dx N (ST ‘/R” () Y1—r (V) (x) dx.
Therefore,
v — Pgul?,,,, < ! ™12,
L= JK+DK---(K—r+2) Lowy’
which completes the proof. ]
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If Cpisin H) (A) foreach r, the error E[(Ck , — C, )%] converges faster than any polynomial
order and we may expect exponential decay of the error in L. One can find the same result for
w(x) =e™ in [16]. However, the proof there is not applicable here.

We now address a convergence rate for the case where d = 1.

Proposition 2. Suppose that K = ((1 — 8)/c)logN. Then, if C,, € H] (A) for some positive
integer r and each n = 1,...,m — 1, then the algorithm converges at least as fast as
O((logN)™"/?) in L?.

Proof. By the proof of Theorem 2,

R 2m2mK m—n
EL(CN.K n(En) = CalEn)?] < Cr————+ C2 ) BI(Ck mt(En—1) = Ct(Em-1))]:
=2
Then, using (1), (2), and Lemma 3 completes the proof. O

We note this proposition allows us to choose N and, in turn, K so as to obtain an approxi-
mation within a given error, which is convenient in practice.

We now consider the multi-dimensional case. To this end, we add one more condition to
our multi-index scheme, the graded lexicographic order; given an expansion order L, we use
a truncated basis {¥: |a(k)| < L}. With this new scheme, we thus have Zf:o aryr, where
1+ K=Wd+L)!/dL'forL=0,1,2,....

Lemma 4. For any positive integer r, if v € H;)(Ad), for sufficiently large K,
1
VL/d)(L/d—T1)---(L/d — (r — 1))

Proof. We note, by the Plancherel theorem,

o= Pollfy = D aag,
lee(k)|>L

v — Pgvllp2ady < vl g ady-

where aq ) = fRd V() Ve, (X1) -+ Yaw), (xa)w(x) dx. For |a(k)] = L + 1, there exists at
least one component «(k); such that a(k); > |«w(k)|/d. Suppose that, for some k, a(k); >
(L 4+ 1)/d. Then, by Lemma 3, we have

/ﬂéd V() Vay (X1) - - Ve, Fa)w(x) dx

() (o)

M (x)
X ./Rd Yoy XD Vak), (X2) - - Yoy, (xa)w (x) dx.

8)61

Hence, we have

d 2

1

- 9 u(x)
MWD = (L/d)(Ljd = 1) (L)d = (r = 1) &

8xl~

)

2
v = Proll2,

LZ)(Ad )
which completes the proof. ]

We address a rate of convergence of the algorithm for the multi-dimensional case.
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Proposition 3. Suppose that L = ((1 — §)/c)logN. Then, if C,, € H;(Ad) for some positive
integer r and each n = 1,...,m — 1, then the algorithm converges at least as fast as
O((logN)~"/?y in L?.

Proof. By the proof of Theorem 2,

E[(Cr k(&) — Ca(€))?]

d + L)!/d! L)*m32mL
ECI(( + )/N )

m—n

+C2 Y EUCkm—i1En—1) = Cont(Em—))1.

=2

Then, using (1), (2), and Lemma 4 completes the proof. O

6. Concluding remarks

In this paper we improved on the results of [9]. First of all, we proved the L?-convergence
of the quasi-regression Monte Carlo method to the true price of an American option under
the setting where the number of paths and number of basis functions increase together and
the dimension of the underlying assets is greater than one. Secondly, we have shown that the
highest possible number of basis functions for N paths is O(logN) to achieve convergence
in implementing the method even under multiple undelyings. Finally, we proposed a rate of
convergence considering the regularity of the continuation value function.

For further research, one question is to find a sharper convergence rate than the one proposed
in this paper. It amounts to finding a sharper bound on the error between the finite truncation of
the continuation value function and itself. It could be a challenging problem. Another question
is an extension of the results in [7] in the same manner as here. The critical hardness could be
how to obtain L?-asymtotics on the basis function used in [7], see Appendix B in that paper.

Appendix A.

The idea behind the proofs of Lemmas 1 and 2 for Theorem 1 is similar to that for the case of
BM in [9], although the details are different because of differences in the number of underlyings
and the assumptions on the fourth moments that are less restrictive than in [9].

Proof of Lemma 1. In this proof we drop the boldface notation for convenience.
(i) It is obvious since V,,,(S},) = hp(S),) = Vi (S)).
(i1) By the Cauchy—Schwarz inequality,

. s 1 X . A LA . \2
Buk = Bui)* = (ﬁ PBZBIOMIAGIESDD vn+1(S,z+1)wk(s,i>>
i=1 i=1
1

=<

N
D VRED Va1 (S ) = Va1 (S )™
i=1

z|

Then, by noting that

Vg1 (Sh 4 1) = Vs (S 1))
= |max{hy41(Si ). Cn k1 (Sh )} — max{h, 11 (Shy ). Cn ka1 (S D)

=< ||CN,K,n+1(S;l1+1) - CN,K,n-Fl(S;l/H»])'v
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and

K 2
(CNknt1(Sh) = Cn kg1 (Shy ) = (Z(Bn+1,k - Bn+1,k>wk(s,i+1>)

k=0

K
SK+DY Bk — Bup1)*VEGiy )

k=0

we have

K
ElBux — Bni)*] < (K + 1)E[Z YEEDYT En ) Buvrs — ,3n+1,1)2}

=0

K
= (K + 1)) By EDY Ery DIEIBur1s — Bar1.)’]

=0

K
< (K + 1Y VEWHE BV DIEBusri — Pur1)*]
=0

K
= (K +1) max El[y (6] ;E[U%H,, — Bus1.)?1.

Thus, letting Bx = (K + 1) maxo<x<kx ]E[w,f(é)], we have

K K
E[Z(Bn,k - En,k)z} < B (K + 1) Y El(But1k — Bur1.0)?].

k=0 k=0
Let Ax = (K + 1)> maxo<x<x E[¥}(§)]. Then, since

ElBus14 — Bur1.6)?] < 2E[But1k — Bus1.00%1 + 2ELBus1.k — Bur1.0)?],

we have

K K K
E[Z(ﬁn,k - 5n,k)2] <24k Y ElBut1k — Pos1.0)* 1+ 24K Y El(But1k — Pus1.0)’]:
k=0 k=0

= k=0

By repeating the procedure, we reach

K K

E[Z(Bn,k - En,k)z] < QA" Y Bl Bn-1k — Bn-1.07]
k=0 k=0

m—n—1 K

+ Y QA" Y EIBn-tk — Bu-107]:

=1 k=0

Therefore , by (i), we finally have

K m—n—1 K
E[Z(ﬁn,k - Bn,k)2:| <2 AR N SN TR Btk — Bu14)°],

k=0 =1 k=0

which completes the proof. ]
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Proof of Lemma 2. Foreachn € {1, ..., m — 1},

K
- _ (K+1)3
> El(Buk — Bu)?1 < C (
N
k=0
Note that ]E[B,,’k] = Bn,k- Then, forn € {1, ..., m — 2},
K

K

~ _ 1 _
D ElBnk = Bui)®1 =Y - Var(u(&n) Vg1 (Sns1))
k=0

k=0
Ko
A2
< kEZO N]Ewk EV +1(Sn+1)]

K
1 -
< I;) NE[¢]?(§n) max{h%+1(5n+1), C,%_H (Sn+}H

K
<> NE[w,f(én)(hﬁH(SnH) +Co 1 (Sus))]
k=0

K K
ZEW,?@”WH(S"H)] +— ZE[%?(&)CZH(SM-I)]
k:O

=0
Thus, by the Cauchy—Schwarz 1nequality

ZE[(ﬁn N /E[wk GINGICEn)
k

K

2
Z [vf,?(sn (Zﬁnmwl@nm) }
k=0

= K+ D max JEU(S)] max \JEW )]
—(K +1) ZE[wk ) (Z BririVi (énmﬂ

=0
Then, by noting that Zk —0 '3n+1 ¢ = E[(Px Vn+2) 1< E[V 2] and invoking Assumption 2,

ZE[(Bn,k — Bui)?] < —<K+1) max \JE (S0l max B[V (€)]
k=0
—||Vn+2||L2<K +1) ZE[wk (&) (Z ¥ (snmﬂ
< —<K+1> max /Bl (S)] max /B[ ©)]

+ IE[ 11(1<+1>3 max E[wk(én

< Ok + 1 (ma \/E[wk(s>]+ max E[y{(¢)])

https://doi.org/10.1017/jpr.2017.9 Published online by Cambridge University Press


https://doi.org/10.1017/jpr.2017.9

442 J. G. KIM

TABLE 1.

[i] Multi-index i  Single index k

(1000) 2
| 0100) 3
0010) 4
0001) 5
(2000) 6
(1100) 7
(1010) 8
(1001) 9
5 0200) 10
0110) 11
0101) 12
0020) 13
0011) 14
0002) 15
(3000) 16
3 (2100) 17
(2010) 18

for some constant C > 0. Since max{hfn (Sm), C_’i Sn)} = hi (S), the estimate also holds for
n = m — 1, which completes the proof. ]

An example of graded lexicographic ordering. In Table 1 we present a graded lexicographic
ordering of the multi-index i in d = 4 dimensions.
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