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Abstract

Speech- and gesture-based interfaces for computer-aided design (CAD) modeling must
employ vocabulary suitable for target professional groups. We conducted an experiment
with 40 participants from architecture and engineering backgrounds to elicit their speech pref-
erences for four CAD manipulation tasks: Scale, Rotate, Copy, and Move. We compiled speech
command terms used by participants and analyzed verbalizations based on three analytic
themes: the exactness of descriptions, the granularity of descriptions, and the use of CAD
legacy terms. We found that participants from both groups used precise and vague expressions
in their verbalizations and used a median of three parameters in their verbalizations.
Architects used CAD legacy terms more than Engineers in the tasks Scale and Rotate.
Based on these findings, we give recommendations for the design of speech- and gesture-
based interface for conceptual CAD modeling.

Introduction

In the conceptual design stage, designers conduct massing studies, which involve creating and
manipulating three-dimensional (3D) forms (Akin and Moustapha, 2004). They study rela-
tionships between forms and their context. This is a creative design stage, wherein the design
problem is ill-defined, and designers iterate possible solutions. Multi-modal interfaces using
gestures and speech for computer-aided design (CAD) modeling are considered suitable for
the conceptual design stage, as they offer an improved user experience and better control
than conventional mouse and keyboard input (Oviatt, 1999). In this paper, we investigate
the speech component for multimodal interfaces that employ speech and gestures in parallel,
for conceptual CAD modeling.

Existing studies in speech-based input for conceptual CAD modeling are limited, and most
employ vocabulary sets that are arbitrary or author-defined (Nanjundaswamy et al., 2013),
overlooking the specific needs of users in terms of the vocabulary used. Critics have argued
that users should not have to learn an artificial language that is device or application depen-
dent. They reason that users think and express in ways that cannot always be predicted
(Malizia and Bellucci, 2012). A multi-modal interface is successful only if it is natural for
its users (Quek et al., 2002). The vocabulary employed in such interfaces must be natural
for its users (Cassell, 1998). But what does a “natural” interface mean? Citing the example
of gestural interfaces, Malizia and Bellucci (2012) define a natural interface as one with
which people can interact with technology using the same gestures they employ with objects
in everyday life, as conditioned by evolution and education.

Based on this view of natural interaction, we position that a multi-modal interface utilizing
speech must be tailored to the vocabulary that specific user groups employ with the objects in
their everyday professional life. It is widely acknowledged that the way people verbalize con-
cepts about shapes and forms depends on their education, experience, socio-cultural, and lin-
guistic background (Wiegers et al., 2011). Previous studies have established that architects,
owing to differences in education and training, have linguistic differences from other profes-
sional groups (Gifford et al., 2002).

Hence, the goal of this study is to investigate the speech preferences of two groups of design
professionals, architects and engineers, for conceptual CAD modeling using speech- and
gesture-based interfaces. Architects and Engineers are the two primary user groups of CAD.
We investigate whether both groups prefer to use precise expressions or vague expressions.
Do engineers, owing to the emphasis of their study of math and sciences, employ more tech-
nical terms than architects, whose education is often more grounded in culture and aesthetics?
Furthermore, present day designers are well versed with the WIMP (windows, icons, menus,
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pointer) interface of CAD software, which has been in widespread
use for the past few decades. Is the language employed by these
groups influenced by their experience with the existing CAD soft-
ware? Such investigations are necessary for the development of
multimodal interfaces for conceptual CAD modeling that employ
speech and are informed by user behavior.

To address these issues, we present an analysis from an
experiment with 401 design professionals from architecture
and engineering product development (EPD) backgrounds. The
experiment was conducted to elicit speech and gesture preferences
for conceptual CAD modeling from the stated professional
groups. In related studies, we presented user preferences of ges-
tures (Khan and Tuncer, n.d., 2017; Tunçer and Khan, 2018)
and the implementation of a prototype (Khan et al., 2017).

In this paper, we present user preferences of speech terms for
four CAD manipulation tasks, based on the professional back-
grounds of the participants. First, we present relevant literature
on the analysis of language employed by designers and the use
of speech in virtual environments. We present a brief review of
research on comparisons between architects and engineers
(“Background”). Then, we elaborate the three analytic themes
employed to analyze verbalizations (“Analytic themes for in-
vestigating verbalization”). In the following section, we describe
our experimental design, coding scheme, and measures for the
analysis of verbalizations (“Method”). In “Results”, we present
our results of the compilation of command terms, CAD
legacy terms used by participants and analytical scores. In
“Discussion”, we discuss our findings on the exactness of descrip-
tions, CAD legacy terms and the granularity of descriptions.
Based on our findings and evidence from literature, we develop
recommendations for the design of a multi-modal interface for
conceptual CAD modeling. Finally, in “Conclusion”, we summar-
ize our chief findings and recommendations. We state the limita-
tions of our research and future work.

This research analyzes aspects of natural language for the
design of a speech- and gesture-based interface for conceptual
CAD modeling. Due to its focus on human–computer interaction
using natural language, the issues presented in this paper are per-
tinent to the domains of computational linguistics and, on scaling
up, to natural language processing.

Background

Language is the method of human communication, either spoken
or written, consisting of the use of words in a structured and con-
ventional way. In this paper, we use the term “speech” to refer to
spoken language, and “verbalization” to refer to speech strings, as
used in previous studies (Wiegers et al., 2011). Our very thought
and ideation process is dependent on language. Segers and
Leclercq (2007) state that words are fundamental for communica-
tion and reasoning in the design process. In fact, studies stress that
language is crucial for the very process of thought itself (Jonson,
2005).

Speech is an integral part of human communication. Speech is
based on conventions and conveys meaning discretely, relying on
codified words and grammatical devices (McNeill, 1992). Speech,
along with gestures, is seen as a natural way to interact with
computers (Mignonneau and Sommerer, 2005). Studies have

investigated the role of language in designing activity (Lawson
and Loke, 1997) and communication (Oak, 2011). Research has
established the utility of speech-based interfaces for specifying
spatial relationships (Bolt, 1980; Clay and Wilhelms, 1996).
Furthermore, linguistic information enables user-friendly
human–computer interaction that can handle interpretations
and manage complexity in content (Segers and Leclercq, 2007).

Research has theorized that speech can be used effectively for
descriptive tasks in the articulation of 3D form (Athavankar,
1999). Furthermore, restricted speech strings convey sufficient
information about the form of the object (Varshney, 1998) and
a few words are sufficient to capture the essence of products’
semantic content (Lenau and Boelskifte, 2005). When free to
interact multi-modally, users selectively eliminate linguistic com-
plexities and employ briefer, syntactically simpler language
(Oviatt, 1999).

Seminal studies in human–computer interaction have investi-
gated how people describe objects to tailor information systems
to specific audiences (Furnas et al., 1982). More recently, studies
have investigated the words designers use to exteriorize shapes
(Wiegers et al., 2011) and the issues related to the definitions of
words in design discourse (Poggenpohl et al., 2004). Studies
have analyzed designers’ speech in experiments to recognize pat-
terns, qualities, and quantities of speech (Purcell, 1996). Previous
studies have also categorized designers’ verbalizations in relation-
ship to gesturing (Logan and Radcliffe, 2004).

Research into the use of multi-modal interaction for graphics
system dates back to the 1970s (Brown et al., 1979). Multi-
modal interaction using gestures and natural language has been
investigated for information retrieval and to provide system gen-
erated output (Neal et al., 1989). Studies on using speech as input
for drawing and manipulating spatial objects include “Talk and
Draw” (Salisbury et al., 1990) and Weimer and Ganapathy’s
(1989) speech and glove-based gesture input. Bolt (1980) investi-
gated the use of speech with pointing gestures for the selection
and displacement of two-dimensional virtual objects in the
“Put-that-there” system. Investigating the use of imprecise speech
input augmented with gestures, Bolt’s study attempted to encap-
sulate natural human communication. The system proposed the
use of commands such as “Create a blue square there” allowing
users to employ vague language and use gestures for disambigua-
tion. Speech has been used alongside gesture pen strokes as dem-
onstrated in Herold and Stahovich’s study (2011) in AIEDAM’s
special issue on the Role of Gesture in Designing. Recent studies
using multi-modal input for CAD modeling include the studies of
Menegotto (2015) who integrated speech with AutoCAD and
Nanjundaswamy et al. (2013) who employed speech, gestures,
and brain–computer interaction for invoking different CAD
functionalities. Research in human–computer interaction has
employed elicitation techniques to elicit gestures and speech inter-
actions from users for diverse applications such as surface com-
puting (Wobbrock et al., 2009) and web browsing (Morris, 2012).

Architecture and engineering professions both involve the
design of artifacts such as those of buildings, products or automo-
biles. Yet architects and engineers have significant differences in
education, training, and experience. Architecture education
usually involves exposure to art and esthetics and is seen to be
a creative field. On the other hand, engineering education involves
a deep study of math and sciences and employs a more technical
approach. Research has determined that architects perceive design
artifacts and urban environment differently from other groups
(Akalin et al., 2009; Ghomeshi and Jusan, 2013; Llinares and

1The experiment was originally conducted with 41 participants. However, since this
part of the study compares preferences of architects vs. engineers, the data set of a ran-
domly selected engineer was discarded to eliminate bias.
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Iñarra, 2014). The differences in responses have been attributed to
the different mental models or criteria employed by architects in
their evaluations (Groat, 1982; Devlin, 1990) and their specialized
training and exposure to studies of art (Berlyne, 1971; Llinares
Millán et al., 2018). Gifford et al. pointed out that architects
have linguistic differences from other groups and base their evalu-
ation on different sets of design features (Gifford et al., 2002).

Current trends in both architecture and engineering education
include collaborative approaches, the inclusion of technology and
interdisciplinarity. Although boundaries within the field of
engineering itself are blurring (Jørgensen, 2007), and a number
of engineering departments have attempted to overcome the tra-
ditional division between civil engineering and architecture
(Crawley et al., 2014), recent studies still view architects and
engineers as distinct groups (Najari et al., 2016).

In this paper, we investigate the speech preferences of archi-
tects and engineers for conceptual CAD modeling using a speech-
and gesture-based interface. The utility of this investigation is to
examine whether speech- and gesture-based interfaces for concep-
tual CAD modeling for these two groups need to be differentiated
based on professional affiliation. We use our findings to present
recommendations for the design of a multi-modal CAD modeling
interface.

Analytic themes for investigating verbalization

We investigate the speech preferences of architects and engineers
for conceptual CAD modeling based on three analytic themes: (1)
the exactness of the descriptions, (2) the granularity of the
descriptions, and (3) the use of legacy knowledge.

(1) Precision is the exactness in design descriptions. We try to
understand precision through the related concept of uncer-
tainty, which is well researched in the design literature.
Uncertainty is characterized by a lack of information, and
includes vagueness and imprecision (Luck, 2013). Designers
tend to employ imprecise, uncertain and provisional ideas
in communication. Previous studies have reported that uncer-
tainty is interwoven in design conversations (Luck, 2013). For
instance, designers commonly employ vague expressions such
as “here”, “this”, and “there” when speaking, often relying
on gestures (Harrison and Minneman, 1996; Logan and
Radcliffe, 2004). Such vague expressions are generally
employed when the speaker does not have precise knowledge.
Uncertainty in designers’ verbalization is seen as appropriate
for the early stages of design (Lawson and Loke, 1997).

Vagueness occurs whenever there is a need to specify
structure, form or color approximately for later refinement
(Fish, 2004). A number of terms such as “ambiguous”
(Minneman and Harrison, 1998), “vague” (Harrison and
Minneman, 1996), as well as “fuzzy” (Wiegers et al., 2011)
have been used in the design literature to refer to the uncer-
tainty in design language used by designers. However, since in
this study we are interested in the precision of descriptions,
we refer to its opposing concept as vagueness and use it as
an umbrella term to describe all imprecise or uncertain
terms used by participants. Uncertainty and vagueness are
known to characterize the conceptual design stage, as
designers initially neither have complete information about
the design problem, nor do they have clear ideas on how to
address them. On the other hand, precision characterizes
later stages of design, when designers specify details (Gross,

1996). Precision has been discussed previously in the context
of CAD modeling (Walther et al., 2007) and architectural
design (Chastain et al., 2002). The literature largely critiques
extant CAD modeling systems for being overtly precision-
based and argues that it does not suitably address the ways
in which designers work in the conceptual design stage
(Eckert et al., 1999; Zheng et al., 2001; Chastain et al.,
2002; Oh et al., 2006; Zhong et al., 2011).

The analytic theme of precision is especially important for
conceptual CAD modeling using multi-modal interfaces, pri-
marily for two reasons. First, due to the prevailing belief in
current design research about conceptual design being char-
acterized by vagueness (Lawson and Loke, 1997; Glock,
2009). Indeed, vagueness and ambiguity are considered
important aspects of conceptual design (Goel, 1995), and
are held significant for triggering reinterpretations (Eckert
and Stacey, 2000). Second, there are technological issues in
precise gesture recognition and command execution (Wang
et al., 2011). Wang et al. (2011) cite issues such as depth
cues, selection of objects, and occlusions that encumber pre-
cise CAD modeling using gestural interaction. As a result,
research in gesture-based interfaces for CAD modeling have
largely focused on conceptual design, as the inaccuracy
offered by gestural interaction is seen to be conducive for it
(Alcaide-Marzal et al., 2013). Therefore, it is important to
investigate preferences of precision in user groups’ natural
articulation for conceptual CAD modeling using a multi-
modal interface with speech and gestures.

(2) Granularity: Design representations are varied in their consis-
tency. Depending on the purpose, design representations may
provide a detailed account of all parts and aspects of the
design artifact. At other times, design representations may
be partial; they may pertain to certain elements only or
they may display different components with varying amount
of detail and attention (Herbert, 1988). We use the term “level
of detail” to discuss granularity in participants’ verbalizations.
Whereas some representations are elaborate and detailed,
others are rough outlines of initial ideas (Goldschmidt,
2004). Level of detail has been considered previously in the
context of designers’ speech (Logan and Radcliffe, 2004). In
speech analysis, the level of detail pertains to whether
designers choose to speak succinctly, or whether they provide
detail about sizes, locations, and relationships. It is especially
relevant to investigate the level of detail in designers’ verbali-
zations for speech-based interfaces for CAD modeling, as it
indicates how much detail designers prefer to incorporate
in their instructions for conceptual design.

(3) Use of legacy knowledge: Legacy knowledge is based on users’
experience with prior interfaces and technologies (Morris
et al., 2014; Beşevli et al., 2018). Research in elicitation studies
has found that previous experience with desktop computing
strongly influences users’ gestural responses (Morris, 2012).
Since the current generation of architects and engineers are
well versed with CAD modeling software that relies on
WIMP, it may be assumed that when speech is elicited
from them, their responses would be affected by their knowl-
edge, experience, and habit of working with WIMP-based
interfaces. Previous approaches in gesture elicitation fall
under two categories: (1) studies that aim to reduce legacy
bias (Morris et al., 2014) and (2) studies that aim to benefit
from it (Köpsel and Bubalo, 2015). The former approach
argues that legacy bias limits the potential of user-elicitation
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methodologies for producing interactions that take full
advantage of emerging application domains. On the other
hand, the latter approach reasons that legacy knowledge
would make it easier to design new interactions, as familiar
knowledge is easier to recall, produces confidence and is espe-
cially useful for specific user groups (Köpsel and Bubalo,
2015).

In our study, we use the phrase “CAD legacy terms” to refer to
terms that are used in established CAD programs such as
AutoCAD, SketchUp, 3dsMax, and Solidworks. Our interest in
the use of legacy knowledge is to investigate the kind of terms
designers would employ; and if there is any difference in the
terms employed by the designers, based on their professional
affiliation. Do any professional groups use certain CAD modeling
terms more than others?

Investigation in the language verbalized by designers is indis-
pensable, as words are an integral part of the design process in the
early stages of design. Previous studies have largely employed pro-
tocol analysis techniques for studying the language employed by
designers (Athavankar, 1999). Other studies have employed nat-
ural language processing techniques to study design communica-
tion (Dong, 2005). Research into the compilation of terms for
design includes a study by Podehl (2002) on styling terms. A
noteworthy study by Wiegers et al. (2011) compiled the terms
for shapes and operations employed by designers. Cicognani
and Maher (1997) presented a list of verbs for use in virtual com-
munities for design. Investigation into the ambiguity and uncer-
tainty in design communication includes ethnomethodological
approaches using conversation analysis (Luck, 2013).

Although extant literature lays importance on the investigation
of linguistics for system design (Luck, 2013), so far there exist lit-
tle research into the words that designers use for CAD modeling
for conceptual design. We assert that speech-based human–
computer interfaces must employ speech terms that are natural
for specific user groups, adapting to the language that is com-
monly employed by them. Hence, we propose that the vocabulary
set of speech- and gesture-based CAD modeling interfaces must
be informed by user behavior. We addressed this issue by analyz-
ing CAD modeling terms extracted from an experiment with par-
ticipants from architecture and engineering backgrounds,
elaborated in the following section.

Method

Participants

The study presented in this paper is based on data collected from
a gesture and speech elicitation experiment. As described pre-
viously in our studies (Khan et al., 2017; Khan and Tuncer,
2017; Tunçer and Khan, 2018), the experiment was conducted
individually with 20 engineers from an EPD background and 20
architects. EPD is a combination of the traditional disciplines of
mechanical engineering and electronics and electrical engineer-
ing. The product sectors that are primarily addressed in EPD
are electronics, energy, machinery, and transportation. Out of
the 40 participants, 21 were female, and 19 were male. The experi-
ment was conducted over a period of 2 weeks at the Singapore
University of Technology and Design. Participants comprised
the following ethnicities: Chinese (57.5%), Indian (22.5%),
Caucasian (10%), and other (10%). Participants consisted of
undergraduate students (25%), Masters students (20%), PhD

students (10%), researchers (17.5%), faculty members (17.5%),
and practitioners (10%). Most of the participants were in the
22–30 years age group (65%), followed by 31–40 years age
group (15%), and the 18–21 years age group (10%). Although
80% of the participants reported English as their first language,
all participants were fluent in English, which was a prerequisite
for participation in the experiment. More than 90% of the partic-
ipants reported being acquainted with one or more CAD software.

The sample size was the standard used in speech and gesture
elicitation studies, as evidenced by previous studies that have
employed similar sample sizes ranging from 20 to 30 participants
(Wobbrock et al., 2009; Morris, 2012). In studies that investigate
differences between architects and laypersons, Gifford et al.
employed a sample size of 17 architects (Gifford et al., 2002).

Experimental design

The aim of the experiment was to elicit speech and gestures that
communicated CAD modeling tasks such as creating and manip-
ulating 3D objects and navigating views. The participants sat at a
distance of 10′ from a 50′′ sized screen where a repertoire of pre-
recorded CAD modeling tasks (referents) were shown one by one,
in the form of short video clips. The participants were asked to
describe the CAD modeling tasks shown on the screen. The cate-
gories and referents were randomized for all participants.

The referent tasks were all low level, basic CAD modeling
operations classified into three categories: (1) Navigation, which
involved changing the view, (2) Manipulations, and (3)
Primitives. In this study, we investigate participants’ verbalizations
for four basic manipulation tasks in CAD modeling, namely Scale,
Rotate, Move, and Copy (Fig. 1).

The object of manipulation in the first three referent tasks was
a basic box. For Scale, a video clip was shown with two boxes in
the first frame. When the video clip was played, the bigger box
scaled up uniformly in all directions. In the video clip for
Rotate, a box rotated 45° toward the right-hand side. For Move,
two boxes were shown in the first frame of a video. When the
video clip played, the shorter box slowly moved along the x-axis.
For Copy, a compound object was shown in the first frame.
When the video clip played, the object duplicated toward the
right-hand side. Each video clip was shown for approximately 15 s.

The experiment was conducted in two sessions, A and B. In
the pre-test briefing, participants were given a scenario in which
they were informed that Laura was a designer sitting in the
other room and needed assistance in manipulating the object as
they see in the video clips on their screens. In session A, partici-
pants were informed that Laura could only see them and not hear
them. Therefore, in session A, participants articulated the referent
tasks using only gestures. In session B, participants were told that
Laura could see them as well as hear them. Therefore, in session B,
participants were free to use hand gestures or speech. There was
no restriction on the length or the technique of the instruction.
Participants employed spontaneous, free speech. The sessions
were video recorded using two high-speed cameras from different
angles. The participants were queried about their educational,
professional, and socio-cultural background in a questionnaire.
In this paper, we report findings from session B of the experiment.

Coding

The video recorded data were edited into named clips. We tran-
scribed 160 records (2 groups × 20 participants × 4 manipulation
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tasks) of participants’ speech for manipulation tasks. A hybrid
coding approach was followed to decide the categorization
scheme. Transcription scripts were first reviewed jointly by both
co-authors and a PhD researcher to identify the initial set of cate-
gories. Thereafter, a single coder (co-author of the paper) carried
out the coding, with periodic joint reviews to resolve differences.
The categorization system was further improved as the coding
proceeded.

In the coding, we focused on the part where participants
described the object to manipulate and how to manipulate it.
Parts where they digressed were ignored. We ignored the tenses
of verbs and used their infinitive form. For instance, “moving”
or “move” or “moved” were all categorized as one. We considered
all synonyms and did not generalize them. Repetitions and erro-
neous usage of words were ignored.

Based on the function performed in the verbalizations, we
extracted words from the speech transcriptions of the participants
and classified them into the following categories:

• Command: words that instruct to execute the manipulation.
• Object: words that describe the object being manipulated.
• Dimensions: expressions that indicate units or the degree of
manipulation, such as angle of rotation, distance, and the num-
ber of copies.

• Location: expressions that indicate the
⚬ Original location or position of the object
⚬ Target location or position of the object
⚬ Directions, or relative position of a target from a point of

origin.
• Dimensional aspects: examples include side, size, and volume
• Modifier: conditional words that restrict or modify the
command.

We listed the categories relevant for each manipulation task
(Table 1). Based on these categories, each verbalization was

coded. Table 2 shows an example of coding a verbalization for
the modeling task Scale. The frequency distributions of all cate-
gories were determined for architects and engineers for each
manipulation task. We developed measures for determining the
precision and level of detail in participants’ verbalizations.

Key definitions

CAD legacy and non-legacy command terms
We defined CAD legacy command terms based on the terms used
for manipulation tasks in the CAD programs used by the partic-
ipants. These were, namely, AutoCAD, Rhino, 3dsMax, SketchUp,
and Solidworks. Terms classified as CAD legacy commands are
given in Table 3. Remaining command terms employed by partic-
ipants, that are not used in the aforementioned CAD software,
were classified as non-legacy.

Precision score
Precision scores were calculated based on the number of precise
and vague terms present in a given verbalization. Examples of
such precise and vague terms used by the participants in the
experiment are presented in Table 4. Every precise term in a ver-
balization was given a positive point, whereas every vague term
was given a negative point. Thus, the precision score for a verba-
lization was calculated as:

P = n1 − n2

where n1 is the number of precise terms and n2 is the number of
vague terms.

Therefore, if the number of precise terms in a verbalization was
greater than the number of vague terms, the precision score was
positive. If the opposite was true, the score was negative. If
there were an equal number of precise and vague terms in a ver-
balization, the score was zero.

Fig. 1. Manipulation tasks used in the experiment.

Table 1. Coding categories for each manipulation task

Task Coding categories

Scale 1. Command
2. Object
3. Dim: degree of scale
4. Dim: aspect of the object being scaled
5. Location

Rotate 1. Command
2. Object
3. Dim: angle of rotation
4. Axis of rotation
5. Direction of rotation

Move 1. Command
2. Object
3. Original location
4. Direction of movement
5. Dim: Distance

Copy 1. Command term 1
2. Command term 2
3. Object
4. Target location
5. Dimension: target number of copies
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Detail score
Level of detail score (D) was computed based on the number of
coding categories a participant used to verbalize a given task
(Table 1). For every coding category used in the verbalization, a
participant was assigned a value of 1. We defined the level of
detail as the sum of individual coding categories present in the
description, on a five-point scale. Accordingly, the score was
greater with the increase in the number of categories used in
verbalizations:

D =
∑5

i=1

pi

where pi is a coding category which can take the value of 0 or 1.

Results

A total of 3404 words were transcribed from the participants’ ver-
balizations of the four manipulation tasks. The greatest number of
words were used by the architects’ group to verbalize the Move

task (Mdn = 22.5 words), and the least number of words were
used by the architects’ group to verbalize the Copy task (Mdn =
14 words) (Fig. 2). For the Rotate and Move tasks, the median
number of words spoken by the architects’ group was greater
than the median number of words spoken by the Engineers’
group. On the other hand, for the Scale and Copy tasks, the
median number of words spoken by Engineers was greater than
that of Architects.

Compilation and legacy terms

We compiled the terms used by the participants for articulating
the CAD manipulation commands (Fig. 3). The task Scale had
the greatest diversity in command terms, with five different com-
mand terms used by at least 5% of the participants. The task
Rotate had the least diversity in command terms with only two
different command terms that were used by at least 5% of the par-
ticipants or more.

We investigated the use of CAD legacy command terms
(Table 3) in participants’ verbalizations. Overall, CAD legacy
terms were used by a majority of the participants (over 60%) in

Table 2. Example of coding a verbalization for the modeling task Scale

Verbalization Command Object
Dim: degree
of scale

Dim: aspect of the
object being scaled Location

Extend the block to about three times its size around its x-axis Extend Block 3 times Size x-axis

Table 3. CAD legacy command terms from the existing CAD software

AutoCAD, Rhino 3dsMax SketchUP Solidworks CAD legacy command terms

Scale scale scale scale scale scale

Rotate rotate rotate rotate rotate rotate

Move move move move move, translate move, translate

Copy copy clone, copy, instance copy copy copy, clone, instance

Table 4. Examples of precise and vague terms used by participants in the experiment

Vague
modifiers

Dimensions Locations

Vague
expressionsPrecise Vague Precise Vague

Scale about;
maybe;
slightly;
a bit;
or so;
around;

approximately;
a little more

than;
a little less than;

probably;

x times;
double; twice
x %

bigger; larger;
larger and larger; this
big

x, y, z axis equally;
uniformly

a bit like this; like this; this
way; like that; this position;

kind of like this;

Rotate x degrees;
x times

this angle; like this;
an angle;

Clockwise
downward
x or y
direction

about its edge;
about its vertex

Move x units;
x times;
double;
two-thirds;
x %

until this point;
this distance;
small distance;

left; right;
forward;

away;
nearer, farther;
to one side; the
other way; sideways;

Copy x, y
coordinates

this distance; this
angle; small distance

right;
horizontally;
linearly

slightly behind;
to its side;
next to it;
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the case of Rotate and Move. For the tasks Scale and Copy, the
overall use of CAD legacy terms was a little over 40%.

More than 70% of the architects employed the CAD legacy
terms in the case of Scale and Rotate tasks, whereas their use of
legacy terms was close to 60% in the case of Move and Copy. A
χ2 test also revealed a statistically significant difference between
architects’ and engineers’ use of legacy and non-legacy terms
for the tasks Scale and Rotate (Table 5). The majority of
Engineers employed CAD legacy terms only in the case of
Move. For the other three manipulation tasks, the use of CAD
legacy terms by engineers was 50% or less.

Precision scores

We studied median precision scores for both professional groups.
We found that except for the median score of Copy for architects
(Mdn = 1), the median score for other categories for both archi-
tects and engineers was 0, implying that most participants used
an equal number of precise and vague expressions in their verba-
lizations, or had verbalizations that scored midway between pre-
cise and vague. Examples of such verbalizations with a
precision score of 0 include:

“Enlarge.” (Scale task, Participant 24, Engineer)
“There is a cube which is in this angle and just rotates and comes to this
position.” (Rotate task, Participant 39, Engineer)
“Move the block on the right, away.” (Move task, Participant 2, Architect)
“There is one item, copy one more.” (Copy task, Participant 5, Engineer)

A majority of architects (55%) employed precise language only
in the case of Copy. An example of a verbalization that was scored
as precise was

The object is front of you, I want to make a copy of it and move it along the
ground 1.5 times its width. (Copy task, Participant 16, Architect)

In all other cases, the numbers were somewhat evenly distrib-
uted across the positive, neutral, and negative categories in the
histogram (Fig. 4). Comparison of the frequency chart of the pre-
cision scores showed that a slightly greater number of architects
used precise language than engineers in the cases of Scale
(Arch = 35%, Engg = 15%), Rotate (Arch = 40%, Engg = 30%),
and Copy (Arch = 55%, Engg = 35%). However, results from the
Mann Whitney U test indicated that there was no significant

statistical difference between the precision scores of architects
and engineers for all four manipulation tasks (Table 6).

We investigated the cases in which participants employed pre-
cise dimensions vs. those in which participants gave vague dimen-
sions (Fig. 5). Precise dimensions involved giving exact numbers
in units such as degrees or percentage. In the case of vague
dimensions, participants employed language such as “about this
much” or “from here to there”, using gestural cues (Table 2).
Overall, a greater percentage of participants gave precise dimen-
sions for the tasks Scale and Rotate. On the other hand, most par-
ticipants gave no dimensions for the tasks Copy and Move. Close
to 45% of Architects employed precise dimensions for the tasks
Scale and Rotate. Except for the Rotate task, for which close to
45% of engineers employed precise dimensions, most engineers
did not give any dimensions for the other three tasks.

Detail scores

We counted the number of coding categories participants used for
verbalizing tasks. The median D scores for all four manipulation
tasks for both architects and engineers was 3, except for the
median score for architects for the task Rotate, which was 3.5.
This implies that participants used a median of three parameters
in their verbalizations, primarily specifying the manipulation
command and the object to manipulate, with one other variable
parameter, such as the direction, dimension, or another aspect
of manipulation. Following are examples of verbalizations with
a level of detail score of 3:

“Increase the size of the bigger object.” (Scale task, Participant 3, Engineer)
“Rotate the object to its side.” (Rotate task, Participant 20, Engineer)
“Push the shorter block like this.” (Move task, Participant 35, Architect)
“You have an object and you clone it to the right.” (Copy task, Participant
19, Architect)

A comparison of the means for each manipulation task shows
that the mean for Architects was greater than the mean for
Engineers by a very slight margin (Fig. 6). Results from the
Mann Whitney U test indicated that there was no statistical differ-
ence between the level of detail scores of architects and engineers
for all four manipulation tasks (Table 7).

Discussion

The goal of this study was to investigate the speech preferences of
architects and engineers for conceptual CAD modeling using
speech- and gesture-based interfaces. We sought to investigate
questions such as

• Do both user groups prefer to use precise expressions, or do
they use vague expressions?

• Do engineers employ more legacy terms than architects?
• Is the language employed by these groups influenced by their
knowledge of existing CAD software?

We investigated the speech terms employed by participants
from the two professional groups for four CAD manipulation
tasks. We examined the verbalizations based on their exactness,
granularity, and use of legacy knowledge.

We thus further the intent of previous studies (Wiegers et al.,
2011) in presenting an analysis of designers’ verbalizations of
manipulating objects, specifically for the purpose of the design

Fig. 2. Median verbalization length of architects and engineers for manipulation
tasks.
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of an interface for speech- and gesture-based conceptual CAD
modeling. In this section, we discuss our findings and based on
these, present recommendations for the design of a conceptual
CAD modeling interface using speech and gestures.

Exactness of descriptions

We investigated the use of precise and vague expressions by archi-
tects and engineers. We found that for most manipulation tasks, a
comparable number of participants employed precise expressions
and vague expressions in their verbalizations. For example, when
describing dimensions, a greater percentage of participants gave
precise dimensions in units or degrees for the tasks Scale and
Rotate, while most of the participants gave no dimensions for the

tasks Copy or Move. This could be attributed to the greater geome-
trical complexity of the Scale and Rotate tasks. In the use of precise
dimensions, a number of participants added vague modifiers, using
phrases such as “maybe 10%–20%” and “slightly more than 45
degrees”. This could be attributed to the increased physical distance
between participants and the screen when using gestural interac-
tion, which led them to approximate distances when using precise
units. Thus, we deduce that designers from the two professional
groups use both precise and vague expressions for manipulation
in conceptual design, depending on the context and the nature of
the task. This crucial finding is in direct contrast to previous studies
that have concluded that designers prefer to employ imprecise
vocabulary in their speech rather than select words with precise
meaning (Logan and Radcliffe, 2004).

Fig. 3. Speech terms used for manipulation tasks: (a) Scale,
(b) Rotate, (c) Move, and (d) Copy.
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This has a very significant implication on the design of speech-
and gesture-based interface for conceptual CAD modeling. This
suggests that at times, depending on the context, designers want
to give precise dimensions. At other times, they want to employ
vague instructions using gestural cues and speech. Therefore, we
recommend that a speech- and gesture-based interface for con-
ceptual CAD modeling should recognize and support such a
precision-vagueness dichotomy and allow designers to switch

from one mode to another. For example, if a designer gives a
vague instruction “Move box a little bit (using gestural cues)”,
the interface should allow the gestural instruction to override
the speech instruction. On the other hand, if the designer gives
a more precise instruction such as “Move box 5 inches to the
left (using gestural cues)”, the interface should let the speech
input override the gestural input.

Our recommendation for the support of precision-vagueness
dichotomy is also substantiated by previous literature that argues
for the development of interfaces that mimic the way people natu-
rally communicate (Cassell, 1998; Quek et al., 2002). Although the
precision-vagueness dichotomy may seem obvious in the context
of natural speech, our recommendation is significant in the con-
text of conceptual design, in which uncertainty and ambiguity are
seen to prevail in the current literature (Lawson and Loke, 1997;
Glock, 2009), and precision-based CAD modeling systems are cri-
tiqued for being unsuitable for conceptual design (Eckert et al.,
1999; Zheng et al., 2001; Chastain et al., 2002; Oh et al., 2006;
Zhong et al., 2011). While Stacey and Eckert (2003) present an
argument against ambiguity for communications in conceptual
design, we provide empirical evidence to show that architecture
and engineering professionals do not always use only vague lan-
guage to communicate conceptual CAD manipulation tasks. As
opposed to interfaces that make users learn an artificial, author-
defined vocabulary, support of precision-vagueness dichotomy
in an interface would give flexibility and choice to users.

Although a slightly greater number of architects than
engineers used precise expressions, there was no statistical differ-
ence between the precision scores of the two groups. Thus, we
deduce that for basic manipulation tasks in CAD modeling, pro-
fessional affiliation had little or no significant bearing on the lan-
guage employed by the participants. This finding is in direct
contrast to previous studies that conclude that education has a
bearing on the way subjects communicate shapes and shape
operations (Wiegers et al., 2011). We attribute our contrasting
finding to the basic, low-level nature of the given manipulation
tasks. The tendency of architects to use precise expressions is an
avenue that ought to be explored further with more experiments
with conceptual CAD modeling tasks of greater complexity.

Compilation and legacy knowledge

Based on analyses of participants’ verbalizations, we compiled a
set of command terms from the experiment that can be used
for conceptual CAD modeling in multi-modal interfaces using
gestures and speech.

A noteworthy finding was the use of non-legacy terms by
35%–45% of the participants in all cases, even though more
than 90% of our participants reported being acquainted with
one or more CAD software programs. Even though two of the
terms classified as legacy, “Copy” and “Move”, are also employed
in everyday usage, we found nonetheless that in all four cases,
around 35%–45% of the participants used non-legacy command
terms for the description of the manipulation tasks. We deem
that users employ a range of words to describe manipulation
tasks in their day to day communication, and hence legacy
terms should not be forced on all users.

We found that Architects were well versed with CAD legacy
terms and employed them in more cases than the Engineers.
This may be attributed to architects having greater working
knowledge and experience with CAD software than engineers. It
also suggests that the current generation of architects, who have

Fig. 4. Frequency distribution of precision scores for architects and engineers (pos-
itive scores indicate a greater number of precise expressions in verbalizations,
negative scores indicate a greater number of vague expressions).

Table 6. Precision scores: results from the Mann Whitney U test

U-Value Z-Score p-Value

Scale 154 1.23 0.218

Rotate 154.5 1.21 0.222

Move 198 −0.040 0.968

Copy 180 0.527 0.596

*p < 0.05.

Table 5. Results of the χ2 test: difference between architects’ and engineers’
use of legacy and non-legacy terms (N = 40)

χ2 statistic P-value

Scale 10.101 0.001482 Significant

Rotate 5.584 0.018125 Significant

Move 0.114 0.73568 Not significant

Copy 3.6364 0.05653 Not significant

*p < 0.05.

Artificial Intelligence for Engineering Design, Analysis and Manufacturing 283

https://doi.org/10.1017/S0890060419000015 Published online by Cambridge University Press

https://doi.org/10.1017/S0890060419000015


been trained in CAD in university or soon after, will initially rely
on their conceptual knowledge of existing CAD software for CAD
modeling, even though natural interfaces offer vastly different
interaction techniques. This could especially be true for more geo-
metrically complex commands, as evidenced by Architects’
greater use of legacy terms for the tasks Scale and Rotate.

Hence, as opposed to previous studies that seek to reduce
legacy bias in human–computer interaction (Morris et al.,
2014), we take an inclusive approach and view the knowledge
of existing CAD terminology as also relevant. We, therefore,
recommend the inclusion of legacy terms as well as non-legacy
terms. We reason that present-day design professionals are
trained in CAD in their early years of education and are hence
well versed with CAD terminology. Therefore, we find little rea-
son to discard this collective, accumulated knowledge of legacy
terms. Such an approach also helps shorten the time and effort
required by professionals to learn the new ways of interaction

(Köpsel and Bubalo, 2015). Our recommendation for the inclu-
sion of both legacy and non-legacy knowledge in the interface
is supported by evidence from recent gesture elicitation research,
which found that legacy gestures were favored by participants for
their familiarity and non-legacy gestures were favored for their
affordances (Beşevli et al., 2018). This suggests that both legacy
and non-legacy knowledge is useful, based on user needs and
context.

Therefore, our compilation includes all viable terms that were
employed by the participants in the user experiment, as listed in
Figure 3. We also recommend a many-to-one mapping of speech
command terms to CAD functionalities, for the design of a
speech- and gesture-based CAD modeling system. Based on an
initial set, a user should be able to modify or extend the speech
set in the system or the system should incorporate machine learn-
ing to adapt to the user. We assert that this approach is more
aligned with natural human interaction and will result in the
development of an interface that is flexible and attuned to the
needs of different users. Previous studies that use a similar
approach include the studies of Coroado et al. (2015) in which
commands follow a context-free grammar and each operation
can be triggered by one or more voice commands. A similar
approach of using synonyms is suggested in gesture elicitation
studies by Wobbrock et al. (Wobbrock et al., 2009), to increase
guessability and the coverage of proposed gestures. For multi-
modal interactions, Morris (2012) suggested the use of multi-
modal synonyms which would allow users to access the same
functionality with different modalities in different circumstances.
As opposed to previous studies that employ arbitrary or author-
defined speech commands (Nanjundaswamy et al., 2013), our
compilation is more thorough and informed by user behavior.

Granularity of descriptions

An investigation into the median level of detail scores of
Architects and Engineers revealed that most participants from
both professional groups employed three parameters to commu-
nicate the manipulation tasks. The three parameters described
the manipulation command, the object to manipulate and how
to manipulate it.

Therefore, we recommend that a speech- and gesture-based
interface for conceptual CAD modeling should allow users to
verbally describe three parameters for manipulation tasks, based

Fig. 5. Description of dimensions by the two professional groups for the four manipulation tasks.

Fig. 6. Level of detail: mean scores for architects and engineers.

Table 7. Level of detail: results from the Mann Whitney U test

U-Value Z-Score p-Value

Scale 155.5 1.190 0.234

Rotate 179.5 0.541 0.541

Move 169.5 0.811 0.811

Copy 172.5 0.730 0.465

*p < 0.05.
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on users’ natural articulation. While the command term and
object name are imperative for invoking the CAD functionality,
a third variable parameter, such as direction, dimensions, or
another aspect of manipulation, along with gestural cues, should
give sufficient information to the system to carry out the manip-
ulation task. This recommendation builds upon previous studies
in multi-modal interfaces that only employ single word com-
mands for CAD modeling (Nanjundaswamy et al., 2013). Our
recommendation is also supported by the literature on multi-
modal interfaces that argue for the use of short speech strings
(Varshney, 1998) and the use of brief, syntactically simpler lan-
guage (Oviatt, 1999).

Although previous studies have found that architects tend to
give slightly more detail than non-architects (Devlin, 1990), our
analysis did not show a significant difference in the mean level
of detail scores of architects and engineers. This is also attributa-
ble to the basic nature and low semantic level of the referent
manipulation tasks shown to the participants, and we deduce
that the difference in scores for the two professional groups
would be significant for more complex referents such as buildings.
This finding is also aligned with the results from Logan and
Radcliffe (2004) who concluded from their study that designers

speak with a simple vocabulary in their speech and employed a
visual channel to aid in the verbalizations.

Conclusion

In this paper, we presented an analysis of verbalizations for con-
ceptual CAD modeling extracted from a specially conducted
experiment with architects and engineers. We compiled the com-
mand terms that the two professional groups employed to
describe four basic CAD manipulation tasks. We presented
insights into the choice of command terms, and preferences of
precision and detail in the verbalizations of architects and
engineers.

Summary: chief findings and recommendations

We summarize here our chief findings and the recommendations
for a multi-modal interface for conceptual CAD modeling
(Fig. 7):

• We found that a comparable number of participants used pre-
cise and vague expressions in their verbalizations, and that most

Fig. 7. Summary of results and recommendations for the design of a conceptual CAD modeling interface using speech and gestures.
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participants employed an equal number of precise and vague
expressions in their verbalizations. We deduced that designers
from the two professional groups use both precise and vague
expressions for manipulation in conceptual design, depending
on the context and the nature of the task. Therefore, we recom-
mend that a multi-modal interface for conceptual design must
support a precision-vagueness dichotomy.

• We found that Architects used CAD legacy terms more than
engineers in two of the four manipulation tasks; and that a size-
able percentage of participants used non-legacy terms.
Therefore, we recommend the inclusion of all viable terms in
the compilation and a many-to-one mapping of terms to
CAD functionalities.

• We found that participants from both groups used a median of
three parameters to articulate the tasks: the manipulation com-
mand term, the object to manipulate and a variable parameter
such as direction, dimension, or another aspect of manipula-
tion. Therefore, we recommend the verbal description of three
parameters along with gestures for manipulation tasks.

• We found no statistical difference in precision scores and level
of detail scores of the two groups. We deduced that for basic
manipulation tasks in CAD modeling, professional affiliation
had little or no significant bearing on the language employed
by the participants. Therefore, we recommend that the same
interface for conceptual design could be used by both architects
and engineers, for basic CAD modeling tasks.

We highlight that our recommendations are based on a user-
centered approach, whereas in extant studies natural interfaces are
often critiqued for not being natural (Malizia and Bellucci, 2012).
As opposed to previous studies in multi-modal interfaces that
provide a predefined speech set with a one-to-one mapping of
words to CAD tasks (Nanjundaswamy et al., 2013), our recom-
mendations reflect a soft approach that allows users to choose
from a number of verbal terms to initiate commands. We assert
this approach to be closer to natural human communication, as
it gives users flexibility and choice (Cassell, 1998). Furthermore,
our recommendations for multi-modal interfaces are based on
empirical evidence and substantiated with the literature from
human–computer interaction and natural interfaces. Future
research on multi-modal interfaces that employ speech could
immensely benefit from our user-centered recommendations.
We conducted a preliminary testing of our recommendations
and note some of the strengths and challenges in the implemen-
tation of a prototype (Khan et al., 2017).

Undoubtedly, the bigger challenge here is the development of a
robust recognition system that can incorporate complexities such
as multiple words for same CAD functionality, and speech-
gesture overrides, which are routine functions in human to
human interaction. Taken forward, artificial intelligence tech-
niques are indispensable for the implementation of our recom-
mendations, as such complexities can be suitably addressed by
natural language processing and learning algorithms.

Limitations and future work

We analyzed verbalizations by developing measures to count the
number of expressions in participants’ verbalizations. As opposed
to the approaches of protocol analysis (Gabriel and Maher, 2002)
and conversation analysis (Luck, 2013) that have been used in
previous studies of designers’ communication, we employed a
content analysis approach of coding and counting expressions

in verbalizations to investigate their tendencies of precision and
detail. We conceptualized precision and vagueness as bipolar
opposites on a balanced scale from −2 to 2; and level of detail
as a positive scale from 0 to 5. Given the basic nature of the
CAD tasks, and hence the short length of verbalizations, these
five-point scales were considered sufficient for this study. A sim-
ilar approach to analyze the level of detail is found in the study by
Logan and Radcliffe (2004), who analyze details in designers’ ver-
balizations by counting the number of nouns, verb, and adverbs.
Such an approach is seen to be appropriate as a simple test of a
verbalization’s descriptive specificity (Logan and Radcliffe,
2004). We acknowledge that more complex measures can be
developed, for instance, by adding weights to the counts of expres-
sions, based on a given rationale.

Categorization of terms as legacy or non-legacy knowledge can
be contentious. For instance, words that are employed in day to
day language as well as in CAD software, such as “move” or
“copy” – are these CAD legacy terms or non-legacy? Our categor-
ization of legacy terms was based on two criteria: (1) background
of the participants, and (2) the context of usage of the terms.
Since more than 90% of the participants reported to be
acquainted with one or more CAD software, and the context of
the verbalization was also CAD-based (manipulation of CAD
objects on a plain background), we categorized these terms as
legacy. We reason that had the participants been shown a different
context, for instance, water moving in a river or cars in the traffic –
in that case, it would have been more rational to categorize the
word “move” as non-legacy.

Spoken language depends on the socio-cultural, educational,
and linguistic background of people. We acknowledge that our
study is tilted toward the accepted linguistic norms of the
English-speaking populace of Singapore. The issue of a first lan-
guage or mother tongue is complex in Singapore, as most people
born after 1970s are considered bilingual, with an equal amount
of proficiency in English as the language considered to be the
first language or mother tongue. English is the medium of
instruction in educational institutes, as well as the lingua franca
for professional practice (Tan, 2014). Therefore, that only 80%
of participants reported English as their first language should
not be a cause for concern for this study.

Our focus on the three analytic themes was due to their rele-
vance to conceptual CAD modeling using speech: how much to
speak, how precisely to speak and what kind of terms to use.
We consider our study as an initial investigation and acknowledge
that other aspects of speech, for instance, fluency and errors
(Oviatt et al., 1997) in the context of CAD modeling, are also rel-
evant and worthy of investigation in future studies. Furthermore,
this research investigated the language designers use for basic
manipulations. Conceptual design often involves complex opera-
tions performed on various kinds of geometry. Greater investiga-
tion is required into the language designers would use to describe
complex operations such as Boolean operations, extrusion, and
irregular shapes. A robust multi-modal interface requires strategic
integration and synchronization of different modes in the system
(Oviatt, 1999). Hence, a truly natural interaction system for CAD
modeling would recognize the interplay of speech and gesture, its
nuances and vague expressions, as envisaged in Bolt’s
“put-that-there” system (Bolt, 1980).

Uncertainty in the creation and manipulation of objects in
conceptual design is fundamentally different from the precision-
based input typical of extant CAD software. This research demon-
strated how designers used a combination of precise and vague
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expressions in their verbalizations. Conceptual CAD modeling
requires the development of software, which not only supports
such needs of dichotomy but possibly uses it to an advantage.
Human communication is undoubtedly complex and nuanced,
and an interface that seeks to incorporate the nuances of natural
human interaction will need to address the challenges and not cir-
cumvent them.

This research provided insights into how architects and
engineers convey information about conceptual CAD modeling
tasks through speech. Such investigations are necessary for the
successful design of a speech- and gesture-based conceptual
CAD modeling interface. The strength of our approach is that it
builds on the language that designers naturally employ and is
informed by user behavior. Due to the complexities of natural lan-
guage interpretation in conjunction with gesture recognition, a
successful implementation of such an approach firmly relies on
artificial intelligence techniques such as natural language process-
ing and learning.
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