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Abstract

Objectives: Publication bias has the potential to adversely impact clinical decision making and
patient health if alternative decisions would have been made had there been complete publica-
tion of evidence.

Methods: The objective of our analysis was to determine if earlier publication of the complete
evidence on rosiglitazone’s risk of myocardial infarction (MI) would have changed clinical
decision making at an earlier point in time. We tested several methods for adjustment of
publication bias to assess the impact of potential time delays to identifying the MI effect. We
then performed a cumulative meta-analysis (CMA) for both published studies (published-only
data set) and all studies performed (comprehensive data set). We then created an adjusted data
set using existing methods of adjustment for publication bias (Harbord regression, Peter’s
regression, and the nonparametric trim and fill method) applied to the limited data set. Finally,
we compared the time to the decision threshold for each data set using CMA.

Results: Although published-only and comprehensive data sets did not provide notably different
final summary estimates [OR = 1.4 (95 percent confidence interval [CI]: .95-2.05) and 1.42
(95 percent CL: 1.03-1.97)], the comprehensive data set reached the decision threshold
36 months earlier than the published-only data set. All three adjustment methods tested did
not show a differential time to decision threshold versus the published-only data set.
Conclusions: Complete access to studies capturing MI risk for rosiglitazone would have led to
the evidence reaching a clinically meaningful decision threshold 3 years earlier.

Evidence-based medicine (EBM) is “the conscientious, explicit, and judicious use of current best
evidence in making decisions about the care of individual patients” (1) and one of the most
powerful concepts in modern health care. The process of EBM naturally involves three steps:
generation, synthesis, and practice (2). The medium for this entire process is peer-reviewed
scientific literature, but the pace of publishing these data has intensified. Recent bibliometric
analysis has suggested that global scientific output as measured by the number of publications
grows at a rate of 8-9 percent annually (3), meaning that the number of scientific publications
more than doubles every 10 years. In health care alone, the National Library of Medicine’s
bibliographic database, MEDLINE, adds more than 800,000 new citations every year (4).

This productivity creates an unmanageable amount of information for healthcare practi-
tioners to incorporate into the care of patients. It is ultimately the second step of EBM, the
synthesis of this large volume of information via systematic reviews and meta-analyses, that
translates the results of clinical research into actionable information for healthcare practitioners.
The insight that we gain from the literature is compromised by forms of bias in the selection of
studies or reporting of these data. Additionally, heterogeneity in the sample of studies might limit
the usefulness of the analysis. Although heterogeneity in the sample of studies may be able to be
quantified by either the Q or I” statistic, systematically missing studies may create a sample that
is both internally consistent and systematically misdirected.

Publication bias represents a threat to the effectiveness of evidence synthesis and undermines
one of the core tenets of EBM—that a systematic review of published evidence can create an
accurate estimate of the known safety and efficacy of an intervention. In fact, many studies go
unpublished, and those studies that do go unpublished are often systematically different from
those that are published (5-7). This phenomenon is extensive in medicine: Nearly half of studies
monitored by Institutional Review Boards go unpublished after data collection is completed
(8-14), and almost 60 percent of trials submitted to the U.S. Food and Drug Administration
(FDA) for approval of new treatments are never published in a peer-reviewed journal (15). This
bias can arise for several reasons. For example, we know that publication is strongly correlated with
the study treatment’s effect size, direction, and significance (5-7), as well as sponsorship (16).

In the case of publication bias, cumulative meta-analysis (CMA) can be used to evaluate
evidence accumulation by comparing a summary measure’s level of significance over time for a
comprehensive data set versus a published-only data set. Under a scenario where all studies were
available, there would presumably be less uncertainty about the summary measure, and the CMA
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would reach a significant finding earlier or with fewer studies com-
pleted than if there was only a partially reported set of studies. It is
during this window of time that there is a potential for publication
bias to have a real and measurable impact on patients and the
healthcare system. Although the effect of publication bias on real-
world decision making has been shown at a single time point (17), it
has not yet been evaluated through time to determine what potential
effect this could have on clinical decisions in the window of time
during which the evidence existed but was not available.

Our objectives were to: (i) determine if there was a difference in
time to clinically meaningful evidence for a notable historical case
of publication bias, rosiglitazone for patients with diabetes, using
the methods of CMA, and (ii) evaluate if available methods of
adjustment for publication bias could be useful in arriving at
clinically meaningful evidence sooner under our CMA framework.

Materials and methods

Our process to achieve this objective was threefold. First, we
determined if there was a systematic difference in summary esti-
mate via traditional meta-analysis between what was available in
the published-only data set for rosiglitazone and what was available
to the manufacturer in the comprehensive data set. Second, we
measured how the time to our clinically meaningful decision
(CMD) threshold would be affected by having access to a compre-
hensive data set rather than published-only data set using a CMA
framework. Finally, we evaluated whether currently available
methods for adjustment of publication bias in traditional meta-
analysis when used under a CMA framework would affect the time
to our CMD threshold. For our purposes, we defined clinically
meaningful evidence via a measure we are naming the CMD
threshold. The CMD threshold was defined as the level of evidence
(as measured via treatment effect size of a healthcare outcome) at
which either stated or revealed preferences (18) of healthcare
providers would change their prescription patterns. This incorpor-
ates both the absolute measure of minimal clinically important
difference (19;20) and uncertainty around this absolute value,
and will vary from analysis to analysis based on the outcome,
treatment, and empirically defined prescriber preferences.

Case Study

The case study used for this analysis was rosiglitazone (trade name,
Avandia), an insulin sensitizer that works by sensitizing fat cells to
make them more responsive to insulin. The drug was first approved
by the U.S. FDA in 1999 based on the laboratory measure of blood
sugar control via glycated hemoglobin (HbAlc) levels without
sufficient numbers of patients to detect differences in clinical events
such as heart attacks (Figure 1). Rosiglitazone ultimately rose to
sales of more than $3B in 2006 before a meta-analysis by Nissen and
Wolski showed that it was associated with a higher rate of myo-
cardial infarction (MI) and death from cardiovascular causes (odds
ratios of 1.43 and 1.64, respectively) (21). This association is notable
considering that greater than 50 percent of people with diabetes die
from cardiovascular causes (22). The Nissen meta-analysis
included forty-two qualifying studies, of which twenty-six were
previously unpublished. Following the release of this information,
sales for rosiglitazone dropped significantly, although the drug was
never pulled from the market (23;24). Although a risk mitigation
strategy was implemented for rosiglitazone, this was ultimately
lifted in 2015 after the results of the Rosiglitazone evaluated for
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cardiovascular outcomes in oral agent combination therapy for
type 2 diabetes (RECORD) trial failed to show a risk of MI associ-
ated with the drug (25).

Data Source

We included the studies from the meta-analysis performed by
Nissen and Wolski (21). Responding to calls to increase transpar-
ency following a suspected risk of cardiovascular events, GlaxoS-
mithKline (GSK), the manufacturer of rosiglitazone, created an
online database of all studies for the agent that they had sponsored.
Nissen and Wolski used this resource to conduct their meta-ana-
lysis. These data represent the most comprehensive list available
and include both published and unpublished studies. Additionally,
if there were intentional publication bias occurring, it would be
performed by the manufacturer and captured in this database. For
our analysis, we have replicated the analysis by Nissen and Wolski,
which caused a notable shift in prescription patterns (23;24), and
subsequently have used MIs as our outcome of interest. To nor-
malize between studies that were published and those that were
unpublished, we have used the study completion date as provided in
the GSK database as the time at which results were available.

Traditional Meta-Analysis

As a first step, we conducted traditional meta-analyses with both
the published-only and comprehensive data sets. This analysis was
designed to replicate the analysis by Nissen and Wolski (26) to
validate our results. To calculate the odds ratio of MI effect size, we
used each arm’s sample size as the denominator and performed no
adjustment for arms with zero events. This effect was pooled across
studies via the Peto method to faithfully recreate the original
analysis (27). Nissen and Wolski suggest that the use of the Peto
method was appropriate given the outcome of MI is relatively rare
occurring in less than 1 percent of patients and the arms of the trials
were relatively balanced in size (28;29). Although more recent
statistical simulation studies (CITE BROCKHAUS 2016 paper)
show that the Peto method might not be the most appropriate
choice for this analysis, this insight would not have been available to
the original authors, and so when given the option of updating their
analysis given current understanding or remaining faithful to their
choice of methods, we side with the authors original choice of
method. For any trial with more than two arms, such as a trial
comparing control to multiple doses of interventional drug, we
combined intervention arms. Additionally, as there was significant
variability in the duration of trials, we conducted a sensitivity
analysis pooling with a person-year, rather than population
denominator for effect.

Assessment of Heterogeneity and Publication Bias

To quantify the extent of heterogeneity in our analysis, we calcu-
lated the I* statistic (30) for each of the models evaluated. Add-
itionally, to qualitatively assess publication bias or potential
systematic missingness, we performed a funnel plot analysis for
all our models. The funnel plot is a graph that displays studies
included on the two axes of effect size and variance (31). Publication
bias is then evaluated visually by looking for the characteristic
asymmetrical pattern and missingness in the quadrant of the plot
representing small sample sizes and effects (32). For our analysis, as
we had both published and comprehensive sets of studies, we
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Jan-99 -

N

Jun-16 =

'/ May 1999-Avandia (rosiglitazone) approved by FDA

July 1999-Pioglitazone (an alternative thiazolidindione) approved by FDA

December 2002-FDA adds a precaution to label of 'rare reports'
of congestive heart failure in patients taking Avandia

August 2004-As part of settlement for a lawsuit for another drug, Avandia's
manufacturer (GSK) publishes all trial results for all drugs

September 2005-GSK performs internal meta-analysis, publishes online
and shares with FDA but does not publish

/ October 2006-Company updates analysis to include 42 studies. Again this
is posted online, shared with FDA but not published

May 2007-Nissen and Wolski Meta-analysis published in NEJM

October 2007-FDA adds a black box warning to rosiglitazone label

January 2009-ADA and EASD recommend against using rosiglitazone

September 2010-FDA restricts use of rosiglitazone via a REMS strategy

November 2013-Certain restrictions in REMS for rosiglitazone removed

December 2015-REMS completely removed for rosiglitazone

Figure 1. Timeline for rosiglitazone. ADA, American Diabetes Association; EASD, European Association for the Study of Diabetes; FDA, Food and Drug Administration; GSK,
GlaxoSmithKline; NEJM, New England Journal of Medicine; REMS, risk evaluation and mitigation strategy.

evaluated the patterns of these plots side by side to see if the
unpublished studies were within the generally predicted location
or more dispersed.

Cumulative Meta-Analysis

Our analysis compares decisions made through time with a
published-only data set to what would have been possible with
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a comprehensive data set. The key method for performing this
analysis is CMA. For uniformity, we have applied all the same
methods from our traditional meta-analysis under a CMA
framework. We defined the CMD threshold as the date
at which the confidence interval for the odds ratio of rosiglita-
zone’s risk of MI excluded the null. We chose this threshold as
it resembled the level of evidence presented in the Nissen
and Wolski analysis (26), which resulted in a distinct shift in
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prescriber patterns. A claims-based analysis of prescriptions for
diabetes medications showed that, following the Nissen and
Wolski analysis (26) publication, there was a greater than 50 per-
cent reduction in the number of rosiglitazone prescriptions
(23;24). This gives us validation that the level of evidence pre-
sented by Nissen and Wolski was clinically meaningful and
enough to shift decision making. Underlying this analysis is
the assumption that, had this same level of evidence been avail-
able sooner, it would have produced a similar response among
prescribers.

Using this method, we can estimate the time interval during
which decision making may have been affected by systematically
biased information. To concisely capture the results of these ana-
lyses, we have recorded for each CMA the date at which the odds
ratio for MI crossed our predefined CMD threshold for both
comprehensive and published-only data sets.

Methods of Adjustment Applied via Cumulative Meta-Analysis

Next we evaluated if any of the currently available methods for
adjustment for publication bias altered the time to evidence
crossing a CMD threshold. To evaluate this, we used three of
the most commonly used methods for publication bias adjust-
ment: Harbord’s regression, Peter’s regression, and the Trim and
Fill. More detail on these methods and how they adjust for miss-
ingness can be found in the Technical Appendix in the Supple-
mentary Material.

Canestaro et al.

Measurements of Performance

To measure the relative performance of each method of adjustment
in a CMA framework, we considered how closely the adjusted data
set matched the timing of effect estimates for the comprehensive
data set crossing our predefined CMD threshold. For example, in a
hypothetical example, if a CMA for the effect of Drug A on
Outcome B using a comprehensive set of studies, published studies
with adjustment, or only the published set of studies crossed the
predefined CMD threshold in months 1, 4, and 12, respectively,
then that method for adjustment would receive a score of 8 months
since it identified the meaningful effect 8 months sooner than
would have been possible with no adjustment.

Results
Traditional Meta-Analyses

Our meta-analysis of the odds ratio of MI in rosiglitazone with
population denominators showed little difference in the point
estimate between our published and comprehensive data sets with
estimates of 1.40 (95 percent confidence interval (CI): .95-2.05) and
1.42 (95 percent CI: 1.03-1.97), respectively (Figure 2). Import-
antly, the confidence interval for the effect estimate in
the comprehensive data set excludes the null and creates a statis-
tically significant result. Our results were not affected by the use of
a person-year denominator (Supplementary Table 2). For all of our
models, the I” statistic was 0 percent, suggesting extremely low

Published Only
ID Date OR (95% Cl)
49653/01123a  9/1/1997 i o 4.46 (0.23, 85.24)
49653/024 a 2/1/1998 * : 0.14 (0.00, 4.66)
49653/094 a 3/1/1998 : o 4.48 (0.07, 286.49)
49653/015 3/1/1998 l 1.00 (0.09, 11.09)
49653/093 a 4/1/1998 . : 0.05 (0.00, 3.28)
49653/020a 5/1/1998 - : 1.06 (0.10, 11.47)
49653/082 8/1/1998 — 4.52 (0.24, 85.58)
49653/132 2/1/2000 i . 3.50 (0.03, 461.09)
49653/080 5/1/2000 + : 0.49 (0.05, 4.72)
49653/125 8/1/2000 . : 0.13 (0.00, 6.74)
49653/147 8/1/2000 : - 7.31(0.14, 368.25)
49653/145 11/1/2000 E - 7.75 (0.15, 390.96)
49653/162 4/1/2002 ! - 7.57 (0.15, 381.46)
ADOPT 6/1/2002 — 1.32 (0.80, 2.19)
49653/284 2/1/2003 - ’ 7.43(0.15, 374.34)
DREAM 8/1/2003 — 1.65 (0.74, 3.68)
Overall (I-squared = 0.0%, p = 0.745) 1.40 (0.95, 2.05)
I
l
T - T
.00083 1 1207

Figure 2. Meta-analysis of myocardial infarction events in rosiglitazone trials.
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All Trials

ID Date OR (95% Cl)

T
49653/01123 a 9/1/1997 + < 4.46 (0.23, 85.24)
49653/024 a 2/1/1998 ¢ : 0.14 (0.00, 4.66)
49653/094 a 3/1/1998 t ¢ 4.48 (0.07, 286.49)
49653/015 3/1/1998 g : 1.00 (0.09, 11.09)
49653/079 3/1/1998 g T 0.50 (0.03, 9.26)
49653/093 a 4/1/1998 + 0.05 (0.00, 3.28)
49653/020a 5/1/1998 :: 1.06 (0.10, 11.47)
49653/082 8/1/1998 t 4 4.52 (0.24, 85.58)
49653/127 12/1/1999 : 4 7.66 (0.15, 386.16)
49653/132 2/1/2000 T 3.50 (0.03, 461.09)
49653/080 5/1/2000 < t 0.49 (0.05, 4.72)
49653/128 6/1/2000 : ¢ 7.20 (0.14, 363.08)
49653/125 8/1/2000 ¢ T 0.13 (0.00, 6.74)
49653/147 8/1/2000 : 7.31(0.14, 368.25)
49653/134 8/1/2000 ¢ | 0.05 (0.00, 0.92)
49653/145 11/1/2000 t g 7.75 (0.15, 390.96)
49653/136 11/1/2000 : ¢ 7.14 (0.14, 360.22)
49653/097 1/1/2001 4 T 0.13(0.00, 6.71)
49653/085 6/1/2001 —_—T 2.77 (0.39, 19.87)
49653/162 4/1/2002 ! ¢ 7.57 (0.15, 381.46)
BRL49653C/185 5/1/2002 3.50 (0.11, 111.28)
ADOPT 6/1/2002 —— 1.32 (0.80, 2.19)
49653/135 10/1/2002 —_—— 0.64 (0.11, 3.73)
49653/143 1/1/2003 i + . 7.57 (0.15, 381.85)
49653/284 2/1/2003 L 7.43 (0.15, 374.34)
DREAM 8/1/2003 —_—— 1.65 (0.74, 3.68)
49653/211 11/1/2003 —I—O— 2.50 (0.56, 11.25)
49653/137 3/1/2004 g T 0.46 (0.05, 4.49)
BRL49653/347 4/1/2004 + 4.52 (0.24, 85.20)
SB-712753/002 6/1/2004 : . 7.19 (0.14, 362.32)
49653/330 10/1/2004 —¢ 3.75 (0.04, 361.05)
BRL49653/334 11/1/2004 :¢ 1.96 (0.20, 18.91)
SB-712753/003 12/1/2004 T ¢ 7.93 (0.16, 400.65)
SB-712753/007 12/1/2004 t < 4.44 (0.07, 287.64)
AVA100193 5/1/2005 : < 3.72(0.04, 367.95)
100684 7/1/2005 T 0.15 (0.00, 7.46)
712753/008 12/1/2005 : 4.37 (0.07, 289.87)
AVM100264 1/1/2006 . 1 0.14 (0.00, 7.01)
49653/095 12/1/1998 | (Excluded)
49653/234 2/1/2002 : (Excluded)
49653/331 10/1/2004 1 (Excluded)
SB-712753/009 11/1/2004 | (Excluded)
Overall (I-squared = 0.0%, p = 0.810) ¢ 1.42 (1.03, 1.97)

|

1

| |

0.00083

Figure 2. Continued.

levels of heterogeneity (30). Finally, a visual comparison of the
funnel plots for published versus all evidence did not suggest the
characteristic pattern of missingness associated with publication
bias. This pattern was similar across both population and person-
year denominators (Supplementary Figure 1).

Cumulative Meta-Analyses and Time to Clinically Meaningful
Decision Threshold

Our CMA for both comprehensive and published-only data sets
showed a rather large differential in time to crossing our predefined
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threshold. In fact, the evidence for MI risk would have never
reached statistical significance using solely published data as MI
risk did not achieve statistical significance until the comprehensive
data set was published by Nissen Wolski in 2006 (Figure 3 and
Supplementary Table 3). Having access to all studies gives a clin-
ically meaningful result a full 36 months sooner. Under the pub-
lished-only scenario, the available evidence only showed a
significant effect after the full analysis by Nissen and Wolski. Had
all the studies been accessible and published, this same level of
evidence would have been reached in June 2004 (Supplementary
Table 3).
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Odds Ratio of CV Event

Published Evidence

Harbord Regression
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Peters Regression
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Figure 3. Cumulative meta-analysis for published-only, comprehensive, and adjusted data sets. Each panel displays a cumulative analysis of a data set. The solid line represents the
point estimate for the odds ratio of myocardial infarction. The dotted line is the 95 percent confidence interval. The statistical model used is the Peto method with a population
denominator. The middle four panels represent adjusted estimates using different methods for estimating comprehensive estimates from the published-only data set.
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Performance of Adjustment Methods via a
Cumulative Framework

Following our CMA of published-only and cumulative data sets, we
performed four adjustment methods in a cumulative framework to
assess the degree to which each available method of adjustment
corrected the summary estimate in the published-only data set
toward the comprehensive estimate (Technical Appendix in the
Supplementary Material). This process was only conducted for our
primary statistical model: the Peto method of pooling odds ratio
with a population denominator.

None of our methods for adjustment shortened the time differ-
ential to our CMD threshold (Figure 3). In terms of adjustment at
the time of the final study, Peter’s regression (OR = 1.44 [95 percent
CL: .99-2.10]) appeared to perform better than the Harbord
(OR = 1.34 [95 percent CI: .79-2.29]), which slightly underesti-
mated the effect, although both were reasonably close to the effect
estimate for all studies (OR = 1.42 [95 percent CL: 1.03-1.97]).
Under the Trim and Fill, using either a fixed or random-effects
model gave the same effect, which was a notable underestimate of
the true effect. Again, all methods showed the characteristic nar-
rowing of the confidence interval for a CMA, although none had a
significant effect.

Discussion

Publication bias is a pervasive problem in health care, which limits
the accurate synthesis of clinical trials. Although the release of
previously unpublished trials has been found to influence clinical
decisions, the impact of this evidence over time has not yet been
evaluated. Our objective was to determine if access to a compre-
hensive data set would reduce time to a CMD threshold, a signifi-
cant risk of MI, relative to a published-only data set, and if any
currently available methods for adjustment could shorten this
differential. Previous analyses have evaluated these adjustment
methods in simulated (33) and real (17) data sets, but none have
tested them in the context of CMA, which is more useful in
quantifying the potential impact through the time of unpublished
evidence on clinical practice.

The difference in time to crosssing CMD threshold in the
published-only versus comprehensive data sets was 36 months.
Known methods of adjustment for publication bias in traditional
meta-analysis were not able to shorten this 36-month differential.
Specifically, we found that these adjustment methods, although
somewhat helpful at indicating an adjusted point estimate, widely
expand the confidence interval and do not appear to be as useful
in adjustment and reducing uncertainty under a CMA frame-
work.

The common definition of publication bias is that the set of
published studies is systematically different or unrepresentative of
the whole set of completed studies. This would be visible on a funnel
plot and could be corrected by known adjustment methods.
A priori, we sought to see if there was evidence of this traditional
publication bias and how adjustment methods might have influ-
enced the time to an important decision. Our evidence showed that
the unpublished studies were not systematically different and
therefore did not fit this traditional. That being said, they added
enough statistical power to allow greater certainty at an earlier time
point, thereby shortening the time to this clinically important
decision.

The difference in timing between when evidence of an effect
could have been found from a comprehensive set of studies and
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when it was available for decision-makers is potentially meaningful
and impactful. It is during this window of time that patients are
receiving treatment with less than complete evidence for risk or
benefit that could influence their decision if they had known about
it. Unfortunately, none of the methods of adjustment for publica-
tion bias shortened this time frame. This suggests, albeit from a
single yet high-profile case study, that adjustment methods may be
insufficient to address publication bias if it is suspected or even
established. In fact, the only way to shorten the time to more
informed clinical decision making is a complete and timely publi-
cation of all evidence.

Our analysis has several notable limitations. First, we used a
historical example; therefore, we did not perform a comprehen-
sive simulation to assess the performance of these methods under
alternative forms of publication bias. For example, all the
methods that we used adjusted for result size and significance,
but would not correct for any bias due solely to factors such as
sponsorship. Additionally, although we have evaluated our case
retrospectively with the full benefit of hindsight, this same
method may be less generalizable when performed prospectively
as a form of sequential testing. As has been shown in the moni-
toring of clinical trials, sequential testing of a data set through
time with a static threshold for decision making has the potential
to lead to a higher number of false-positive results (34). This
suggests that caution should be taken in applying these methods
to prospective cases.

Additionally, the benefit of hindsight suggests that the results of
these analyses should be evaluated in a historical context. In par-
ticular, although we found an effect of rosiglitazone on MI as early
as 2004, later results of the RECORD trial failed to show a risk of MI
associated with the drug (25), resulting in the FDA removing its
requirement for a risk mitigation strategy on the part of the manu-
facturer. Although early safety signals were contradicted by later
evidence, this does not totally negate their usefulness. Had the
safety signal been identified and acted upon sooner, postmarketing
studies such as RECORD could have been launched sooner.

Conclusion

In a well-known historical case, incomplete publication of clin-
ical trial results resulted in a 3-year delay to a clinically mean-
ingful evidence threshold. During this 3 year period of time
many more clinicians were potentially prescribing rosiglitazone
than would have if the complete set of studies been made avail-
able. Although currently available methods of adjustment for
publication bias exist, they did not reduce this time to a CMD
threshold.

Supplementary Materials. To view supplementary material for this article,
please visit http://doi.org/10.1017/S0266462322000435.
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