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Abstract
Causation in written natural language can express a strong relationship between events and facts.
Causation in the written form can be referred to as a causal relation where a cause event entails the occur-
rence of an effect event. A cause and effect relationship is stronger than a correlation between events, and
therefore aggregated causal relations extracted from large corpora can be used in numerous applications
such as question-answering and summarisation to produce superior results than traditional approaches.
Techniques like logical consequence allow causal relations to be used in niche practical applications such
as event prediction which is useful for diverse domains such as security and finance. Until recently, the use
of causal relations was a relatively unpopular technique because the causal relation extraction techniques
were problematic, and the relations returned were incomplete, error prone or simplistic. The recent adop-
tion of language models and improved relation extractors for natural language such as Transformer-XL
(Dai et al. (2019). Transformer-xl: Attentive language models beyond a fixed-length context. arXiv preprint
arXiv:1901.02860) has seen a surge of research interest in the possibilities of using causal relations in prac-
tical applications. Until now, there has not been an extensive survey of the practical applications of causal
relations; therefore, this survey is intended precisely to demonstrate the potential of causal relations. It is
a comprehensive survey of the work on the extraction of causal relations and their applications, while also
discussing the nature of causation and its representation in text.
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1. Introduction
Causation is a temporal relationship where a cause event forces the occurrence of an effect event
at a later point in time. An event can be seen as things ‘that develop and change fast in time’
(Casati and Varzi 2020). This definition can be applied to several things, but for this article, it can
be assumed that an event can be an event or state. An event is an action where an actor intervenes
in a previous stable system, such as a throwing a stone at a window. The window is in a stable
state, and the action of throwing a stone at it disrupts its stable state by breaking it. A state is a
condition of something that causes something to occur, such as a broken window causing a drop
in temperature in a house. However, the state is likely to have been caused by a previous action
such as the aforementioned breaking of a window.

Because text is used to record knowledge and human expression, causal relationships are
often unwittingly represented in natural language. However, since natural language can be impre-
cise and lack the rigour of mathematical notation, causation in text can be expressed in several

C© The Author(s), 2022. Published by Cambridge University Press.

https://doi.org/10.1017/S135132492100036X Published online by Cambridge University Press

https://doi.org/10.1017/S135132492100036X
https://orcid.org/0000-0003-1468-0089
https://orcid.org/0000-0002-5779-8645
http://www.arXiv:1901.02860
http://crossmark.crossref.org/dialog?doi=https://doi.org/10.1017/S135132492100036X&domain=pdf
https://doi.org/10.1017/S135132492100036X


362 Brett Drury et al.

different ways (Degand 1994). This ambiguity may increase the difficulty of extracting causation
automatically from textual sources.

The inexactness of causation expressed in text has not inhibited efforts to detect causa-
tion in texts automatically using information extraction techniques. Causation in text is often
referred to as causal relations and can have applications in areas such as predicting future events
(Radinsky and Horvitz 2013), identifying causes of marine accidents (Tirunagari et al. 2012),
question-answering (Girju 2003) and improving discourse parsers by adding CONTRAST and
EXPLANATION–EVIDENCE relations (Marcu and Echihabi 2002).

Causation extraction from text and its application is not currently a popular research topic,
and therefore this survey is intended to provide an introduction to the area as well as provide a
state-of-the-art review. The scope of this article is to demonstrate the potential of causal relations
rather than the nature of causation. However, the survey will discuss the nature of causality, but it
should not be taken as a thorough and detailed discussion of the area.

The selection policy for papers was to select peer-reviewed papers and occasionally papers
from preprint servers and high-quality technical reports. The initial search used major academic
indexes such as Google Scholara and Citeseer.b Terms such as ‘causal relations’ were used in the
initial search, and papers published by companies on Beal’s listc were removed. This set of articles
were expanded by finding papers that cited articles in the original article set. This set of articles
were filtered to remove low quality and non-peer-reviewed articles. The literature review was con-
ducted between May 2018 and June 2019. Still, some papers from 2020 and 2021 were included,
following referees’ suggestions during the review process.

In Section 2, the survey provides a background to causation and its representation in natural
language. Section 3 discusses causal information extraction, and in Section 3.8 a closely related
area, emotion cause detection is discussed. In Section 4, the applications of causation are analysed.
Finally, a conclusion is drawn on the future direction of research.

2. Defining causation
The initial work on causation was conducted by philosophers, who attempted to define the nature
of causation. The consensus of the philosophical approach to causation is that a causal relationship
is between ‘events, facts and objects’ (Vendler 1967) and that the cause event, fact or object (cause)
must occur before the effect event, fact or object (effect) (de Spinoza 1996; Khoo, Chan, and Niu
2002). The relationship between cause and effect is complex, and an in-depth discussion is beyond
the scope of this article. For an in-depth discussion of causality, the interested reader can consult
(Copley and Wolf 2015; Beebee, Hitchcock, and Menzies 2015). The relationship, however, can
be simplified to the occurrence of a cause that will inevitably produce an effect (Mackie 1965; de
Spinoza 1996; Mellor 1998). However, as with very simple generalisations, there are many cases
that escape the simple definition. For example, the oft cited causal relation between smoking and
cancer, will superficially fail when rare individuals who have a combination of luck and genetics
that allow them to live to beyond their expected lifespan without acquiring cancer. These outliers
dominated the smoking causes cancer public debate for decades. There are physical laws that
demonstrate a more stable causal relationship such as Boyle’s law; however, these relationships
are only causal while the fundamental laws as humans’ understand them are true which was not
true in the early universe (Barrow and Silk 1980) and are likely to be different in hypothetical
alternate universes (Adams 2008). This discussion is out of scope for this article; however, it does
show the complexity of the subject, and for the majority of natural language processing (NLP)
applications the very simple definition of ‘the occurrence of a cause that will inevitably produce

ahttps://scholar.google.com.br/.
b http://citeseerx.ist.psu.edu.
c https://beallslist.net/.
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an effect’ is sufficient because the subtlety of causation will be beyond the comprehension of any
automated computer system at the current time.

Causes and effects may be general or specific (Mackie 1974). General causation can be seen
as the establishment of a causative link between two classes of events over time, for example,
‘Smoking causes lung cancer’ (Hitchcock 1995). Specific causation can be seen as the estab-
lishment of a causative link between two individual events, that is, specific causation is an
instantiation of general causation. An example of an instantiation of a general causative statement
‘smoking causes cancer’ could be ‘David’s Smoking caused him to develop lung cancer’ (Hitchcock
1995).

The nature of causation has been extended to include the idea of transitivity where, through
a chain of events where one event is causally dependent upon another, the original event at the
start of the chain is the cause of the final event (Hall and Paul 2013). In this case, the intervening
events act as an agent where the causal effect of the initial event is passed to the next event. An
in-depth discussion of transitivity is beyond the scope of this survey; however, interested readers
can consult Hall and Paul (2013).

The study of causation has also included the notion of causation properties of events that have
not happened. This type of causation tends to be conditional, for example, ‘if he had not smoked
he would not have cancer’. In this statement, it could be argued that smoking was the cause of his
hypothetical cancer. This type of causation is known as a counterfactual. An in-depth discussion of
counterfactuals is beyond the scope of this paper; however, interested readers can consult Collins,
Hall, and Paul (2004).

The discovery of causal connections between events has several proposed methodologies. In
this brief introduction to causation, we will discuss two proposed high-level ideas for causal dis-
covery, namely interventions and manipulations. The fundamental idea behind interventions is
that causality between an intervention and an outcome can be inferred. For example, through
the administration of a drug and a patient recovering from a disease that the drug is designed to
cure. The randomised double-blind medical trial is probably the best-known form of intervention
to discover causal relationships between intervention and outcome (Pearl and Mackenzie 2018).
The difference between traditional probability notation and intervention is that traditional prob-
ability notation relies upon observation. To distinguish between observation and intervention, a
new form of notation known as Do Notation (Pearl 2012) has been developed. It should be noted
that the notion of Do Notation has been seen as controversial in the statistics community (Pearl
and Mackenzie 2018).

Manipulation at its most basic assumes that the value of the effect variable will change if the
value of the cause variable is changed (Psillos 2007). This theory, established byWoodward (2005),
is linked to counterfactuals and allows the posing of what-if questions about causal relations.
Although other philosophers have commented about manipulation, perhaps the clearest exam-
ple of manipulation is given by Psillos (2007) who gave the example of the causal relationship of
the volume and pressure of a gas. The what-if questions that could be answered are what would
be the pressure of the gas at given volumes?

This introduction to causation is an incomplete discussion of the nature of causation, and there
are many publications that the interested reader can consult, such as Hall and Paul (2013) and
Collins et al. (2004) for a deeper discussion of the area.

Causality in written language follows the nature of causality as deduced by philosophers and is
‘expressed directly through lexical causatives’ (Copley and Martine 2015). The lexical causatives
such as the verb ‘cause’ connect events where ‘one event is the cause of the other’ (Altenberg 1984).
This type of relation is known as a ‘causative relation’ (Vendler 1967; Altenberg 1984) or ‘causal
relation’ and is a popular term in the research literature. A causative relation has the following
features: (i) encapsulate the dual members of the relationship; (ii) express the type of relationship
of the relation’s members and (iii) identify the members in a coherent sequence (Altenberg 1984).
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Causal verbs are lexical causatives that form part of a causative relation. Causal verbs can be
grouped into three main categories: ‘simple, resultative and instrumental’ (Girju 2003). A simple
causative verb represents the causal bridge between the cause and effect events. For example, the
verb ‘cause’ plays the role of a simple causal verb in the causative relation: ‘smoking causes cancer’.
A resultative causative verb provides a causal linkage as well as some or all of the description of
the effect. The verb ‘crowed’ can be categorised as a resultative causal verb, as demonstrated by
the phrase ‘the roosters that scratch in the yard of Brastagi’s best hotel crowed me awake that
dawn a few months ago’ (Levin 1986). An instrumental verb contains the cause as well as the
causal linkage as demonstrated by the phrase: ‘The criminal punched the victim to death’, where
the verb ‘punched’ behaves as an instrumental verb. There have been further groupings of causal
verbs based upon their semantic properties (Levin 1993). It should be noted that causal properties
of verbs may depend upon their semantic role, where one use of the verb is causal and in another
it is non-causal.

Even though they are a popular research area for lexical causatives, causal verbs are not
the only form of lexical causative. In English, a causative relationship in text can also be rep-
resented by: (i) conjunctions (e.g., because) (Lorenz 1999) and (ii) prepositional phrases (e.g.,
due to) (Degand 2000). These forms of causal representation are infrequent in the research lit-
erature when compared with causal verbs, but they can form the causal link in a causative
relation.

Although Copley and Martine (2015) claim that lexical causatives form an integral part of a
causal relation, there are claims that causal relations do not require them. They can be implied
from the context and the sequence of events in a sentence. For example, ‘It was a sweltering day,
and I was sun burnt’. This fragment implies that the writer’s sunburn was acquired from the sun.

Causation in written natural language is complex, and other forms of causal relations such as
counterfactuals can be represented in text. However, this is out of scope for this survey. For an in-
depth discussion of causation in language, the interested reader can consult Copley and Martine
(2015), Neeleman et al. (2012).

3. Information extraction
Applications and techniques that rely on causal information extracted from text depend upon an
information extraction step that acquires causal relations from a collection of documents. For the
purposes of this paper, this step will be referred to as causal relation extraction (CRE). The CRE
literature search conducted for this paper revealed two major approaches: linguistic and machine
learning.

It should be noted that a comprehensive CRE technique that can find the majority of the types
of causation discovered and described by philosophers was not discovered in the research litera-
ture. The majority of the approaches tried to solve a simplified version of causation, which is cause
event, causal verb and effect event. The subtle nature of causality has escaped automated methods
of extraction.

The linguistic approach relies mainly upon rules or patterns which are constructed by humans.
This section describes the major approaches to rule construction. The machine learning sec-
tion describes data-driven approaches. Both approaches require data, therefore on Page 24 is a
discussion of the various corpora available for CRE.

3.1 Linguistic
The literature review found that the linguistic approach was the most frequent approach for CRE
(Girju 2003; Chan and Lam 2005; Cole et al. 2006; Sakaji, Sekine, and Masuyama 2008b; Bui et
al. 2010 Ishii, Ma, and Yoshikawa 2010a; Mulkar-Mehta et al. 2011a; Sadek 2013; Cao et al. 2014;
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Table 1. Summary of linguistic approaches

Approach Description Citations

Clue phrases This approach uses a specific set of keywords
(clues) to use in a rule-based approach. The
clues are typically causal verbs, prepositions
or continuations

Sakaji et al. (2008b), Cao et al. (2014), Ishii et
al. (2010a), Mirza (2016)

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Patterns This approach uses frequently occurring
patterns to extract causal relations

Girju (2003), Sadek (2013), Ishii et al. (2010a),
Cole et al. (2006)

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Parse tree This approach uses parse trees and rules to
identify causal relationships

Bui et al. (2010)

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Logical rules This approach uses a form of inductive logical
programming where causal relation extraction
patterns are expressed as logical rules, which
are processed using an inference engine

Mulkar-Mehta et al. (2011b); Mulkar-Mehta et
al. (2011c)

Figure 1. Popularity of research areas. CP, clue phrases; ET, extraction templates; PM, patterns matching; PT, parse trees;
LR, logical rules.

Krishnan et al. 2014; Cao et al. 2015; Mirza 2016; Cao, Sun, and Zhuge 2016). These approaches
adopt a number of common techniques which are summarised in Table 1, and whose popularity
is shown in Figure 1.

The clue-based approach (Sakaji et al. 2008b; Ishii et al. 2010a; Cao et al. 2014; Mirza 2016)
was one of the most frequent approaches within the linguistic approaches. Clue-based approaches
rely upon lists of words and phrases which indicate the presence of a causal relation. Causal verbs
such as ‘causes’ are common indicators of causal relations.

Clues can be hand-curated lists, or they can be part of a lexical resource. The former are typ-
ically small, which is highlighted by Sakaji et al. (2008b), who manually compiled a list of 40
clues. Clue-based approaches that rely upon lexical resources such as WordNet (Miller 1995) and
VerbNet (Schuler 2005) are dependent upon predefined extraction patterns such as NP V NP,
which produces causal relations such as: Excessive sun causes sunburn. The pattern represents
cause and effect events as noun phrases (NP), and causal verbs that connect the events are repre-
sented by V . VerbNet is a representation of English verb behaviour (Palmer, Bonial, and Hwang
2017), and consequently, it is possible to replace the causal verb in a predefined extraction pattern
with an alternate causal verb from VerbNet. For example, the verb ‘cause’ in the aforementioned
phrase of Excessive sun causes sunburn could be replaced by the verb ‘provokes’ which is from the
same grouping as ‘cause’ in VerbNet.
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Figure 2. Example template (Onyshkevych 1993).

Figure 3. Example Seke template (Chan and Lam 2005).

Another resource that can be used in the clue-based approach isWordNet. This resource repre-
sents causation as a CAUSE-TO relation which ‘is a transitive relation between verb synsets’ (Girju
and Moldovan 2002). The verbs that form part of the CAUSE-TO relations have ‘nominalisa-
tion’ (Girju and Moldovan 2002) from which it is possible to find causal relations between nouns.
For example, WordNet defines a causal relationship between starvation and bonyness (Girju and
Moldovan 2002).d From this causal pair of nouns, it is possible to identify further causal verbs
from text using the pattern NP V NP, such as induces (starvation induces bonyness), where the
verb induces is identified from its association with the nouns starvation and bonyness. The weak-
ness of this technique is that it relies upon general lexical resources that may not represent causal
connections comprehensively.

The template approach (Chan and Lam 2005) is based upon a general information extraction
technique that uses a predefined template to extract relevant information from a document. An
example of an information extraction template is shown in Figure 2. This is a hypothetical tem-
plate proposed by Onyshkevych (1993) who wished to identify revenue activity phrases within a
specific industry. Causal relations can be modelled similarly with a potential template that identi-
fies cause and effect events connected by a causal bridge such as a verb or conjunction. This is an
approach proposed by Chan and Lam (2005) and their Seke system.

The Seke system has seven templates that modelled causal relations extraction patterns. The
extraction process is order dependent and the templates are ordered from left to right. An exam-
ple template is shown in Figure 3 where the template identifies the reason, causal expression and
the consequence. An example provided by the authors for a causal relation extracted by the afore-
mentioned template is: The increase of interest rates caused the Hang Seng Index to surge. In this
example, the reason is the increase of increase rates and the consequence is the is the surge of the
Hang Seng Index.

The pattern-based approach for extracting causal relations relies upon the identification of
frequently occurring patterns that identify causal relations. For example, in the commonly cited
example of Smoking causes cancer, the pattern can be deciphered from part-of-speech (POS) tags,
which are noun, verb, noun. The pattern can be generalised to other causal relations such as rain
causes floods and poverty creates violence. Patternsmay also be derived from dependency trees, and
between phrases. For example, a common pattern between phrases for causal relation extraction
is noun-phrase, verb, noun-phrasewhich can produce causal relations such as lack of money creates
poverty.

The pattern-based approach for CRE was followed by several authors (Girju 2003; Cole et al.
2006; Ishii et al. 2010a; Sadek 2013). The research of Girju (2003) used a pattern-based approach to
extract causal relations for a question-answering system. They used a general pattern of NP Verb
NP. Their approach used the 429 causal relationships between nouns contained in WordNet. The

dhttp://wordnetweb.princeton.edu/perl/webwn?s=maceration.
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Figure 4. Generalised parse tree for medical causal relations (Bui et al. 2010).

nouns in the causal relationships are then used to extract verbs from a large collection of texts. In
this way, they were able to extract further relationships between nouns from the document collec-
tion using the newly discovered verbs from the previous steps. In essence, this is a bootstrapping
approach where a base set of relations is expanded using a pattern where the constituents of a
causal relation are learnt from a large document collection. The approach produced sixty casual
verbs and 681 causal patterns based on the NP Verb NP pattern. Causal relations extracted by this
method were ‘hunger causes headache’ and ‘movement triggers earthquake’. The causal relations
extracted by this method tend to be simple because they follow theNP Verb NP pattern and would
not be able to represent compound causal relations such as ones that have conjunctions such as
‘and/or’.

Parse trees is a method for representing dependencies between words and phrases in a sentence
in the form of a tree. The cause and effect relation has an inherent dependency where an effect can-
not occur without a cause (Vendler 1967) and therefore can be represented in a parse tree. There
was one work that followed this approach (Bui et al. 2010), which used causal relations from text
to identify mutations in bacteria that cause drug resistance. A generalised example of the rela-
tionship that the authors wanted to identify is shown in Figure 4. The authors constructed eleven
rules that extracted the desired relationship. An example rule is: subject (keyword1) + Predicate
(relation word + keyword2), where keyword1 and keyword2 are MUTATION and DRUG, where
MUTATION is one of a set of mutations, and DRUG is one of a set of drugs that the bacterial
mutation will generate resistance to. The pattern requires three steps to extract a causal relation.
The first step identifies the keyword pair, whereas the second step identifies manner words which
are words that are present in a sentence and are at a distance of two or three words away from the
keywords. The third step extracts the relation using information from steps one and two.

The logical rules approach is a form of inductive logic programming where a base set of log-
ical rules is constructed and an inference engine performs inference on text using this base set
of logical rules. This is the approach proposed by Mulkar-Mehta et al. (2011b); Mulkar-Mehta
et al. (2011c). Mulkar-Mehta et al. (2011b) follow a typical approach. Their technique converts a
sentence into its logical form and uses Mini-TACITUS which is an abductive inference engine
(Mulkar-Mehta et al. 2011b) to perform inferences on the aforementioned logical form of a
sentence using a set of axioms (Mulkar-Mehta et al. 2011b).

Linguistic approaches are relatively simple techniques that can use pre-existing lexical
resources or manually identified clues as well as rules to identify causal relations. The advantage
of these techniques is that they are relatively quick to develop and will be reasonably accurate.

A small sample of the results returned by linguistic approaches is shown in Table 2. The
table demonstrates the strengths and weaknesses of this approach. The strength of the linguis-
tic approach is that it does well in small corpora where the notion of causality is tightly defined,
for example, the linguistic approach gained an F-Measure of 0.87 in Bui et al. (2010), where
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Table 2. A sample of linguistic approaches

Reference Evaluation criteria F-Measure Corpus/sample size

Cao et al. (2014) Manually selected verbs to collect causal
relations from Google using the aforementioned
verbs. The target language was Chinese

0.92 5000 sentences

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Bui et al. (2010) Manually selected causal relations between
mutation and drug. The 2937 candidate
sentences gathered from articles in Pubmed each
contained the aforementioned triple

0.87 2937 sentences. 1913 were single
sentences and 1024 were
inter-sentences

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Sakaji et al. (2008b) A selection of 200 news stories about economic
trends

0.57 200 news stories

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Cole et al. (2006) A selection of 55 subject verb object triples 0.74 55 triples (subject verb object)

the domain was medicine and the subset of causation that the rules detected was the relation-
ship between a mutation and a drug. However, in the broader domain of news where the causal
relationship was less tightly defined, the rule-based approach obtained a much lower F-Measure
(Sakaji et al. 2008b).

The literature review suggested that, outside of tightly defined notions of causation, this
approach gains high precision, but at the expense of low recall. Thus, for broad definitions of
causation in large corpora, linguistic approaches are unlikely to reach state-of-the-art results. This
may be due to ambiguity in causal relations, where words with causal properties can have roles
where no causation is present, and events can be both a cause and an effect. An example causal
relation which would cause issues with a rule-based extraction system is: ‘The causes are getting
richer from donations from our sponsors’. This phrase will cause problems for a rule-based
extraction system because the word ‘causes’ does not have causal properties, but a rule-based
system will often assume that it will. And, the phrase ‘from donations’ is both a cause and effect,
and a rule-based system will not be able to handle the dual role of this phrase. However, for small
and niche applications, such as identifying causes for a specific disease, linguistic approaches are
a viable technique.

3.2 Machine learning
Machine learning is a series of techniques where an algorithm to can ‘adapt to new circumstances
and to detect and extrapolate patterns’ (Russell, Norvig, and Norvig 2003) and is often referred to
as learning from data.

There are three main types of machine learning techniques that are used in extracting causal
relations from text. They are supervised learning, unsupervised learning and semi-supervised
learning. Supervised learning for causal relations is where an Oracle or human expert labels causal
relations in sentences from a document. The learner produces a model from the labelled data,
and the model then delimits causal relations in unannotated text. Unsupervised techniques rely
upon the similarity of causal relations, and therefore unsupervised techniques such as clustering
group together causal relations from the surrounding text. Semi-supervised learning uses a mix of
labelled and unlabelled data to produce a model from a learner.

An oversimplified image of the supervised learning process is shown in Figure 5. A table
summarising the types of machine learning approaches used in CRE can be found in Table 3.

Each of the steps in Figure 5 can influence the performance of the final model. The prepro-
cessing and annotation of the corpus were not described or did not vary between the papers that
were discovered in the research literature. The learners and selected features varied between the
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Figure 5. Simple representation of supervised learning phases.

papers. An evaluation of the learners found that random forest (Barik et al. 2017) and conditional
random field (CRF) (Mihaila and Ananiadou 2013) were the most effective learners for CRE. The
common features found in the literature review were unigrams, prefixes, suffixes and POS tags
(Mehrabi et al. 2013; Riaz and Girju 2014). It should be noted that supervised machine learning
strategies typically outperformed their linguistic cousins (Bhaskoro, Akbar, and Supangkat 2015).

The supervised techniques found in this paper are what could be called classical machine learn-
ing. In recent times, there has been a shift in the relation extraction research community to large
neural networks and pre-training from large corpora as well as transformers (Wolf et al. 2019),
which have produced state-of-the-art results, and these techniques are likely to produce superior
results than the ones previously described. The literature review failed to provide a prescriptive
method for estimating the complexity and the amount of labelled data required to extract causal
relations. However, the literature review suggests that labelled data as low as a hundred examples
may be sufficient to achieve the state-of-the-art results (Eisenschlos et al. 2019) for multilingual
document classification, and 4750 sentences for CRE tasks (Li et al. 2021). Other factors may
impact the accuracy of the model, in particular the definition of causal relations. If such relations
span more than one sentence, they are likely to be more difficult to detect, because dependencies
between words and phrases are at a longer distance than causal relations within a single sentence.
Causal relations can have the cause phrase on the left- or right-hand side of the causal link, and it is
likely that these dependencies can be captured by bidirectional recurrent neural networks (RNNs)
(Zhou et al. 2016). The construction of a causal relation can add further complexity because an
effect can be the cause of another causal relation. For example, ‘the deforestation of the Amazon
has caused a drought which has reduced the yield of sugarcane’. The drought is an effect of defor-
estation as well as the cause of the reduced yield of sugarcane. This dual role where an event can
be a cause and an effect may cause issues with machine learning methods. The impact of the dual
role of events is discussed in Section 3.5.

3.2.1 Embeddings and languagemodels
Classical machine learning represents words as tokens that are independent of their wider seman-
tic representation such as synonymic and hyponymic relations. The relationships with other
words are inferred through the training process. A weakness of this approach is that the relation-
ships between words are limited to the training data. There have been several approaches from the
general NLP community that uses unlabelled corpora to infer relationships between words. The
two main approaches found in the literature review are word embeddings and language models.

Word embedding techniques such as Word2Vec (Mikolov et al. 2013) represent words as a
vector that contains information about its co-occurrence within a fixed window with other words.
The assumption behind this representation is that semantically similar words occur in similar
contexts and would be represented by similar vectors.

Vectors are a coordinate system, consequently, a word vector can occupy a hypothetical loca-
tion in a semantic space. This location can be compared with another word’s location, and a
similarity or distance value can be computed using measures such as cosine similarity. This allows
supervised techniques that use this form of word representation to determine that the causal verb
‘provoke’ is similar to the causal verb ‘incite’, and dissimilar to the noun ‘apple’.e Therefore, words
that form a causal relation but do not explicitly appear in the training data can still be identified

eAn example of word similarity calculations can be found here.
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Table 3. Summary of machine learning approaches

Approach Description Citations

Classical supervised
learning

This approach uses supervised learning and a
non-neural network learner

Barik, Marsi, and Öztürk (2017), Mihaila and
Ananiadou (2013), Riaz and Girju (2014), Son
et al. (2017)

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Supervised learning This approach uses supervised learning and a
neural network

Dasgupta et al. (2018), Li et al. (2019),
Papanikolaou, Roberts, and Pierleoni (2019),
Kyriakakis et al. (2019), Hassanzadeh et al.
(2020), Yu, Li, and Wang 2019, Jin et al. (2020),
Yang, Wu, and Hattori (2020a)

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Semi-supervised
learning

This approach uses a mix of labelled and
unlabelled to produce a model which is then
used to extract causal relations

Mihăilă and Ananiadou (2014), Drury and de
Andrade Lopes (2015)

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Unsupervised learning This approach takes correlation approach to
causal relations and assumes that events that
co-occur frequently have a causal relationship

Riaz and Girju (2010), Riaz (2010), Do, Chan,
and Roth (2011), Kim et al. (2012), Kim et al.
(2013), Abinesh (2017), Hu, Rahimtoroghi, and
Walker (2017)

in unlabelled data because they are semantically similar to words and phrases that appear in the
training data.

An example of this approach was proposed by Dasgupta et al. (2018). They used GloVe
(Pennington, Socher, and Manning 2014), a method for word embedding, as well as long short-
term memory (LSTM) (Hochreiter and Schmidhuber 1997), an architecture of RNN (Jain and
Medsker 1999) that allows the estimation of long-distance dependencies in a sequence of infor-
mation, for identifying causal clusters of related events. They evaluated their technique in
SemEval-2010 Task 8f (Hendrickx et al. 2009), Multi-Way Classification of Semantic Relations
Between Pairs of Nominals. An example of a cause cluster discovered by this technique is: faulty
fuel tank, whereas an example effect cluster contained the phrase risk of fire.

A weakness of using word vectors generated with techniques such as Word2Vec or GloVe is
that a word has a single vector, and therefore information about different word senses and contexts
is compressed into a single representation.

This limitation may impede the extraction of causal relations because the context of a word,
normally a verb, determines whether the surrounding NPs have a causal relationship. For exam-
ple, the word ‘cause’ can be either a noun or a verb. The verb form of ‘cause’ is the one that
can create a causal relationship between NPs. Newer forms of word embedding such as ELMo
(Peters et al. 2018) and Flair (Akbik et al. 2019a) have multiple vectors which allow the embed-
ding technique to be context-aware. This is the approach taken by Li et al. (2019), who developed
the Self-Attentive BiLSTM-CRF wIth FlaIr Embeddings algorithm. The LSTM captures the long-
distance dependencies of the causal relation, and the CRF computes the transition probabilities
between the words. The Flair algorithm is used to compute a character language model from the
1-billion word benchmark corpus, which is used as an embedding layer in the LSTM. The tech-
nique was evaluated on the SemEval-2010 Task 8, which is a task to extract causal relations. The
technique achieved an F1 Score of 0.85 on a test set of 804 sentences.

At their most basic language models estimate a probability over a given sequence of words.
Initially, language models used statistical techniques to estimate the probability of the sequence.
In the recent past, other techniques such as masked language modelling, where in the language
model training phase portions of a sentence are removed, and the model attempts to predict the
masked portion (Devlin et al. 2019). The modern language models are trained on large corpora

fhttps://www.kaggle.com/drtoshi/semeval2010-task-8-dataset.
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Table 4. Comparison of embeddings and language models for classifying causal sentences (Yang et al. 2020a)

Technique Test set Precision Recall F1 score

Word2Vec Wikipedia 83.71 85.66 84.68
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

dialogue 50.20 60.34 54.80
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

BERT Wikipedia 94.36 94.80 94.58
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

dialogue 65.41 70.23 67.73
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

GPT-2 Wikipedia 91.24 90.34 90.79
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

dialogue 62.22 64.55 63.36

and consequently, learn relationships between sequences of words. The ability to predict a likely
sequence of words makes language models a good candidate technique for CRE.

Popular neural language models include XLNET (Yang et al. 2019b), BERT (Devlin et al. 2019)
and GPT-2/3 (Radford et al. 2019), and it is likely that there will be differences in success between
the language models when extracting causal relations because they are trained in different ways.

There has been an attempt to compare the ability of Word2Vec word embeddings, BERT and
GPT-2 to detect causality in spoken dialogue (Yang et al. 2020a). The authors claim that they
have a causality transfer learning technique which is a mix of fine-tuning and domain adaption.
Although the authors are trying to identify causality in spoken dialogue, they used Wikipedia
as the training medium because it is a rich source of causal statements. They used 64,658 sen-
tences for the fine-tuning step which is an even split between causal and non-causal sentences.
The domain adaption step is using the models trained on Wikipedia to evaluate a hundred causal
sentences extracted from the Cornell Movie-Quotes Corpus (Danescu-Niculescu-Mizil and Lee
2011). The authors offered no discussion about pre-training; therefore, it can be assumed that the
default distributions of these embeddings and language models were used. The embeddings and
language models were included in a neural network, where a bi-directional gated recurrent unit
(GRU)was used to classify the sentence into causal or non-causal categories. The results are shown
in Table 4, and it is clear from the results that the domain adaption was relatively unsuccessful with
Word2Vec scoring slightly better than chance. BERT and GPT-2 scored significantly higher than
Word2Vec, and BERT scored marginally higher than GPT-2 in both tasks. However, the differ-
ence is marginal, and from the Wikipedia experiments, it seems that both language models with
the GRU score highly and are suitable for causal sentence classification.

Language models and word vectors, both static and contextual, are often generated from large
general corpora such as the Common Crawl (Common Crawl 2021) or Wikipedia. An alterna-
tive technique is to create specific causal embeddings from smaller corpora. This is an approach
proposed by Sharp et al. (2016), who stated that causal embeddings capture ‘complementary infor-
mation’ (Sharp et al. 2016) about the causal relationship between words that are missing from
general word vectors. Causal embeddings are generated by extracting causal relations using a
linguistic approach that has high precision, but low recall. These rules generate a triple: cause,
causal connector and effect. This information is used as context for a word embedding technique.
Sharp et al. (2016) report that this technique of word embedding, when combined with a convolu-
tional neural network (CNN), outperformed general word embedding techniques with a CNN on
a question-answering task. Causal embeddings are part of a wider trend, where specialised forms
of word embeddings are used for specific tasks (Jastrzebski, Lesniak, and Czarnecki 2017).

3.2.2 Representation learning
Representation learning is a subfield of machine learning which produces learners that can auto-
matically find the representations of the data required for a specific task; therefore, tasks such as
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feature selection are not required. A common representation learner is neural networks, and as
shown in the previous section, neural networks have been successfully used in CRE tasks.

A drawback of using neural networks to extract causal relations is that they can require large
amounts of labelled data to train a model from scratch. For example, there are training sets of
over 500,000 labelled examples available for relation extraction tasks (Kumar 2017). Some strate-
gies can be used to avoid labelling large amounts of data, such as transfer learning (Mou et al.
2016), which uses knowledge or relationships captured by another model in a different domain
and adapts it to a new domain. As previously mentioned, this family of techniques requires a rela-
tively small amount of data. There are several transfer learning strategies such as domain adaption
(Ben-David et al. 2010; Sogaard 2013) and pre-training (Mikolov et al. 2018). Domain adaption is
a technique that uses a model trained on a domain with a plentiful supply of labelled to domain
with the same feature space, but with a different distribution (Ben-David et al. 2010). This is the
approach taken by Ittoo and Bouma (2011a), who usedWikipedia as a base domain because it has
numerous causal relations. They adapted a model trained onWikipedia to extract causal relations
from domains that are sparse in causal relations. Pre-training is a technique where the parameters
of a neural network are learnt and fine-tuned for specific domains (Mikolov et al. 2018). Several
approaches take that approach to CRE (Papanikolaou et al. 2019; Kyriakakis et al. 2019; Yu et al.
2019; Hassanzadeh et al. 2020; Jin et al. 2020; Yang et al. 2020a). This is the approach proposed by
Kyriakakis et al. (2019), which is a representative paper of the area. They used a combination of
BERT and a self-attention network (Vaswani et al. 2017) to classify whether a sentence from a bio-
medical corpus is either causal or non-causal. Their technique replaced the logic regression layer
of the BERT neural network with the aforementioned self-attention network. They fine-tuned this
layer with a small amount of labelled data. Their approach achieved an F1 score of 91.45 on the
SemEval-2010 data set.

Supervised learning relies upon the availability of labelled data. In particular, manually labelled
data can be expensive to obtain. An alternative to supervised learning is semi-supervised learning,
where limited amounts of labelled data are used to train amodel, and unlabelled data are then used
to learn the marginal distribution of the data, which in turn improves the conditional distribution.
This justification with the advent of transfer learning is nowweaker because the amount of labelled
data required for a supervised technique has been substantially reduced. The two located semi-
supervised techniques predated the rise in popularity of language models and neural networks.

Mihăilă and Ananiadou (2014) used self-training, where a base learner is trained from labelled
data. The model then classifies unlabelled instances, and then the high confidence classifications
are added to the training data. These training data are then used to induce a new learner. The
process continues until no more new training instances are found. Self-training is a relatively
simple technique to implement but has a central flaw, which is errors in the training data or within
the initial classification, cycles can be propagated throughout the training process. Despite this
issue, Mihăilă and Ananiadou (2014) claimed that self-training improved its base learner. Co-
training uses two ormore separate views of the data source. Each view is used to train an individual
model, and themodels are used in a voting arrangement to assign a value to an unlabelled instance,
and this instance can be used as training data. Co-training was used by Drury and de Andrade
Lopes (2015) to extract causal relations from Portuguese news stories.

3.2.3 Unsupervised learning
The CRE techniques discussed thus far have assumed that the author of a text is an Oracle who
will explicitly describe a causal relation. The explicit description is encoded into a causal relation
through the use of a causal verb, conjunction or continuation. This may not always be the case,
and causal relations between events can be inferred through the co-occurrence of events within a
fixed window, such as a sentence or paragraph (Riaz and Girju 2010; Riaz 2010). For example, the
co-occurrence of the event bad weather and failing crops could be used to infer that bad weather
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caused the failure of the crops. The problem with this approach is how to determine the cause and
effect events. The aforementioned example does not provide any indication of which event is the
cause and what event is the effect. Also, events can co-occur by chance, where there is no causal
connection between the events. Any unsupervised technique will require some post-processing or
filtering step to separate correlated events from causally connected events.

The advantage of identifying the co-occurrence of events is that no labelled data are required,
and the techniques discovered in the literature review which use this technique are referred to as
unsupervised learning.

Unsupervised techniques have used measures such as term distribution (Do et al. 2011), point-
wise mutual information (PMI) (Do et al. 2011), Granger causation (Kim et al. 2012; Kim et al.
2013; Abinesh 2017) and causal potential (Hu et al. 2017) to identify frequently co-occurring
events. A representative example of the unsupervised approach is the PMI technique which infers
a causal connection through a PMI value between events. However, this technique will produce a
small number of causal relations.

3.2.4 Hybrid techniques
Machine learning and linguistic CRE strategies can be combined to form a hybrid technique.
These techniques use linguistic knowledge to bootstrap labelled data or filter data to use in a
supervised learning technique (Blanco, Castell, and Moldovan 2008; Ittoo and Bouma 2011b;
Krishnan et al. 2014; Cao et al. 2015; Mirza and Tonelli 2016; Hidey and McKeown 2016;
Dasgupta et al. 2018). A common strategy is to choose corpora that are likely to have a high
concentration of causal patterns such as Wikipedia or parallel corpora (Hidey and McKeown
2016). In common with linguistic CRE strategies, hybrid strategies have used hand-coded lists of
causal patterns or causal indicators from external lexical resources as a source of causal patterns
(Cao et al. 2012).

An outlier in the methods surveyed for this survey articles was by Ning et al. (2018), who
proposed that temporal and causal relations are bound to each other with one relation dic-
tating the result of the other. They proposed an integer linear programming technique that
enforced constraints inherent in time and causality. The authors claimed by approaching tem-
poral and CRE as a joint problem that their technique improves existing relation extraction
strategies.

Another outlier in the casual relation techniques is Liu, Chen, and Zhao (2020) who uses
background information from ConceptNet, an ontology, as well as a reasoner, to supplement
information from the texts that are being used to extract causal relations. The authors use mask-
based training where events are removed from texts so that the learner can learn contextual
information around events. And finally, an attention mechanism coordinates the first two phases
to identify causal relations between events. This technique scored a F-score of 45.40 on the event
causality data set released by Do et al. (2011). In comparison, the PMI technique scored 23.30 (Do
et al. 2011). Two further techniques: ECD PMI (Do et al. 2011) and CEA (Do et al. 2011), scored
29.90 and 38.60. It is clear on Do et al. (2011)’s data set that the strategy proposed by Liu et al.
(2020) is superior.

3.2.5 Discussion
The dominant approach in machine learning causal relation is supervised learning. With the
advent of language models and transformers (Wolf et al. 2019) that can detect long-distance
dependencies within a sentence, this process should be accelerated. This acceleration is shown
in Figure 6 where the type of learner used and the article publication year is shown for the papers
discovered in this section. It is quite clear that since 2018, neural networks have been the learner
of choice for CRE.
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Figure 6. Popularity of learners over time.

3.3 Corpora for CRE
CRE strategies often require collections of labelled text documents to train machine learn-
ing strategies and evaluate machine learning, and linguistic approaches. The research literature
revealed that there are a number of labelled corpora that can be used to evaluate and train CRE
strategies.

The resources that were discovered in the literature review were ‘BECauSE’ (Dunietz, Levin,
and Carbonell 2017), ‘TempEval-3’ (Mirza et al. 2014), ‘Richer Event Description (RED)’
(O’Gorman, Wright-Bettner, and Palmer 2016), Balanced Corpus of Contemporary Written
Japanese (Kaneko and Bekki 2014a), Japanese Corpus for Causal Relations (Kaneko and Bekki
2014b), FinCausal (Mariko et al. 2020) and the Event Storyline Corpus (Caselli and Vossen 2017).
The BECauSE corpus annotation schema contains a cause, a causal connective and an effect, and
the causal relation is sub-divided into TEMPORAL, HYPOTHETICAL and CORRELATION cat-
egories. The corpus is relatively small as it has 59 randomly selected news articles (Dunietz et al.
2017).

The TempEval-3 (English) (Mirza et al. 2014) and RED (English) (O’Gorman et al. 2016) were
not originally annotated for causal expressions, but they have had their annotation extended
to encapsulate causal information. TempEval-3 corpus initially had time expression, event and
temporal information annotated (UzZaman et al. 2013). Mirza et al. (2014) extended the cor-
pus annotation scheme with causal information using a rule-based algorithm. The algorithm
annotates a causal relation that may have one of the following categories: CAUSE, ENABLE and
PREVENT. The RED corpus is relatively small with 95 documents and has a similar annotation
scheme to the one proposed by UzZaman et al. (2013), but with the conditional, and causes
information that is captured with the following tags: BEFORE/CAUSES, OVERLAP/CAUSES,
BEFORE/PRECONDITION and OVERLAP/PRECONDITION. The corpora described thus far
have had differing annotation schemes, and there have been other annotation schemes sug-
gested for causal information. For example, Dunietz, Levin, and Carbonell (2015) proposed:
CONSEQUENCE, MOTIVATION, PURPOSE and INFERENCE annotations, whereas Mirza and
Tonelli (2014), Mostafazadeh et al. (2016) have extended TimeML with the CAUSE, ENABLE and
PREVENT tags.

As demonstrated by the summary of the corpora in Table 5, the majority of corpora discovered
in this literature review were small and they had fine-grained causal annotations, which were vari-
ants of CAUSE, ENABLE and PREVENT. Each of these annotation schemes does not provide a
comprehensive view of causation, whichmay bias any CRE strategy based upon any of the individ-
ual corpora discovered in the literature review. The relatively small size of the corpora would have
caused problems for modern neural networks, but the advent of transfer learning will mitigate the
small size of the available corpora.
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Table 5. Summary of the characteristics of a sample of causal corpora

Corpus name Size Tags Citations

BECauSE 59 documents TEMPORAL, HYPOTHETICAL, CORRELATION Dunietz et al. (2017)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

TempEval-3 500K tokens of silver
standard data. 100K
tokens of gold standard
data

CAUSE, ENABLE and PREVENT Mirza and Tonelli (2016),
Mirza (2016), Ponti and
Korhonen (2017)

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

RED 95 documents BEFORE/CAUSES, OVERLAP/CAUSES,
BEFORE/PRECONDITION, and
OVERLAP/PRECONDITION

Li et al. (2019)

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Balanced Corpus of
Contemporary Written
Japanese

66 sentences CAUSAL, NO-REL Maekawa et al. (2014)

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Japanese Corpus for
Causal Relations

128 sentences Alternation, Consequence, Contrast,
Elaboration, Explanation, Commentary,
Instance Addition, Parallel, Narration,
Introduction and Background

Kaneko and Bekki
(2014a)

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Fin Causal 3405 documents Cause, QFact, Fact and Discard/Remove Mariko et al. (2020)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Event Storyline Corpus 258 documents Action_Occurrence, Action_State,
Action_Reporting, Action_Aspectual,
Action_Perception, Action_Causative and
Action_Generic

Kyriakakis et al. (2019)

3.4 Counterfactual CRE
This section thus far has discussed the extraction of causal relations that contain causatives that
bridge cause and effect events with approaches that can be described as correlations where one
event correlates with another. In the brief discussion about causality, other forms of causation
such as counterfactuals were discussed. These techniques tend to be outliers in the literature and
are not used in the applications of causal relations.

There are a small number of papers that describe resources and techniques for detecting coun-
terfactuals (Son et al. 2017; Ojha et al. 2020; Akl, Mariko, and Labidurie 2020; Nwaike and Jiao
2020; Yang et al. 2020b; Fajcik et al. 2020). All but one paper found in the literature review is
based around the SemEval-2020 Task 5 (Yang et al. 2020b) which had two tasks. The first task was
a classification task which identified if a sentence contained a counterfactual statement, and the
second was an extraction task which identified the ‘antecedent and consequent’ (Yang et al. 2020b)
in a counterfactual. The technique proposed by Son et al. (2017) used a combination of rules and
a support vector machine (SVM) to capture sentences with counterfactual statements. A depen-
dency parser is used to extract the arguments from the counterfactual sentence. The technique
extracted a subset of counterfactual causal relations. They are documented in Table 6.

3.5 Causal chains, dependent and independent causes
Causation in text is often not a discrete cause and effect, and therefore chains can be created
where an event can be a cause and effect. These events can play this dual role because the event
is not a root cause or a terminal effect. None of the papers surveyed tried to detect chains or
disambiguate them. Any attempt at causal chain detection will need labels outside cause and effect
that indicate that the event has a dual role. The disambiguationmay have to be part of a supervised
learning technique rather than post-processing a set of events, because the dual role may impact
the accuracy of a model that uses cause and effect labels.
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Table 6. Summary of counterfactual extraction (Son et al. 2017)

Counterfactual form Example

Wish Verb I wish I had been richer
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Conjunctive Normal If everyone put differences aside and get along, everything would be so much enjoyable
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Conjunctive Converse I would be stronger, if I had lifted weights
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Modal Normal They should of shown this guy getting shot, that would have been TV gold.
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Verb Inversion Had If I left the event early, I would not have met John
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Should Have I should have joined the event early
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(Would/Could) Have I would have been happier without John

Dependent causes are causes that rely upon each other, and the absence of one will ensure that
the effect event will not trigger. Independent causes are causes that occur together, but only one
is sufficient to trigger the effect event. This is a form of both early and late preemption. This type
of information can be determined using conjunctions such as ‘and’/‘or’. These conjunctions link
events, and with this information, it is possible to determine if the cause events are dependent or
independent.

The papers surveyed for this paper did not have any papers that tried to identify more than one
cause per effect event, and consequently, there are no works referred to in this survey that tried to
identify dependent or independent causes. It is likely that the identification of dependent causes
will improve reasoning systems built on causal relations.

3.6 Implicit, explicit and inter-sentential causation
Thus far, the article has described techniques that have extracted explicit causal relations.
Explicit causal relations are often referred to as marked causation. There is another type of
causation which is implicit causation which can be referred to as unmarked causation. The para-
graph that discussed unsupervised learning describes some techniques that can detect implicit
causal statements. There are, however, other techniques that can be used to find implicit causal
statements.

Inter-sentential causation is where cause and effect are separated by punctuation and therefore
the cause and effect may appear in different sentences (Jin et al. 2020). Examples of the differences
between intra-sentential and inter-sentential as well explicit and implicit causation are given by
Jin et al. (2020).

In common with explicit causation, there are a number of methods that can extract inter-
sentential (Wu, Yu, and Chang 2012; Jin et al. 2020) and implicit causation (Ittoo and Bouma
2011b; Ittoo and Bouma 2011a; Grivaz 2012; Kilicoglu 2016; Jin et al. 2020).

The work conducted by Jin et al. (2020) addressed both implicit and inter-sentential causation.
Their approach used a supervised learning approach and a novel neural network learner which
they called cascaded multi-structure neural network (CSNN). The CSNN has three phases and
combines two learners and a self-attention network. The first phase is a CNNwhich captures local
features from separate sentences. These features are correlated using a self-attention network.
And finally, a BiLSTM is used to determine the long-distance dependencies. The authors provide
several examples that their model returns, for example, ‘affected by the market the gross profit
fell’. The target domain that they performed their experiments on was Chinese financial texts.
They claim an F1-measure of 0.82 for causal extraction and 0.75 for effect extraction.
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Despite the novel architecture, this approach will still be limited by the common issues suffered
by machine learning methods that were highlighted earlier. The main issues are labelled data dic-
tating the type of causation returned, the exploding gradient problem, as well as determining the
difference between correlated events and cause/effect events. In essence, this is still a supervised
learning approach, with all its inherent shortcomings. This area however, is a start of a greater
exploration of causation in text than the common triple of NP, causal verb, NP, and is likely to
yield more informative causal information.

3.7 Causal explanation detection
This is a subtask of CRE which are explanations of why an event or action has happened. This
is a relatively small area of causality and therefore there were a limited number of papers dis-
covered in the literature review. The dominant approach is machine learning (Son, Bayas, and
Schwartz 2018;Zuo et al. 2020b; Zuo et al. 2020a). For example, Zuo et al. (2020b) used pyra-
mid salient-aware networks. The technique identifies keywords in a discourse structure, and from
these keywords identify the root or subject of the discourse. The dependencies of the root are also
identified. From the same sentence, a causal explanation is found. The aforementioned work used
a self-attention network to identify the causal explanation. The technique score was 0.87, 0.77 and
0.82 on the Facebook, PDTB-CED and BECauSE-CED data sets, respectively (Zuo et al. 2020b).
The BECauSE-CED data and PDTB-CED sets are modified versions of the BECauSE (Dunietz et
al. 2017) and Penn Discourse TreeBank (PDTB) (Rashmi et al. 2008) corpora. The PDTB-CED
assumed that ‘causal semantic discourse relations’ (Zuo et al. 2020b) were treated ‘as supplemen-
tal messages with causal explanations’ (Zuo et al. 2020b), whereas BECauSE-CED assumed that
‘sentences containing causal span pairs in BECauSE Corpus’ were also treated ‘as supplemental
messages with causal explanations’.

3.8 Emotion cause identification
The survey thus far has discussed CRE as an information extraction task that identifies a causal
relationship between events. This survey argues that causal relations in natural language require
cause and effect phrases, and therefore emotion cause detection is a specialised form of CRE
where the cause of an emotion is identified. An example of emotion cause is shown in the fol-
lowing statement:He was excited because he received a promotion at work, where the sentiment in
the phrase is represented by the word excited, which is caused by the event promotion at work.
There is a subtle difference between classical event-based CRE and emotion cause detection; how-
ever, CRE techniques can be adapted to identify the causes of emotion because the relationship
between sentiment phrases and the cause event is similar to the relationship between cause and
effect events.

The emotion cause identification extraction literature is similar to that of causal relations where
there are two distinct approaches to extract emotion causes which are rules (Lee, Chen, andHuang
2010; Chen et al. 2010; Lee et al. 2013) andmachine learning (Li and Xu 2014; Xu et al. 2017; Chen
et al. 2020).

3.8.1 Rule-based emotion cause identification
Rule-based approaches rely upon linguistic rules which are either learnt from a corpus using rule
learning algorithms, such as association rule learning or more commonly manually constructed
rules. Manually constructed rules can reply upon POS tags or dependency parsing of the text. The
domain expert then infers a relationship between the emotion and the cause event.

There were three rule-based approaches discovered in the literature review (Lee et al. 2010;
Chen et al. 2010; Lee et al. 2013). The rule-based techniques are typified by the approach followed
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by Lee et al. (2010). They used linguistic indicators such as ‘the position of cause event, verbs,
epistemic markers, conjunctions, and prepositions’ (Lee et al. 2010) to create rules that identify
emotion causes. They classified the type of emotion into one of the following groups: happiness,
sadness, fear, anger and surprise, that their rules could identify their causes.

The rules constructed by Lee et al. (2010) are dependent upon causal verbs such as causes or
provokes to identify the causal relationship between the emotion and its cause. The strategy that
was followed by Lee et al. (2010) identified a sentence with a sentiment or emotion keyword.
This sentence will be referred to as the ‘focus sentence’. They also capture the preceding sentence
(prefix sentence) of the focus sentence and the following sentence (suffix sentence).

The authors produced 15 general rules, which, when evaluated, produced 47.95 F-score.
Rule-based approaches for information extraction in general, and emotion cause identifica-

tion especially, should be avoided because manual rule writing is a labour-intensive process and
only captures a small sample of emotion causes, and updating rules takes a significant amount
of time.

3.8.2 Machine learning-based emotion cause identification
The two machine learning techniques for emotion cause identification discovered in the literature
search were supervised learning techniques. Supervised techniques rely upon labelled data where
labels are attached by a domain expert to words and phrases and the learner uses this information
to produce a model. The model then infers labels on unseen information.

The first approach proposed by Li and Xu (2014) used an SVM to identify the cause event rather
than the whole relation. They used linguistic markers as features. Their technique was evaluated
on manually annotated posts from the Chinese social media site, Weibo. Their system achieved
an F-score of 61.30 which is better than the rule-based system by Lee et al. (2010).

The second approach proposed by Xu et al. (2017) used an ensemble approach where multiple
learners work in cooperation to label unseen data as a cause event for sentiment in a sentence.
The learner chosen in this technique was again an SVM. The authors define an event as: action,
actor, object. The authors claim that the action is the verb and the actor is the subject of a phrase.
The ensemble approach uses different kernels for SVM in a bagging approach where each learner
is given a subset of the labelled data. The data are prepossessed by a dependency parser so it is
possible to present to the models, a tuple containing a causal event candidate. They claim that this
technique has a 7.00% gain over the state of the art.

The emotion cause identification techniques are similar to the older CRE strategies, and there-
fore these techniques can likely be greatly improved upon by the adoption of modern techniques
that use RNN, attention networks and pre-training such as BERT.

3.8.3 Corpora for emotion cause identification
There are several linguistic resources for emotion cause identification that can be used for training
and evaluation. For example, the ‘Up to Now’ corpus (Gui et al. 2014) is an emotion cause corpus
for Chinese. The annotated text is taken from the Chinese micro-blogging Weibo. Social media is
not the onlymedia that can be used to build corpora for emotion cause. Gui et al. (2016), for exam-
ple, used Chinese news to build an annotated corpus which used the EmotionMLg annotation
schema.

The corpora discovered in the literature review were exclusively for Chinese and were rel-
atively small-in-size. This limitation is likely to inhibit future development of emotion cause
identification techniques.

ghttps://www.w3.org/TR/emotionml/.
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Table 7. Summary of emotion cause identification techniques

Technique Citations Summary

Rule-based Lee et al. (2010) Manually constructed rules that identify the cause of emotion. The
rules use often use triggers or keywords to identify the causes

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Clue-based approach Chen et al. (2010), Lee et
al. (2013)

This technique used linguistic clues in the form of rules to identify
causes of emotion

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Supervised learning
(SVM)

Li and Xu (2014) An SVM trained onmanually annotated posts to find emotion causes

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Ensemble learning Xu et al. (2017) Bagging approach where each learner takes a sub-sample of the
annotated training data. A voting approach is used to identify
emotion causes

3.8.4 Emotion cause discussion
As shown in Table 7, the literature for emotion cause detection is less rich than for CRE; however,
the discovered techniques were similar to that of a CRE. Due to the similarity of the two domains,
it is likely that the emotion causes domain will follow the CRE domain where sequence classifiers
such as LSTM, GRU and transformers will begin to dominate future research in this area. In com-
mon with the CRE literature, there is a lack of freely available corpora, and the resources that were
found were mainly designed for the Chinese language. This will for the immediate future limit the
adoption of the use of modern neural networks to identify emotion causes.

3.9 Discussion
The advent of large document collections and the adaption of neural networks for sequence clas-
sification as well as the development of embeddings have ensured that the current state of the art
for CRE has evolved from linguistic and CRF-based techniques to LSTM and RNNs with word
vectors.

Linguistic methods are limited to patterns and the words identified manually or present within
lexical resources, therefore the causal relations that are returned will be limited to these patterns.
Causal relations whose patterns fall outside the manually constructed linguistic rules or contain
clues or words outside those in lexical resources will not be captured. This will lead to a very
limited set of causal relations being returned by linguistic methods.

Supervised learning methods can generalise causal relations from labelled data. The main issue
for classical machine learning techniques such as CRF is:

• They do not capture long-distance dependencies between cause and effect because of
limitations of the learner.

The more recent variations of RNN such as LSTMs and GRUs have extended the ability to
capture long-distance dependencies. However, there are issues with these types of learner, they
are:

• They suffer from the vanishing or exploding gradient for long sequences where cause and
effect events are a long distance apart.

• The type of causal relation returned is dictated by the labelled data.

Despite the drawbacks, supervised learning is likely to remain one of the most popular CRE
techniques.

Unsupervised methods that rely upon correlations between events are unlikely to progress
without considering the nature of causal relations as demonstrated by Weber, Rudinger, and Van
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Table 8. Popularity of research areas

Research area Frequency

Causal information modelling 14
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Event prediction 10
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Cause identification 8
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Question-answering 8
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Text summarisation 7
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Reasoning 4
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Information retrieval 3
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Sentiment analysis 3

Durme (2020). This paper used the notion of manipulation in determining the temporal order of
correlated events to form a causal relation or chain. The use of these techniques is not as informa-
tive as the supervised methods because the supervised methods will detect the nature of the causal
relationship between cause and effect through resultative and instrumental causal verbs.

At the time of writing, it is reasonable to assume that the advances in CRE will follow improve-
ments in long-distance dependency detection from the neural network research community as
well as the increasing size of language models.

4. Applications of CRE
Causal relations frame a causal relationship between two or more events. This relationship implies
that the existence of one event will force the occurrence of one or more events. This unique rela-
tionship allows for the exploitation of the information to produce unique or improve existing
applications of NLP.

There are several applications of causal relations discovered in the literature review, and
the break-down of these applications can be found in Table 8. The common applications are
causal information modelling, event prediction, cause identification, text summarisation and
information retrieval (IR).

Causal information modelling is a modelling technique that aggregates related causal relations
into a graph or related structure. Event prediction is a technique that predicts future events based
upon their causal relationships with current or past events. Cause identification is a technique that
traces the causes of current events. Question-answering is an application that allows the posing
of questions in natural language which will be answered by the system in natural language. Text
summarisation is a strategy of reducing long pieces of text into a shorter structure that outlines
the main or important parts of the longer text. Reasoning is a process where new information is
inferred from base axioms. IR is a strategy of returning relevant documents in response to a query
from a document collection. Finally, sentiment analysis is a technique of identifying opinionated
language. It is clear from Table 8 that the most frequent areas of research are causal information
modelling and cause identification.

4.1 Causal informationmodelling
The representation and the consequent visualisation of causal relationships within a specific
domain can aid the understanding of causal influences as well as the prediction of future events.
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Figure 7. Simple causal chain.

Figure 8. Simple causal network.

The role of causal relations in this task is to provide a network of causally linked events from
which inferences or explanations about events can be made. The causal relations are extracted
from a corpus of relevant documents and are aggregated into a network of events.

Causal relations are typically a one-to-one relationship between cause and effect events.
Conjunctions in the cause or effect event can alter the causal relationship to one of the following:
many-to-many,many-to-one or one-to-many. The relationship between themultiple events in the
cause phrase may be independent, for example, rain or snow caused problems with the trains, or
dependent, snow and rain caused problems with the trains. In each case, the causal effect is imme-
diate, the snow or the rain caused problems with the trains. The aggregation of causal relations
can form a causal chain where an initial cause acts through one or more agents to create an effect
event. An example of a causal chain is shown in Figure 7, where the initial cause Excess Rain acts
through the agent Floods to force the effect event, damage to bridge. This form of simple causal
information modelling illustrates causes of causes and may assist an end-user to understand the
flow of causality in a domain.

A causal network extends the idea of a causal chain by creating a directed graph that represents
the causal connections between events (Jensen 2001). Figure 8 shows a simple oft-cited graph of
the factors that cause lung cancer. Unlike the causal chain, the causal network shows multiple
independent causes of an effect event, as well as multiple effects.

There were a number of papers that constructed causal networks (Ishii, Ma, and Yoshikawa
2010b; Ishii et al. 2010a; Ackerman 2012; Puente, Garrido, and Olivas 2013a; Puente, Olivas, and
Prado 2014; Luo et al. 2016; Zhao et al. 2017; Kang et al. 2017) from causal relations extracted
from documents. These networks were constructed with the purpose of supporting other tasks
such as news understanding (Ishii et al. 2010a), text summarisation (Puente et al. 2014), question-
answering (Puente et al. 2013a) and commonsense reasoning (Luo et al. 2016).

The news understanding causal network created by Ishii et al. (2010a) was a topic-event casual
network where cause and event events are linked together. The explanation of a news event was
supplied using event and topic keywords on each of the nodes. The event keywords are given con-
text by the topic keywords which complement the causal description provided by the edges. The
text summarisation approach proposed by Puente et al. (2014) constructed a causal graph from
the extraction of causal relations from the target document. A summary generated by the causal
network is extracted by identifying the most relevant information using standard extractive sum-
marisation techniques such as term-frequency inverse document frequency (TF-IDF). The order
of the final summary is dictated by the flow of causality in the causal network. Question-answering
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systems are applications that users pose questions to, and receive answers in natural language.
Causal information can assist question-answering systems, by identifying causes and effects. An
example question whose answer depends upon causal information is, What was the cause of the
second world war?. The approach proposed by Puente et al. (2013a) used a causal network as back-
ground information to support a question-answering system. The approach was almost identical
to their technique for extractive summarisation (Puente et al. 2014). Commonsense causal reason-
ing ‘is the process of capturing and understanding the causal dependencies amongst events and
actions’ (Luo et al. 2016). The causal network provides background information to assist causal
inferences between words and phrases.

A semantic network ‘is a graph structure for representing knowledge in patterns of intercon-
nected nodes and arcs’ (Shapiro 1992). A semantic network is a more general representation of
relationships between concepts than a causal network because cause and effect in this represen-
tation is one type of relationship. Semantic networks can be undirected; however, the ones that
contain causal information must be directed. Semantic networks can also be referred to as knowl-
edge graphs. This type of representation was used as background information by Cao, Sun, and
Zhuge (2018) to assist with the summarisation of scientific papers.

The graphs that have been described thus far are a form of a knowledge graph, which is an
undirected graph with edges and nodes, with the nodes representing an entity and the edge
representing a relationship between the entities.

There are a number of articles that use the term knowledge graph, and construct it using causal
relations. This technique has been used in the health (Rotmensch et al. 2017; Bakal et al. 2018;
Yu 2020a), chatbots (Yu 2020b) and drug (Sastre et al. 2020) domains. The papers discovered
in this review found articles describing symptoms and the disease that they are associated with
(Rotmensch et al. 2017). The construction of the knowledge graph for such a domain would
require entity disambiguation, that is, there would need to be a standard way of describing dis-
eases and their symptoms. And because the causal relations in Rotmensch et al. (2017) were drawn
from health records, there would need to be a correction mechanism for errors in the text as well
as errors in recording symptoms and disease diagnosis. This application of causal relations is an
interesting domain because it may form part of an automated diagnosis system that can identify
diseases in humans without human intervention.

A richer representation of causal information is a Bayesian network. Bayesian networks are
probabilistic directed graphs that consist of random variables (nodes) and edges between nodes
that can represent a causal relationship between one or more parental node, and a child node.
The relationship between the parental nodes and the child node is represented in a conditional
probability table (CPT) which has a combination of the parental states and the probability of a
child node state. A simple Bayesian network is shown in Figure 9, which is a well-known example
of computing the probability of the grass is wet based on the likelihood of the sprinkler being
switched on or the probability of it raining.

The advantage that Bayesian networks have over causal networks is that not only are Bayesian
networks an illustration of the causative relationships in a domain but because each node has a
CPT, it is possible to estimate the likelihood of an event occurring given the occurrence of one or
more cause events.

Bayesian networks can be created from causal relations extracted from text. In the literature
review, there were found two approaches that use causal relations to build Bayesian networks
(Sanchez-Graillet and Poesio 2004; Drury et al. 2016). The approach described by Drury et al.
(2016) is a typical example where causal relations were extracted with a semi-supervised approach
(Drury et al. 2016) and the events were transformed into nodes and the nodes were connected if
they co-occurred in a causal relation. The states of the nodes were one of the following, positive,
negative or neutral, and the probabilities of these states were computed by the frequency of the
sentiment states of the parental node with states of the child nodes. Sentiment states were com-
puted by identifying sentiment words in the causal relations. For example, ‘Strong winds causes
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Figure 9. Simple Bayesian network (Murphy 2012).

devastation to the harvest’ would have the relationship ‘neutral’ to ‘negative’ because the cause
event ‘Strong winds’ has no sentiment words and the effect event has the negative sentiment word
devastation. The paper provided strategies for breaking cycles, which cannot be modelled in static
Bayesian networks, and coarsening which reduces the number of nodes in the network. The reduc-
tion of nodes is an important step because Bayesian networks constructed from text will be sparse
and because reasoning in Bayesian networks is computational complex, it may not be possible
to reason with these networks. Also, the paper describes a technique for reducing the number of
parental nodes which in turn limits the size of the CPTs in the network. Large CPTs may not be
possible to compute in a reasonable period because the growth of the CPT is exponential which
is represented by an+1,], where a is the number of nodes states and n is the number of parental
nodes for a given child node. This paper shows the practical challenges of constructing a knowl-
edge representation from text where the informality of the representation of causal information
in text can cause the creation of large sparse graphs. Because of this informality compromises will
need to be taken to create a usable Bayesian network.

Causal informationmodelling has several applications which were described in this subsection.
Aggregating causal relations into a representation such as a causal network can give a detailed
overview of a domain. There is a drawback to this approach, for example, the aggregation of
causal relations can create very large, but very sparse graphs. However, with pruning and merging
techniques, it is possible to remove some of the sparseness.

4.2 Event prediction
Event prediction, which is also known as script event prediction or script inference, is a task where
a future event is inferred based upon causal information in current events or chain of events. The
role of causal relations in event prediction is to either: provide the effect events of potential cause
events in news stories or related documents, or be aggregated into the aforementioned causal
chain.

As previously discussed, cause and effect events have a causal relationship where the occurrence
of the cause event will force the appearance of an effect event. An example of this is demonstrated
by the following relationship: Downturn in the economy causes large scale unemployment. From
the sentence, it can be inferred that, in the case of a downturn in the economy event, a large-scale
unemployment event will occur at a specific time in the future.

Event prediction is a relatively popular area of research (Sakai and Masuyama 2007; Sakaji,
Sakai, and Masuyama 2008a; Radinsky, Davidovich, and Markovitch 2012; Kunneman and van
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den Bosch 2012; Radinsky andHorvitz 2013; Hashimoto et al. 2014; Preethi et al. 2015; Hashimoto
et al. 2015; Pichotta and Mooney 2016; Li, Ding, and Liu 2018; Yang et al. 2019a) which has been
used to predict general events (Kunneman and van den Bosch 2012; Radinsky et al. 2012; Radinsky
and Horvitz 2013; Hashimoto et al. 2014; Hashimoto et al. 2015; Preethi et al. 2015) as well as to
indicate future economic/business trends (Sakai and Masuyama 2007). The common approaches
for event prediction are causal patterns (Radinsky et al. 2012; Preethi et al. 2015; Hashimoto et al.
2014), semantic patterns (Hashimoto et al. 2015), graph neural networks (Li et al. 2018; Yang et
al. 2019a) and LSTM/RNN (Pichotta and Mooney 2016; Li et al. 2018).

The approaches to event prediction match that of the CRE where the classical approaches
rely upon pattern /linguistic-based approaches, whereas the more modern approaches use neural
networks in combination with word embeddings or language models.

The most frequent classical technique used for event prediction using causal information from
text is the causal pattern approach. A causal pattern approach extracts causal pairs from text
through linguistic patterns, such as the previously mentioned: NP V NP. These causal relations
can be aggregated into a causal chain, from which future events can be predicted depending on
the position of a current event is in the causal chain. An example of this approach is described
by Hashimoto et al. (2014), who generated causal chains of linked events from causal relations
extracted from text. Their system was developed to identify the effects of social problem events
such as deforestation. Their approach identified a base set of social problem events (NPs) extracted
fromWikipedia. These events were connected using causal relations into event chains where two
or more events are connected in a linear form to create a chain. In total, more than two million
event chains were generated. A large number of those described the same series of events, but
the textual description was slightly different. For example, synonyms of the same concept, such
as omit and neglect, would have produced a new causal chain. The authors culled approximately
1.2 million causal chains because they replicated existing causal chains. Their event prediction
method used the causal chains to predict hypothetical future events from the existence of the orig-
inal cause phrase. A scenario generated from this approach was: ‘deforestation continues→ global
warming worsens → sea temperatures rise → vibrio parahaemolyticus fouls (water)’ (Hashimoto
et al. 2014). The authors claimed that this series of events was never described in a single docu-
ment, and based upon events described in documents in 2007 they were able to predict an event
that was recorded in 2013.

A similar approach to the causal pattern is semantic relation extraction, which seems to take
the same approach as causal patterns where causal relations are extracted from a corpus. However,
because a semantic approach identifies not only causal relations between events but also between
the nouns of the cause and effect event, it is possible to infer new causal relations through the
substitution of subject nouns with nouns that have a semantically similar relationship. This is the
approach proposed by Hashimoto et al. (2015). They claim that using their approach they can
infer the causal relationship ‘deploy a security camera to avoid crimes’ (Hashimoto et al. 2015)
from ‘deploy a mosquito net to avoid malaria’ (Hashimoto et al. 2015) through the semantic
relationship ‘A PREVENTS B’ (Hashimoto et al. 2015).

The causal chain or causal relation approach would seem to be limited because it assumes a one
to one causal relationship where one event forces the effect event. This, however, may ignore the
combination of events causing an effect event. The aforementioned causal modelling approachh
allows the estimation of the effect of multiple cause events. The approach proposed by Drury et
al. (2016) created a Bayesian network from information in agricultural news, which can be used
to estimate the impact of news events upon the agricultural market.

Themore recent approaches have relied upon variations of RNN or graph neural networks. For
example, Pichotta and Mooney (2016) used an LSTM to learn the dependencies within text at the
sentence level and predict a missing event in a hold-out evaluation. They trained their system on

hSee Page 44.
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Wikipedia, which is a rich source of causal relations, and held-out around 1% of the data gathered
fromWikipedia. They found that the model that was trained at the sentence level produced better
results than LTSMs trained at the event level.

4.2.1 Discussion
Event prediction is not only an interesting research area but has practical real-world applications.
For example, the prediction of events can assist stock-traders who would have an advantage over
their peers because event predictionwill give them a larger trading horizon (Ding et al. 2014; Izumi
and Sakaji 2019). Also, disaster management (VanVactor 2010; Qiu et al. 2017) is an applicable
area, where knowledge of the chain of future events will be an advantage because preemptive
action can be undertaken once a cause event has occurred.

The current approaches of event prediction rely upon chains of events that are inferred from
co-occurrence within a specific window. It is likely that script inference and event prediction tasks
will begin to draw from the philosophy of causation to produce more nuanced techniques that do
not rely upon correlations of events within fixed windows.

4.3 Cause identification
Post-hoc analysis of events is often required for tasks such as disaster investigations. For this sur-
vey, we will refer to this task as cause identification. Cause identification is the inverse of event
prediction where the technique takes a current event, such as extreme weather or unpopularity
of a product, and identifies its causes, such as climate change or poor build quality. This applica-
tion also has some overlap with knowledge modelling where causal networks are used to assist in
the explanation of an event (Ishii et al. 2010a; Ishii et al. 2010b; Ackerman 2012; Ackerman 2013;
Zhao et al. 2017).

The role of causal relations is similar to that of event prediction where causal relations extracted
from text are used to build causal networks or a related model from which root cause or causes
of events can be identified. The causal relations for this task are extracted from a corpus and are
aggregated into a causal network.

The dominant themes of this area were the identification of causes of accidents (Tirunagari et
al. 2012; Sizov and ÖztÜrk 2013) and machine failure (Joskowicz, Ksiezyck, and Grishman 1989).
Cause identification for accidents and machine failure can allow for the identification of common
themes which then can be eliminated or mitigated to reduce the future incidence of accidents or
machine failure.

A representative paper from this area is Tirunagari et al. (2012) who used causal relations
extracted from ‘MAIB accident investigation reports’ to find the root causes of marine accidents.
The corpus contained 135 documents. The reports contained eleven types of accidents, but the
authors concentrated on four types: collisions, groundings, fire and machine failure. From the
causal relations extracted from this type of accidents the authors manually created concepts that
classified the cause and effect event. For example, the word ‘abuse’ was part of the labour-relations
concept, and the word diesel was mapped to the concept of fuel. The frequency of the concepts
was displayed graphically, and therefore this graphical representation will allow investigators to
identify the common causes of accidents.

Cause identification is a niche application of causal relations with few papers discovered in
the literature review. However, these techniques perform an explanatory function where current
events can be explained with a graphical representation of the causal chain or a combination
of events that have created the current event under investigation. In addition to the discovered
papers about accidents and machine failure, it is possible that other domains such as politics
and international relations could use cause identification techniques to aid the understanding of
current events.
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4.4 Question-answering
Question-answering is a subfield of IR where humans can pose questions to a system and receive
a reply in natural language (Kolomiyets and Moens 2011). Causal information can assist in
question-answering strategies for specific questions where the question asks for a cause or a con-
sequence. The literature review revealed a small number of question-answering systems (Girju
and Moldovan 2002; Girju 2003; Pechsiri and Kawtrakul 2007; Higashinaka and Isozaki 2008a;
Higashinaka and Isozaki 2008b; Oh et al. 2013; Puente et al. 2013a; Sharp et al. 2016) that use
causal relations to increase the relevance of the returned answers.

The role of causal relations in question-answering is to assist in the formulation of an answer
to a specific type of question. Effect events and phrases tend to appear in answer candidates,
and therefore questions that have cause phrases and events can be answered with sentences and
phrases which contain effect events or phrases.

Also, causal relations extracted from text may assist question-answering to answer specific
types of questions. ‘Why Questions’ such as ‘Why was X arrested?’, where the hypothetical answer
could be ‘X was arrested for fraud’ (Higashinaka and Isozaki 2008a), are suited to systems that use
causal relations in their technique (Pechsiri and Kawtrakul 2007; Higashinaka and Isozaki 2008a;
Higashinaka and Isozaki 2008b; Oh et al. 2013). The use of causal relations in question-answering
systems produces highly relevant answers to ‘Why Questions’ (Higashinaka and Isozaki 2008a).

In addition to ‘Why Questions’, causal relations in question-answering systems can be used
to respond to ‘Causal Questions’ (Girju 2003; Girju and Moldovan 2002), such as ‘What are the
causes of lung cancer?’ (Girju and Moldovan 2002) and ‘Name the effects of radiation on health’
(Girju and Moldovan 2002).

It is unlikely that a system will rely exclusively upon information in causal relations, and there-
fore the main role of causal relations is to assist more general approaches such as general lexical
models (Sharp et al. 2016). Also, causal relations may help in the answer construction process
(Puente et al. 2013a).

Question-answering techniques have benefited through the addition of information extracted
from causal relations because causal relations contain a cause event and an effect event. Systems
that are wholly dependent upon causal relations are unlikely to be complete systems that can
provide answers to general questions. However, the literature review found that causal relations
can assist in the answering of ‘Why’ and ‘Causal’ questions.

4.5 Text summarisation
Text summarisation is a process where a single document or multiple documents are summarised
into a single shorter textual description which represents the main themes of the source document
or documents. Causal relationships can be used to improve existing techniques or create novel
summarisation strategies by ensuring that the cause and effect are in the correct order in the
summary.

The literature review found four types of summarisation that have used textual causal rela-
tions. The strategies covered structured summarisation (Zhang, Jatowt, and Tanaka 2016a, 2016b),
abstractive summarisation (Puente et al. 2014; Puente et al. 2013b; Puente et al. 2016) and
extractive summarisation (Puente et al. 2017).

The role of the causal relations in these tasks depends upon the type of summarisation. There
are however three main roles for causal relations: ensuring that events are summarised in tempo-
ral order, an indicator of a high information sentence or act as a form of knowledge representation
which can be used to aid the summarisation process. Causal relations can guide the temporal order
of summarisation because the relationships encoded into a causal relation or a causal chain have
a temporal order where an effect cannot occur before the cause event. Therefore in a summarisa-
tion process, the causal relation will prevent the event ordering from being out of order. Causal
relations can be a source of information because it encodes a causal relationship between events,
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and therefore sentences that contain causal relations are likely to be informative as the causal rela-
tion contains an explanation. For example, ‘Due to the formula explicitly outlined in the law, the
tax rate on gasoline and diesel fuel will increase on Oct. 1’,i where an explanation for the tax rises
is provided in the cause event.

Structured summarisation is a strategy that generates a timeline of temporally ordered events
that represents the source document or documents (Binh Tran 2013). The main theme of the
structured summarisation was that of product evolution overtime (Zhang et al. 2016a; Zhang et al.
2016b). A typical example is an approach proposed by Zhang et al. (2016a) who used causal rela-
tions extracted from the Amazon Product Review Data set.j Their technique relies upon detecting
causal relationships in the review text, and detecting changes when the cause term changes in the
frequency of publication. These changes are summarised by a time-series graph.

The abstractive approach to text summarisation produces a substantially shorter text from
concepts discovered from the source text(s). The summary text is not copied from the source
text(s) but is rewritten in a manner to represent the main themes and concepts of the sources. The
approach proposed by Puente et al. (2013b) constructed a causal network from causal relations in
the text, and from the causal relationships in the graph, the text is rewritten using SimpleNLGk

which is a generative grammar tool.
The extractive summarisation approach is a technique that uses the text from the source docu-

ment(s) to produce a summary. This is achieved by ranking sentences so that themost informative
are ranked higher than less information-dense sentences. Sentences that contain causal informa-
tion often are an indicator of their ability to summarise a text. The extractive approach by Puente
et al. (2017) was similar to several alternative abstractive approaches, but the causal graph was
used to rank sentences that appear in the summary. There are other approaches (Li et al. 2006)
that do not wholly rely upon causal information but use it as part of a larger strategy.

Summarisation utilises the relationships within causal relations to produce a summary of larger
source texts. Causal relations can provide an overview of the connections between events in a
document; however, it is unlikely that causal information alone can produce summaries and it is
likely that causal information will form a part of a larger summarisation technique.

4.6 Reasoning
Reasoning from text is one of the oldest forms of logical inference and is referred to as syllogistic
reasoning, where a conclusion is deduced from aminimum of two propositions. The most famous
syllogism has two propositions ‘all men are mortal’ and ‘Socrates is a man’, from which the con-
clusion that ‘Socrates is mortal’ can be drawn. Reasoning with causal relations would require a
cause as one proposition, and the conclusion as an effect. For example, one hypothetical causal
syllogism could be ‘smoking causes cancer’, ‘Socrates is a smoker’, and the consequence would be
‘Socrates will acquire cancer’.

The role of causal relations in this type of application is to represent the propositions of a
reasoning system. In the aforementioned example of smoking causes cancer a causal relation will
represent smoking as the cause of cancer. The causal relations are extracted from a relevant corpus
and can be used as the basis of a reasoning system. It should be noted that causal relations alone
are unlikely to be sufficient for a reasoning system, and other propositions are likely to be needed.

The literature review found that causal relations are likely to enrich the reasoning process
rather than being the main focus. One example of a technique that uses causal relations to enrich
a reasoning process was proposed by Ovchinnikova et al. (2014) who built an abductive reason-
ing (Aliseda 2006) system. Abductive reasoning seeks the most likely explanation given a set of

ihttps://patch.com/new-jersey/pointpleasant/nj-gas-tax-increase-due-coronavirus-crisis-officials.
j https://s3.amazonaws.com/amazon-reviews-pds/readme.html.
k https://github.com/simplenlg/simplenlg.
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evidence. And in their system, the authors used lexical resources such as WordNet and FrameNet
as well as English Slot Grammar to convert text into a logical representation (Ovchinnikova et
al. 2014). Causal relations in FrameNet were used to assist with the conversion of the text into
a logical representation. The use of FrameNet and the causal relationships it holds as a basis for
a reasoning system was also proposed by Ovchinnikova et al. (2010) who extended FrameNet to
improve its effectiveness in its reasoning strategies.

Causal relations have its role to play in the choice of plausible alternatives (CPAs), which is
a common application of causal reasoning. CPAs take a premise and offers two or more expla-
nations, which the CPA technique will select as the most plausible explanation. For example, the
following shows an example of CPA where there is one reasonable explanation and another which
is not.

• Premise: The man broke his toe. What was the CAUSE of this?
• Alternative 1: He got a hole in his sock.
• Alternative 2: He dropped a hammer on his foot.l

There is a public evaluation of CPA techniques, SemEval-2012 task 7 (Gordon, Kozareva, and
Roemmele 2012), which provides an open data set against which several systems could be evalu-
ated. In this task, a premise is given and then a choice of two English sentences, one of which is
the cause event of the initial sentences. An example given by Gordon et al. (2012) is as follows:

• Premise: The man fell unconscious
• Alternative 1: The assailant struck the man on the head.
• Alternative 2: The assailant took the man’s wallet (Gordon et al. 2012).

The winning systems (Gordon et al. 2012) in this task used a PMI-based system similar to Do
et al. (2011). The PMI-based systems selected the alternative with the highest PMI to the premise.

The final method found in the literature review used causal relations to construct a causal
network which in turn was used to assist the reasoning process. This type of reasoning technique
was covered on Page 44

Causal reasoning with text is a fringe research activity, and this may be due to the lack of
annotated data and corpora. With suitable corpora, there is an argument that domains such as
medicine, agriculture and finance would benefit from causal reasoning. The referred techniques
not only can provide explanations of events and phenomena but also can discover new knowledge.

4.7 Information retrieval
IR is a technique where users can enter keyword queries and the IR system returns a series of
documents ranked by their similarity to the initial query. Well-known examples of IR systems
are web search engines, which, in addition to similarity measures such as TF-IDF, use authority
measures such as Page Rank (Page et al. 1999).

The role of causal relations in IR is typically in the word expansion, where a word can be
associated with other words and phrases through the aggregation of causal relations. For example,
the causal relation: ‘cigarettes causes lung cancer’, the words, cigarettes, lung and cancer would be
associated with each other. This association can be used in query expansion or in the manner in
which documents are returned by the proximity in sentences of causally related words.

There were a small number of techniques (Khoo 1996; Khoo, Myaeng, and Oddy 2001; Agueda
2010) discovered that used causal relations to improve the precision of IR systems. The IR systems
that were discovered in the literature review were not wholly dependent upon causal relations, and

lhttp://people.ict.usc.edu/ gordon/copa.html.
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they were used in combination with techniques such as word proximity to improve the precision
of the system (Khoo et al. 2001).

There was a lack of activity in the IR domain for a number of years; however, in 2020 there
was new life breathed into the area with the causality-driven ad hoc information retrieval (CAIR)
task (Datta et al. 2020b). This task released several documents that had causally related themes,
and the task evaluated how well search systems found the causally related documents (Datta et al.
2020b). A related work is Datta et al. (2020a) which is similar to the CAIR task where causes are
retrieved for the effect expressed in the query. The recent activity in this area is for causal retrieval
rather than assisting traditional IR systems. The lack of progress in assisting traditional IR systems
could infer that the IR community has concluded that causal approaches to IR are a research
‘dead-end’.

4.8 Sentiment analysis
Sentiment analysis is a technique to detect subjectivity in textual sources. Subjectivity in mass-
media textual sources such as social and traditional media can be used to infer the public
mood about stocks, shares, products as well as political figures. Because of this characteris-
tic of mass-media, sentiment analysis has been used in trading strategies on the stock market
(Li et al. 2014).

Techniques that use sentiment analysis to trade but only have access to news published on
the Internet or through traditional sources have a disadvantage because there is a lag between
the time news is published on a commercial system like a Reuters terminal, and the time the
same stories appear on an Internet news site. Consequently, traders who use traditional senti-
ment analysis and online news are unlikely to be able to compete with traders who have access
to proprietary news and use the aforementioned sentiment techniques. An alternative is to use
casual–sentimental relations that have a cause event that creates an effect event that has a senti-
ment orientation (Dehkharghani et al. 2014). An example of casual–sentimental relation is Excess
rain causes a poor harvest, where the negative effect event is indicated by the sentiment word
‘poor’. The cause event Excess rain can be used to infer a future sentiment distribution (Drury and
de Andrade Lopes 2015). Therefore, the cause event can be used to trade because it is an indicator
of future sentiment. Future sentiment may allow a longer trading horizon and negate the lag of
news emerging from proprietary information providers onto the internet.

Although casual–sentimental relations have not been directly used for stock trading, their
potential has been hinted at by Preethi et al. (2015) and Drury et al. (2016). Preethi et al. (2015)
used casual–sentimental relations to improve event predictions and their future sentiment ori-
entation. A technique proposed by Drury et al. (2016) followed a similar route where events
(nodes) and the interaction of sentiment states of each node were modelled in a Bayesian net-
work. The Bayesian network could then be used to predict events and their future sentiment
orientation.

Although there were a small number of papers found in this area, it remains an interesting
area of research because it allows the inference of future sentiment distribution rather than the
current sentiment distribution. And therefore this predictive capability should extend the horizon
for inferences made upon sentiment information.

4.9 Applications and CREmethods
The applications of causal relations are dependent upon the technique used to extract them, and
therefore the method chosen will determine the nature of the application. Also the corpus that
the causal relations are drawn from will also influence the application. Table 9 shows an overview
of the applications with the type of CRE method that was used in the application. It is clear from
the table that the most popular extraction method used by applications that were found in the
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Table 9. Causal relation extraction methods used by applications

Causal relation extraction
method

Techniques

Causal cues Luo et al. (2016), Ovchinnikova et al. (2014), Ovchinnikova et al. (2010), Puente et al. (2013b),
Khoo et al. (2001), Girju and Moldovan (2002), Ishii et al. (2010b), Ishii et al. (2010a), Ackerman
(2012), Sakaji et al. (2008a), Ackerman (2013), Pechsiri and Kawtrakul (2007), Oh et al. (2013)

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Causality connectors Zhao et al. (2017), Sanchez-Graillet and Poesio (2004)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Clustering Radinsky and Horvitz (2013)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Co-cause (Zhang et al.
2016a)

Zhang et al. (2016a); Zhang et al. (2016b)

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Discourse parser Sizov and Öztürk (2013), Puente et al. (2016)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Extraction template Hashimoto et al. (2014)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Keywords Puente et al. (2014); Puente et al. (2013a)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Multi-view learning Drury et al. (2016)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Patterns Girju (2003), Sharp et al. (2016), Higashinaka and Isozaki (2008a), Sakai and Masuyama
(2007), Tirunagari et al. (2012), Preethi et al. (2015), Cao et al. (2018)

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Rule learning Radinsky et al. (2012)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Semantic patterns Hashimoto et al. (2015)
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Supervised learning Pichotta and Mooney (2016); Yang et al. (2019a); Li et al. (2018); Higashinaka and Isozaki
(2008b); Kunneman and van den Bosch (2012)

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Word proximity (Khoo
1996)

Khoo (1996)

literature review was the causal clue technique. A similar technique, patterns, was the secondmost
frequent. Machine learning was a relatively unpopular technique, however with libraries such as
Hugging Facem and Flairs (Akbik et al. 2019b) that make the use of language models such as BERT
less complex is likely to increase the uptake of supervised methods to build applications. It should
be noted that two papers (Khoo 1996; Zhang et al. 2016a) created novel CRE techniques for their
applications.

The breakdown of corpora used in the applications of causal relations is shown in Figure 10. It
is clear from the chart is that the main corpora used are news and general corpora. Corpora are
considered general if they are large and have a mixture of text document types. This domination
by general and news corpora is due to applications that wish to resolve general problems such as
reasoning, or support applications that analyse or infer events from news. There were a number
of specialist corpora such as accidents and answers, which reflect the specific nature of the derived
applications such as to cause identification (accidents) and question-answering (answers).

The domination of general and news corpora may not last because of the advent of trans-
fer learning where small specialist corpora can be used to fine-tune large language models,
which in turn will be able to extract causal relations from the aforementioned specialist cor-
pora. This feature of large neural networks may in turn increase the popularity of supervised
machine learning techniques to extract causal relations as well as the development of niche
applications.

mhttps://huggingface.co.
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Figure 10. Breakdown of corpora used in causal relation applications.

4.10 Industry applications
The research literature has presented some possible opportunities for larger-scale applications
for industry. The most obvious application is the modelling of causal relations into a form of
background knowledge such as a knowledge graph or causal network which then can be used to
inform applications such as automated disease diagnosis system, trading systems and drug side
effects and interactions. There are several companies that are using these techniques to produce
novel applications because large text collections will have several non-obvious causal connections
which can be discovered through causal chains. Automated systems then can infer the impact of
a combination of drugs or the impact of an event on the stock market.

Event prediction can offer industry a way of predicting the outcome of decisions and govern-
ment policies. Large-scale news analysis using event prediction and graphs may allow for a better
understanding of foreign and domestic policy.

Finally, causal relations could be used to verify false claims in advertising such as health (Yu
et al. 2020). False advertising claims can be a laborious task to prove, and therefore an automated
system could be used to expedite false advertising legal processes.

Causal relations extracted from text offer industry an opportunity to create applications that
are difficult or not possible with current or traditional approaches.

5. Conclusion
This survey intends to demonstrate not only the applications of causal relations but also the
techniques available to extract causal relations and emotion causes as well as the labelled corpora.

The applications of causal relations span a wide number of domains, and because of the rela-
tionship between cause and effect event, causal relations can improve existing strategies. In several
applications such as event prediction, causal relations are an important source of information that
is unlikely to be captured in other information sources. These specific applications of causal rela-
tions are likely to have other applications in areas such as stock trading because of their ability to
infer future events based upon current knowledge.

This paper argues that some applications that are potentially suitable for a causal relation
approach are not documented in the research literature. These applications would be able to use
causal relations to reason about a domain and infer new knowledge that is absent in a single
document in the training literature. It is not possible to provide an authoritative list of applica-
tions, however, based on the information in the research literature it is a prediction of this paper
that applications such as estimating side effects of drug combination therapy, and public policy
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simulations would be good candidates. It should be noted that there are limitations to applica-
tions built upon causal relations. Applications that are likely to be successful will be able to use
inductive reasoning, where the future repeats the past. This will tend to favour physical systems
rather than social ones. In social systems, the agents will know the past and will react differently
to the same stimuli in the future. Also, systems, where information is private, are unlikely to be
successful.

The paper has not only discussed the applications of causal relations but how to determine the
applicability of a domain as well. An applicable domain will have source literature that is causal
relation dense, and these causal relations are consistent and do not vary over time. There are
no standard data sets that are suitable for all domains, but, likely, using a language model (pre-
trained) on large corpora will be a common starting point for causal relations application. These
models will use a transfer learning technique such as fine-tuning or domain adaption on specialist
corpora which will need to be collected for each project as the publicly available corpora are too
small and specialised. The experiments that need to be run are similar to that of generic machine
learning projects where hold-out or 10-fold cross-evaluation techniques are suitable to predict the
robustness of a model to predict unlabelled examples. The validation of the final application will
depend on the domain and application. The papers referred to in this survey provide examples of
application and domain-specific evaluations.

The applications of causal relations are an underused technique, and therefore there may be
areas that are not covered by this review, that could benefit from using causal information. It
is hoped that this article can stimulate the use of causal information in new areas where causal
relations are currently not used.

Any improvement of existing applications will be predicated upon the availability of causal rela-
tions. CRE strategies until recently have been simplistic, however with the advent of Transformers
with large language models such as BERT (Devlin et al. 2019), andmore recently MT-DNN (Liu et
al. 2019), as well as transfer learning frommodels trained on complementary domains themodern
techniques are likely to have higher precision and recall than their antecedents. The predomi-
nance of the use of Wikipedia in pre-training strategies is likely to assist causal relation strategies
as demonstrated by some of the classical CRE strategies that use Wikipedia (Hidey and McKeown
2016).

Causal relations can improve existing strategies, but it is an assertion of this survey that the
future direction of research should concentrate on the unique applications of the properties of
causal relations such as event prediction, knowledge representation and reasoning. The availability
of large corpora and cheap computing power should allow the construction of large models that
provide a detailed representation of a domain, and these large models should be able to improve
reasoning systems.
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