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Abstract

With the increasing demand for a personalized product and rapid market response, many
companies expect to explore online user-generated content (UGC) for intelligent customer
hearing and product redesign strategy. UGC has the advantages of being more unbiased
than traditional interviews, yielding in-time response, and widely accessible with a sheer vol-
ume. From online resources, customers’ preferences toward various aspects of the product can
be exploited by promising sentiment analysis methods. However, due to the complexity of lan-
guage, state-of-the-art sentiment analysis methods are still not accurate for practice use in
product redesign. To tackle this problem, we propose an integrated customer hearing and
product redesign system, which combines the robust use of sentiment analysis for customer
hearing and coordinated redesign mechanisms. Ontology and expert knowledges are involved
to promote the accuracy. Specifically, a fuzzy product ontology that contains domain knowl-
edges is first learned in a semi-supervised way. Then, UGC is exploited with a novel ontology-
based fine-grained sentiment analysis approach. Extracted customer preference statistics are
transformed into multilevels, for the automatic establishment of opportunity landscapes
and house of quality table. Besides, customer preference statistics are interactively visualized,
through which representative customer feedbacks are concurrently generated. Through a case
study of smartphone, the effectiveness of the proposed system is validated, and applicable
redesign strategies for a case product are provided. With this system, information including
customer preferences, user experiences, using habits and conditions can be exploited together
for reliable product redesign strategy elicitation.

In the age of web 2.0, plenty of e-commerce platforms have gained popularity and become the
main channels for consumers to share their experiences and views about products. This con-
tributes to a sheer volume of unbiased, widely accessible user-generated content (UGC).
Customers’ preferences, user experiences, and habits are very valuable information contained
in UGC that both reflect customers’ attitudes and reveal the reasons behind them. Also, most
platforms only allow validated purchasers to make comments, which ensures the credibility.
Therefore, exploiting UGC has been a very efficient and reliable way of customer hearing.
Many researchers have paid attention to this application in recent years (Zhu et al., 2011;
Eirinaki et al., 2012; Serrano-Guerrero et al, 2015; Balazs and Velasquez, 2016; Hou et al.,
2019; Zhang et al, 2019), and sentiment analysis is recognized as a powerful tool (Bagheri
et al, 2013; Wang and Wang, 2014; Poria et al, 2016b; Mirtalaie et al, 2018, 2019).
Coarse-grained sentiment analysis detects sentiments toward a subject as a whole.
Fine-grained sentiment analysis detects sentiments toward various aspects of a subject and
is more suitable for product redesign as different aspects about the product need to be ana-
lyzed individually. The exploitation of UGC is a domain-specific sentiment analysis task,
and domain-specific knowledges can be relied on to improve performance. In recent years,
UGC-based customer hearing with sentiment analysis has been a new trend for product rede-
sign. After sentiment analysis, the extracted customer preferences are useful in various ways,
including comparing competitive products and ranking products aspects by importance for
redesign (Ali et al, 2016; Wang et al., 2017a).

To extract customer preferences, fine-grained sentiment analysis typically involves feature
identification and sentiment estimation tasks (Bo and Lee, 2008; Ravi and Ravi, 2015).
Features refer to the aspects that customers concern about the product. For example, for smart-
phone, features include components like “battery”, functions like “call”, performances like
“lifespan”, etc. Fine-grained sentiment analysis of UGC is usually conducted with machine
learning-based methods or rule-based methods. The former approaches mostly use statistical
language models, like conditional random fields (CRFs) (Zhang et al., 2014; Wang et al.,
2017b), neural networks (Poria et al., 2016a), to extract semantic information from a corpus
of texts. Rule-based approaches often employ semantic rules and lexicons with expert
knowledges.
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To utilize extracted customer preferences for product redesign,
different mechanisms have been proposed, such as comparing
product alternatives, ranking them by satisfaction, and finding
weakness features (Guen and Juyoung, 2018; Cali and Balaman,
2019; Wu and Zhang, 2019; Zhang et al.,, 2019). Besides statistical
customer preferences extracted by sentiment analysis, product rede-
sign can be supported by other information from UGC. Customers’
experiences may reveal the reasons behind their attitudes. Their
using habits and conditions can help designers understand them
better. To exploit such information, some studies propose represen-
tative feedbacks selection mechanisms (Jin et al., 2016). However, a
major challenge is that most studies rely on high-performance sen-
timent analysis for further design decision making. Due to the
vagueness and complexity of language, state-of-the-art sentiment
analysis is not accurate enough, which makes it less applicable in
engineering practice (Chen et al, 2017; Sun et al., 2019). Recent
machine learning models like deep neural networks show promis-
ing results on big datasets, but text labeling is still burdensome
for efficient product redesign purpose. This paper focuses on tack-
ling this challenge, by combining enhanced sentiment analysis with
coordinated product redesign mechanisms. An integrated customer
hearing and product redesign system is proposed. Major contribu-
tions to the system are listed below:

« To promote sentiment analysis accuracy with no extra labeling
work, the system implements semi-supervised extraction of domain
knowledges from unlabeled texts and pros/cons labeled texts.

o After constructing a fuzzy product ontology of domain knowl-

edges, a novel ontology-based fine-grained sentiment analysis

approach is employed to exploit UGC.

Extracted customer preference statistics are used to automati-

cally establish opportunity landscapes and house of quality

(HOQ) table for redesign strategy elicitation.

o Interactive visualization of customer preference statistics and
representative feedbacks selection are combined to exploit var-
ious types of information from UGC, including preferences,
user experiences, using habits and conditions, etc.

The rest of the paper is organized as follows. In the section
“Related work”, related works of fine-grained sentiment analysis
and product design based on customer hearing are reviewed. In
the section “Integrated customer hearing and product redesign sys-
tem”, the proposed integrated customer hearing and product rede-
sign system is illustrated in detail, with examples carried on through
subsections to make the procedures easily understandable. In the
section “System evaluation”, a case study of smartphone is con-
ducted to evaluate the proposed system. In the section
“Conclusions and future work”, conclusions of this study, business
implications, and expectations for future work are given.

In this section, related literatures are reviewed. Studies of fine-
grained sentiment analysis for customer hearing are reviewed in
the section “Fine-grained sentiment analysis”. Studies of product
design based on customer hearing are reviewed in the section
“Product design based on customer hearing”.

Prior studies of fine-grained sentiment analysis usually employ
two types of approaches: machine learning based and rule
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based. Machine learning-based approaches often treat the task
as a multi-class classification problem and solve it with statistical
language models like CRFs (Zhang et al, 2014; Wang et al.,
2017b), neural networks (Poria et al, 20164a), and deep learning
models (Chen et al., 2017). Generally, the more complex and
powerful statistical models are, the greater amount of training
data is needed. Commonly used public datasets for fine-grained
sentiment analysis, such as SemEval, are not up to date for
product design decision making. They also contain very limited
product categories. Therefore, many other studies use rule-based
approaches for fine-grained sentiment analysis with UGC.

Rule-based approaches often conduct feature identification
and sentiment estimation tasks with respective semantic rules
(Jin et al, 2019). The sentiment estimation task usually calculates
continuous scores to denote sentiment orientations, that is, posi-
tive or negative, and the magnitudes of orientations. For example,
Hu and Liu (2004) proposed a set of rule-based techniques for
stepwise feature identification, noise elimination, and sentiment
estimation. Inspired by their work, many studies conduct feature
identification by first identifying candidate ones, and then filter-
ing. Lexicons like WordNet are often employed in procedures.
For example, Alrababah et al. (2017) first identify explicit opinio-
nated features using WordNet (Miller, 1995; Thelwall et al., 2010)
and sentiment strength estimator SentiStrength, then remove irre-
levant ones according to frequency and semantic knowledge. Liu
et al. (2018) first select candidate feature-sentiment pairs by
dependency syntax analysis, then filter them using pointwise
mutual information (PMI; Church and Hanks, 1990) with a
weighted hyperlink-induced topic search (HITS) algorithm.
After feature identification, sentiment estimation can be carried
out with sentiment lexicons, like SentiStrength and
SentiWordNet (Baccianella et al., 2010). To alleviate burden of
rule selecting and finetuning for rule-based sentiment analysis,
Liu et al. (2015) proposed a greedy algorithm and simulated
annealing, respectively, to select rules of grammar dependency
relations for feature identification. Their approach outperforms
the baseline CRF-based method.

Some studies try to make the use of different techniques or
fuse different knowledge sources. For example, Wu et al. (2017)
fused four types of resources into their machine learning model:
lexicons, multi-domain knowledges, unlabeled data, and labeled
data in a target domain. Lexicons account for generic sentiments,
such as “great” and “worse”. Multi-domain knowledges are fused
for the target domain, as similar sentiment patterns are shared
among similar domains. For example, “quick” and “durable” are
shared between the digital camera and smartphone domains.
Unlabeled texts are used to extract relational information. Their
work achieves high accuracy while using limited labeled data in
the target domain. As shown by the studies, fusing knowledges
is a very useful technique. As an efficient way of knowledge rep-
resentation and reuse, domain ontology is used by many related
studies (Gruber, 1993; Studer et al, 1998; Penalver-Martinez
et al., 2014; del Pilar Salas-Zarate et al., 2017). Lau et al. (2009)
designed and constructed a fuzzy product ontology to store
domain knowledges for product development. Lau et al. (2014)
further proposed to construct the fuzzy product ontology with a
learning algorithm. From unlabeled texts in the target domain,
product features are learned by Latent Dirichlet Allocation
(LDA)-based topic modeling, and taxonomic relations of features
are estimated with probabilistic methods. From pros/cons labeled
product reviews, non-taxonomic relations between sentiments
and product features are learned. They achieve promising
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sentiment analysis results using the fuzzy product ontology. Ali
et al. (2016) used a similar fuzzy domain ontology for sentiment
estimation.

A lot of studies, both rule-based and machine learning-based
methods, find that reusable expert knowledges are very promising
resource to enhance sentiment analysis, especially the structured
high-quality expert knowledges. They are usually devised manually
by experts, like in many rule-based methods, or extracted from
unstructured data by statistical models, then manually revised by
experts, like in the method by Wu et al. (2017) and many ontology
learning methods. Inspired by prior works, this paper fuses the
fuzzy product ontology, lexicons, and semantic rules in procedures
to enhance sentiment analysis in a low-cost way.

Customer hearing with sentiment analysis can be utilized to sup-
port product design strategies in various ways. With statistical
customer preferences, product alternatives can be investigated,
compared, and ranked by scores. For example, Guen and
Juyoung (2018) analyzed online comments to compare two cos-
metic products. Some studies integrate sentiment analysis with
multi-criteria decision making to rank product alternatives (Cali
and Balaman, 2019; Wu and Zhang, 2019). Customers’ prefer-
ences toward product features can be used to find weakness
parts. For example, Mirtalaie et al. (2018) analyzed customer
reviews to determine product features’ popularity. In another
paper (Mirtalaie et al., 2019), they aggregate sentiment analysis
results using a product ontology to help designers investigate
product weaknesses thoroughly. Zhang et al. (2019) also find
product weaknesses with online reviews using a structured prefer-
ence model. They further select to-be-improved features by con-
sidering engineering cost, redesign lead time, and technical risk.
Some studies integrate sentiment analysis with analytical tools
like the KANO model for product strategies (Zhang et al., 2018;
Li and Li, 2019).

In addition to customers preference statistics, some studies
exploit information like using conditions and user experiences.
Yang et al. (2019) considered user experience information as a
combination of facets: usage condition, related product features,
and user satisfaction. For example, for smartphone, “large screen”
can be a related product feature, “in the IT business” can be usage
condition, “positive feeling” can be user satisfaction. They extract
elements of different facets from texts and aggregate them. Then,
a directed acyclic graph (DAG)-based network is formed to
explore relations among the elements, such as how product fea-
tures and conditions jointly influence customer feelings. Hou
et al. (2019) also proposed a summarization model of multiple
user preference aspects about product, including emotions and
using conditions, to facilitate the inter-agreement of annotation
for related datasets.

For product opportunity mining, Ko et al. (2018) employed
topic modeling to identify product topics and construct a key-
graph based on topics co-occurrences. Chance discovery theory
is applied to find opportunities from the keygraph. Jeong et al.
(2019) established the opportunity landscape with sentiment
analysis on social media data, to identify opportunity levels and
improvement directions of product topics. Opportunity landscape
organizes factors, that is, product topics in a map according to
their importance and satisfaction scores. Their work inspires
other studies concerning the opportunity landscape, as well as
this paper. Choi et al. (2020) applied event detection and tracking
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(EDT), sentiment analysis, and establish opportunity landscapes
to find time-evolving product opportunities. These studies reveal
the promising application of customer hearing in product design.
Depending on the application scenario, different mechanisms
should be applied. Also, although most studies rely on sentiment
analysis results for further application, proper mechanisms can
help reduce the effect of inaccurate results. For instance, many
decision-making methods can handle fuzziness to some extent.
Representative feedback selection can also compensate for some
errors. Therefore, to support product redesign strategy while tack-
ling the defect of immature sentiment analysis, the proposed sys-
tem employs well-developed design decision-making tools, that is,
the opportunity landscape map and the HOQ table with senti-
ment analysis results. The system also combines the interactive
visualization of customer preference statistics and representative
feedbacks selection. Statistics are visualized by designers at multi-
levels while representative feedbacks can be generated in this
interactive process. These mechanisms are devised to supplement
each other to exploit various types of information from UGC.

The overall framework of the proposed integrated customer hear-
ing and product redesign system is shown in Figure 1. The system
comprises three modules: fuzzy product ontology construction,
sentiment analysis, and product redesign modules. A pool of
unlabeled texts is used to extract taxonomic relations of product
features and form the fuzzy product ontology hierarchy. A pool
of pros/cons labeled comments is used to extract non-taxonomic
relations between product features and context-specific senti-
ments. These extracted domain knowledges are stored in fuzzy
product ontology and are useful for both sentiment analysis and
product redesign modules. For the target UGC collected on the
internet, after text-preprocessing, fine-grained sentiment analysis
is applied which consists of feature-sentiment pair identification
and sentiment orientation calculation tasks. Extracted customer
preference statistics are in a uniform structure. In the product
redesign module, customer requirement parameters (CRPs) are
first summarized from fuzzy product ontology. Then, opportunity
landscapes and HOQ table are established based on statistics and
CRPs. Statistics visualization and representative feedbacks selec-
tion are conducted in an interactive and concurrent way. The
three modules are illustrated in respective subsections.

The structure of fuzzy product ontology proposed by Lau et al.
(2014) is adopted in this paper. An ontology is typically a hierar-
chical structure of concepts and relations, concepts as the nodes
and relations as the links. Fuzzy product ontology has product
features and context-sensitive sentiments as concepts.
Taxonomic relations of product features form the hierarchy, put-
ting subsumed features in the lower levels. For example, product
feature “hardware” subsumes “camera”, which further subsumes
“lens”. Then, “hardware” is in the highest level, while “lens” is
in the lowest level among these three, as shown in Figure 2.
Taxonomic relations described by fuzzy membership functions
can suit the conditions where product features are not strictly
taxonomic. For example, “camera” is also subsumed to “quality”
to some extent and less subsumed to “security”. To reflect such
relationships, the fuzzy scores of taxonomic relations connecting


https://doi.org/10.1017/S0890060421000147

298

Text-preprocessing

Candidate features
extraction

al £
) =

Unlabeled
comments

Two filtering steps

Phrase learning

Hierarchy learning

Taxonomic
relations learning

Feature -sentiment
relations
identification

Pros:

Feature -sentiment
relations filtering

Cons: —
Orientation score
estimation

Labeled

Non-taxonomic
comments

relations learning

Module 1
Fuzzy product
_ ontology construction

/

Siyu Zhu et al.

s 2

4 )
| Text-preprocessing |

A ¥
/% Feature -sentiment

. pair identification
> v
Sentiment orientation
calculation
Module 2

Sentiment analysis

2 \. J

g $

=

o (Featurel, sentiment): score @ @
é (Feature, sentiment): score Customer

QE_ preferences
| - \

Module 3

\_ Product redesign )

Fig. 1. Overall framework of the integrated customer hearing and product redesign system.

“camera” to “hardware” and “quality” are set higher than the
fuzzy score of relation connecting “camera” to “security”.

Context-sensitive sentiments are connected to product features
by non-taxonomic relations. Context-sensitive sentiments are
those terms that carry different sentiment orientations in different
contexts. For example, in the two sentences below, the term
“high” carries positive orientation in the first sentence and
negative orientation in the second sentence.

« This phone is extremely high quality.
« Battery consumption pretty high.

This example can be handled by two non-taxonomic relations:
(“quality”, “high”) with a positive score and (“batter consump-
tion”, “high”) with a negative score. The scores are in range
[-1, 1]. An example of fuzzy product ontology is shown in
Figure 2.

Fuzzy product ontology can enhance sentiment analysis in
multiple ways. The terms contained can be used as domain lexi-
con in ontology-based sentiment analysis. The taxonomic rela-
tions are useful to analyze customer preference statistics,
because product features at higher levels should be evaluated
not only by customers’ judgments toward them but also by judg-
ments toward their subsumed features. Low-level product fea-
tures’ performances can contribute to different high-level
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features, by aggregating preference statistics of them with fuzzy
scores to high level ones through the hierarchy.
Context-sensitive sentiments can improve sentiment analysis
accuracy, because for many domain-specific sentiment terms,
contexts need to be considered to estimate correct orientations.

Taxonomic relations learning

Product features and their taxonomic relations are learned from
unlabeled texts in the following steps. Generally, candidate fea-
tures are first extracted, then methods by Sun et al. (2019) are
improved to filter them to obtain final product features.
Taxonomic relations are learned by the subsumption-based
approach.

Step 1: Text-preprocessing. As collected texts may include repea-
ted content, spelling mistakes, emoticons, etc., preprocessing
them for candidate features extraction is necessary. Texts are
made into lowercase and tokenized into sentences. Each word is
checked with lexicon WordNet to remove mistake words and
emoticons. Stop words that are irrelevant to the product domain
are also removed. Part of speech (POS) tagging and stemming are
conducted with NLTK package.'

"http://www.nltk.org/howto/wordnet.html.
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Fig. 2. Example of the fuzzy product ontology.

Features are the informative
factors about product that people usually comment on. Therefore,
they tend to be mentioned more frequently in texts in the target
domain. Also, people usually express opinions or judgments
about features with a descriptive part of speech. Descriptive parts
and described subjects are usually near in texts. According to
above patterns, candidate features should be extracted as high-
frequency terms and appearing near a descriptive part of speech.
As indicated by linguistics and prior works, adjectives and adverbs
are mostly descriptive parts of speech about the subjects. Nouns
and verbs mostly demonstrate the subjects or subjects’ behavior.
In this paper, nouns and verbs that have high frequency and appear
near adjectives or adverbs are extracted as candidate features.

For example, in a sentence “excellent picture and sound qual-
ity”, “picture” and “quality” are tagged as nouns, and they dem-
onstrate the product features as subjects. The “excellent” and
“sound” are tagged as adjectives, and they describe product fea-
tures, respectively. In a sentence “but it did not work at all
abroad”, “work” is tagged as a verb which demonstrates a behav-
ior or function facet of the product. The “abroad” is tagged as an
adverb which describes the function. From the two sentences,
“picture” and “quality” are identified as candidate features.
Considering common usages, the empirical practice to identify
entities by POS is effective for a large corpus of texts.

Two words are nearby if their skip distance is less than W words.
W is determined according to linguistics. Frequency threshold value
a is applied to retain a limited number of terms, because the num-
ber of product features in the target domain is limited, despite the
size of dataset. The number of terms retained by a should be set
larger for larger dataset, due to more redundant terms involved. It
is important to note that some feature terms may have low fre-
quency and are not retained in this step. However, this does not
impact the extraction quality, because low frequency of being dis-
cussed by customers indicates low importance to customer satisfac-
tion. Setting a threshold is an efficient empirical practice. Also, some
low-frequency feature terms have synonyms that are more fre-
quently used and are retained instead. For example, some people
use “pics”, “pic”, and “photograph” for “picture”. The extracted
term “picture” can handle its synonyms in sentiment analysis, there-
fore low-frequency synonyms are redundant.

Candidate
features can involve redundant terms that are semantically irrelevant
to the product. Seed words are typical product features given by
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experts manually. They are precise but very limited. Candidate fea-
tures that are semantically similar to seed words are retained to filter
out those redundant terms. For the example in Step 2, the candidate
feature “picture” can be retained by a seed word “image”. “image”
can also retain terms “photo”, “graphics”, etc.

Lin-similarity of WordNet is used to measure semantic simi-
larity. WordNet is a lexicon that organizes word senses by taxon-
omy. Lin-similarity is based on the structure of WordNet and
information content (IC). The Lin-similarity score of two senses
syn; and syn, is computed in Eq. (1).

L - 2xIC(Ics) (1)
In(syny, syny) = IC(syn;) + IC(syny)

where IC(-) is the information content of the input node in
WordNet, lcs denotes the least common subsumer (most specific
ancestor node) of syn; and syn,.

Similarity measure for candidate feature f and seed words SW
is given below. Similarity measure threshold f is applied to filter
candidate features.

Sim(f, SW) = 1111 (Sim(f, swy)) 2)
SW = {swy, swy, ...sw,} 3)
Sim(f, sw;) = max  (Lin(j, j)) 4)
iE€synsets(f)
JjEsynsets(sw;)

where sw; is a seed word, synsets( - ) returns the word senses of an
input term. In WordNet, a word can correspond to several word
senses. The max function makes a similarity measure of f and sw,
be the maximum possible Lin-similarity score between word
senses of them, to retain any possible semantically similar
words to seed words.

After Step 3, retained candidate fea-
tures may include groups of synonyms, as indicated by the exam-
ple of “image” in Step 3. To filter out redundant ones, lemmas in
WordNet are utilized. Lemmas are different words that corre-
spond to the same word sense in WordNet. If a candidate feature’s
every word sense is expressed by other candidate features, then it
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sl Lousy Battery Life 11/4/2019 12:18:03 PM

Pros: Initially | was very pleased with this phone. It did everything it was supposed to do.
Excellent picture and sound quality. No connection problems. | really needed the dual sim
function, but it did not work at all abroad, even with a local sim card.

Cons: | bought this phone on November 23, 2017. It is now November 4, 2019, and the
battery is all but dead. If the battery power drops below 50%, the phone literally dies, just
shuts down--even if the battery power reads 48%. If you use the phone actively for two
hours, it needs to be recharged. Maximum battery life on standby is twelve hours. At just
under two years old, it barely qualifies as a mobile phone, because it is useless unless it

can be plugged in to something most of the time. My initial enthusiasm has turned to

Fig. 3. An example of the pros/cons labeled comment.

is redundant. For the example in Step 3, among the retained can-
didate features “photo”, “graphics”, and “picture”, “photo” has the
only word sense that refers to a representation of scene or person
recorded by a camera. This sense is also expressed by “picture”,
thus “photo” is redundant. Candidate feature f is determined
redundant if it satisfies the condition in Eq. (5).

Vsyn € synsets(f), lemma_names(syn) N SW # (5)

where lemma_names(-) returns the lemmas of input word sense.
After the above filtering steps, extracted product features are
the words, denoted as SF.

Step 5: Phrase learning. Phrases are usually domain-specific, such
as “dual sim”, “sim card”, and “image resolution”, and are impor-
tant domain knowledges. Phrase learning is carried out with pre-
processed data after Step 1, because words within the phrases may
have been filtered out in the above filtering steps, such as “dual”
and “sim”.

Candidate sequences of words are generated randomly from
preprocessed texts. Then, their probabilities are estimated and fil-
tered to become learned phrases. A candidate sequence p=
[word, ...word,] is learned as a phrase if the condition in Eq.
(6) is satisfied.

m, >3 and &>a (6)
Mp

where m,, is the number of sentences that contain every word in p,
n, is the number of sentences that contain p precisely, and a is a
hyper-parameter.

As in Eq. (6), a sequence’s frequency in sentences can be
directly used to estimate its probability. This is because the max-
imum sequence length d is small, often set 2 or 3 in practice, and
a short sequence can have numerous occurrences. Learned
phrases are denoted as PF. Extracted product features
F = SF U PF. In addition, some jargons are not standard words
but are domain-specific abbreviations. For example, “OS” for
“operating system” and “UI” for “user interface”. These are lim-
ited and easy to enumerate. The jargons are added manually.

Step 6: Hierarchy learning. A subsumption-based approach
(Anoop et al., 2016) is employed to learn taxonomic relations
of product features, to form the hierarchy of fuzzy product ontol-
ogy, as the example shown in Figure 2. For two product features f;
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and f,, their taxonomic relation is learned as in Eq. (7).

BCEES v, then fi subsumes f,
. nff
if (7)
n
ni > v, then f, subsumes f;
fuf2

where ny; is the number of sentences that contain fi, ny, is the

number of sentences that contain f,, ny 5, is the number of sen-

tences that contain both f; and f,, and y is the threshold value.
Learned taxonomic relations are denoted H, as in Eq. (8).

H = A{(fis sy} = (i f)img /mpp} ®)

where f; subsumes f; and s ) is the fuzzy score of this taxonomic
relation.

Non-taxonomic relations learning

Non-taxonomic relations between features and sentiments are
learned from pros/cons labeled comments. Those data can be col-
lected from some commercial websites, like newegg.com, where
customers are guided to make pros comments and cons com-
ments in separate areas. An example of the pros/cons labeled
comment is shown in Figure 3. Feature-sentiment relations are
identified and filtered based on the extracted product feature
terms in the section “Taxonomic relations learning” and mutual
information. Their orientation scores are estimated with relative
occurrences in pros/cons labeled comments.

Step 1: Feature-sentiment relations identification. Product features
are identified by the extracted product feature terms in the section
“Taxonomic relations learning”. Related sentiments are identified
around features within the sentences, with the following rules:

o Adjectives and adverbs are considered as sentiments.

o Related sentiments should be nearer to the features than other
sentiments.

o Related sentiments tend to appear ahead of the features.

« Only one sentiment should be identified for one feature.

The above rules are illustrated by the same example in taxonomic
relations learning steps. For “excellent picture and sound quality” as
a pros comment, “picture” and “quality” are identified product fea-
tures. The sentiment “excellent” and “sound” satisfy the first three
rules. “picture” and “sound” are also near, but “sound” should
only be related to “quality”. This can be ensured by the fourth


https://doi.org/10.1017/S0890060421000147

Artificial Intelligence for Engineering Design, Analysis and Manufacturing

301

[ word ] [ word ] [féatw'e ] [ word ] [ word ]

Preference order: 3rd Ist 2nd

rule. Therefore, two relations can be correctly identified: “excellent”
related to “picture” and “sound” related to “quality”.

Based on the above rules, a preference order is applied to iden-
tify the sentiment, as shown in Figure 4. Words around the fea-
ture are checked in this preference order, and the first identified
adjective or adverb is the related sentiment to the feature.
Identified feature-sentiment relation is denoted as ( f;, s;).

In the identified
feature-sentiment relations in Step 1, sentiments may be semanti-
cally irrelevant to the features. Such relations need to be filtered,
by computing their association strengths, that is, the strength that
the sentiment term is associated with the feature term. Using the
example in Step 1, if “very excellent picture and sound quality” is
given, “picture” and “very” are identified as a relation. “very” is
commonly used and not strongly associated with “picture”, thus
their association strength is low. Balanced mutual information
(BMI) developed by Lau et al. (2009) is utilized for this purpose.
Based on mutual information (Church and Hanks, 1990), BMI esti-
mates the association strength of terms by considering both the
term presence and term absence situations. The association strength
of feature-sentiment relation ( f, s;) is computed in Eq. (9).

Asso(f;, s;) = BMI(f;, ),

= Wagso X [Pr(fi, ;) 1082%
+ Pr(—f, —s;) logz%
— (1 = Waseo) X [Pr(f;, =s) 1o 2%
+ Pr(=f;, si) log 2%]

(€)

where w,, is a weight value, Pr (f;, s;) is the probability of f; pre-
sence and s; presence in a text window, Pr (—f;, s;) is the probability
of s; presence and f; absence in a text window. Pr (-) is the probabil-
ity of input term presence in a text window.

The weight factor w,g, determines the relative importance of
presence and absence situations. The text window is defined the
whole sentence in this paper. Probability is estimated as the frac-
tion of the number of sentences that satisfy the corresponding
condition to the total number of sentences. The threshold value
A is applied to retain feature-sentiment relations with high asso-
ciation strengths.

Basically, feature-sentiment
relations that usually occur in pros comments have positive orien-
tation scores and vice versa. For example, the comment “sound
quality” with very positive orientation is rarely found in cons
areas. Therefore, the orientation scores of feature-sentiment rela-
tions are estimated by their relative occurrences in pros or cons
labeled comments. The orientation score o; is computed for
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Fig. 4. Preference order to identify related sentiment to the
feature.

4th

feature-sentiment relation ( f; s;) in Eq. (10).

B P(fi, si) — N(fi, si)
%= Tnax {P(f, si), N(fi, si)} (1o

where P(f; s;) is the number of pros labeled sentences where ( f;,
s;) appears, N( f;, s;) is the number of cons labeled sentences where
(f» si) appears.

Orientation scores are in range [—1, 1]. Non-taxonomic rela-
tions with orientation scores are denoted as R ={( f;, s,):0;}.

Taxonomic relations of product features, and non-taxonomic
relations between product features and context-sensitive senti-
ments are the extracted domain knowledges, represented as

H= {(ﬁ,ﬁ):s(ﬂ,j)} and R ={(f;, s;):0;}, respectively.

A novel ontology-based fine-grained sentiment analysis approach
is employed to exploit UGC in this paper. To achieve low cost and
reliable customer hearing for product redesign strategy, domain
knowledges in fuzzy product ontology, general lexicons, and
semantic rules are fused to enhance sentiment analysis. After the
construction of fuzzy product ontology, no extra labeling work or
structured data are required. The results of sentiment analysis are
customer preference statistics toward various product features,
organized in the form of feature-sentiment pairs with calculated
orientations. Each feature-sentiment pair represents a judgment
to the product feature made by a customer. To differentiate the
feature-sentiment pairs from feature-sentiment relations in fuzzy
product ontology construction, the former is sentiment analysis
results of target UGC, while the latter is non-taxonomic relations
as domain knowledges utilized in sentiment analysis.

Accordingly, sentiment analysis procedure involves stepwise
text-preprocessing, feature-sentiment pairs identification, and sen-
timent orientations calculation. Text-preprocessing steps before
sentiment analysis are the same as those steps in fuzzy product
ontology construction, except that frequency threshold value « is
set lower, because target UGC dataset is much smaller than the
unlabeled texts dataset used in taxonomic relations learning.

In feature-sentiment pairs identification task, adjectives and
adverbs are taken as sentiments. To identify paired features,
both explicit and implicit features are considered. Explicit features
are the nouns or verbs appearing within neighborhood of senti-
ments. Implicit features do not appear but can be inferred from
specific sentiments. For example, in a sentence “really fast”, impli-
cit feature “speed” can be inferred from sentiment “fast”. Implicit
features are inferred by default feature-sentiment relations,
denoted as D={(df, ds;):do;}, such as (“speed”, “fast”): +1.
Default feature-sentiment relations supplement the non-
taxonomic relations R = {( f;, s;):0;} in fuzzy product ontology.

In the orientations calculation task, non-taxonomic relations R,
default feature-sentiment relations D, as well as sentiment lexicon
SentiWordNet are fused with rules. Calculated orientations are
finally reversed by negation expressions, such as “not” and “barely”,
detected within neighborhoods. The flowchart of the ontology-based
fine-grained sentiment analysis approach is shown in Figure 5.
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fuzzy product ontology in default relations None
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by SentiWordNet T S e e I
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Calculate orientation O,
2. SentiWordNet 3. Default relations

Fig. 5. Flowchart of the ontology-based fine-grained sentiment
analysis approach.

Sentiments are adverbs or adjectives, and the neighborhood of
sentiment is defined by the maximum skip distance of words.
Explicit features are identified within the neighborhood of senti-
ments, using product features terms in fuzzy product ontology. If
explicit feature-sentiment pairs cannot have their orientations cal-
culated, as explained in the section “Sentiment orientations calcu-
lation”, the explicit feature is skipped. If no explicit feature is
identified within the neighborhood, implicit features can be
inferred from default feature-sentiment relations. This is put in
the last order because default relations are predetermined and
may interfere with explicit features.

During the identification of explicit features, the following
principles need to be obeyed. Firstly, phrases should be priori-
tized, because they are more informative than single words con-
tained. The terms nearer to the sentiment should also be
prioritized, because more relevant contents tend to be nearer by
linguistics. For the same reason, explicit features should be nearer
to their paired sentiments than to other sentiments. Finally, the
terms that refer to more detailed concepts should be prioritized,
because they are more useful for product redesign.

To explain the above principles, three examples are given
below.

o The camera quality of this smartphone is good except dirty lens
when i received.

o It is really fast considering the price.

« Battery drops fast.

In the first example, “good” and “dirty” are tagged as adjectives in
preprocessing and are treated as sentiments. If the maximum skip dis-
tance is set 6, then “camera quality”, “camera”, “quality”,
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Reverse O; by negation expressions

v

Record (F;, S;): O;

“smartphone”, and “lens” are within the neighborhood of “good”.
“smartphone” and “lens” are within the neighborhood of “dirty”.
“smartphone” is a more general concept than other features. “lens”
is not paired with “good”, because it is nearer to sentiment “dirty”.
As phrases are prioritized, the explicit feature paired with “good” is
“camera quality”. Similarly, the explicit feature paired with “dirty” is
“lens”.

In the second example, “really” and “fast” are tagged as adverb
and adjective and are treated as sentiments. Since no explicit fea-
ture is identified, an implicit feature “speed” is inferred from a
default feature-sentiment relation (“speed”, “fast”), to be paired
with “fast”. There is no default relation concerning “really”,
thus it is discarded.

In the third example, “fast” is tagged as an adjective and is
treated as a sentiment. “drops” is first stemmed to be “drop”,
and identified as the explicit feature paired with “fast”.
However, this pair cannot have orientation calculated, as
explained in the section “Sentiment orientations calculation”.
Then, “drop” is skipped and “battery” is identified as the explicit
feature paired with “fast”. Since (“battery”, “fast”) can have orien-
tation calculated, the default relation (“speed”, “fast”) is not
applied, thus does not interfere.

The above principles are implemented as follows. Within the
neighborhood of sentiment S, if a term T corresponds to a
product feature term f in fuzzy product ontology, then f is iden-
tified as a candidate explicit feature. The phrase term T corre-
sponds to f if Eq. (11) is satisfied. The word term T
corresponds to f if Eq. (12) is satisfied.

If EPF,T=f (11)
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3f € SF, T € {lemma_names(syn)}snesynsets(f) (12)

Candidate explicit features [ f; 7] are sorted by putting phrases
before words. For phrases and words respectively, candidates are
then sorted in the ascending order of distance to S;. Then, each
candidate f; 1 in the sorted order is inspected by following rules,
to find the paired explicit feature F;.

Rule 1. If f; r is nearer to another sentiment, it is skipped.
Rule 2. If f; 7 is at a higher level in fuzzy product ontology than
another candidate, it is skipped.

The identified explicit feature-sentiment pair is denoted (F;
S). If (F; S;) cannot have orientation calculated, it is skipped
and the next candidate is to be inspected. If no explicit feature
is identified for S;, the default feature-sentiment relation D is
applied to infer implicit feature and orientation for S, as illus-
trated in Condition 3 in the section “Sentiment orientations
calculation”.

In Rule 2, the higher-level features subsume lower-level ones,
thus are considered less detailed. Correspondent f is used instead
of term T to be the explicit feature, to handle the synonyms. For
example, by doing this, “lense” and “lens” expressed by customers
are standardized as “lens”. This is useful for analyzing customer
preferences statistics later. The maximum skip distance K is
important for not only identifying explicit features but also
detecting negation expressions. If K is too small, the explicit fea-
ture for S; can be ignored. If K is too big, negation expressions
unrelated to (F;, S;) are falsely included. Our experiments show
that K should be set 5 normally. When language is more collo-
quial, K should be larger.

Sentimental knowledges are employed with rules to calculate sen-
timent orientations. For explicit feature-sentiment pairs, fuzzy
product ontology is considered before SentiWordNet to calculate
orientations. SentiWordNet is a general sentiment lexicon which
contains positive, negative, and objective orientation strengths of
word senses. This is because domain knowledges are more useful
than general knowledges in the target product domain. For
inferred implicit feature-sentiment pairs, default feature-
sentiment relations are applied.

To illustrate the above principles, examples in the section
“Sentiment orientations calculation” are used here. In the first
example, identified explicit pairs (“camera quality”, “good”) and
(“lens”, “dirty”) are firstly not found in fuzzy product ontology.
Then, according to SentiWordNet, “good” and “dirty” are strong
sentiments, and orientations of the two explicit pairs are calcu-
lated as —1, using the orientation strengths in SentiWordNet.

In the second example, the inferred implicit pair (“speed”,
“fast”) has orientation calculated as +1, using the orientation
score of the default relation (“speed”, “fast”): +1.

In the third example, the explicit pair (“drop”, “fast”) is not
found in non-taxonomic relations in fuzzy product ontology.
This may be due to that “drop” is not often mentioned together
with “fast” in pros/cons labeled comments, compared with “run
out”, “discharge”, etc. Then, “fast” is not a strong sentiment
according to SentiWordNet. Therefore, this explicit pair cannot
have its orientation calculated. After skipping the “drop”, the
next explicit pair (“battery”, “fast”) is identified. This pair is
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found in a non-taxonomic relation (“battery”, “fast”): —1, thus
its orientation is calculated as —1.

The above principles are implemented as follows. For the
explicit feature-sentiment pair (F, §;), Condition 1 and
Condition 2 are applied in order to compute their orientation
O;. If all explicit pairs within the neighborhood of §; fail for
Condition 1 and Condition 2, Condition 3 is applied to the
infer implicit feature and orientation for S;.

Condition 1. The explicit pair (F;, S;) is found in a non-
taxonomic relation, that is, Eq. (13) is satisfied.

El(fi, S,')IO,‘ € R, Fi :ﬁ, and Si =S; (13)

Condition 2. In the explicit pair (F;, S;), S; is a strong sentiment

according to SentiWordNet, that is, Eq. (14) is satisfied.

Jsyn € synsets(S;), Obj(syn) < max {Pos(syn), Neg(syn)} (14)

where Obj(syn) is the objective orientation strength of word sense
syn in SentiWordNet, Pos(syn) is the positive orientation strength
of syn, and Neg(syn) is the negative orientation strength of syn.
Condition 3. The implicit pair (F; S;) can be inferred for S;,
that is, Eq. (15) is satisfied.
3(df;, ds;):do; € D, S; = ds; (15)
In Condition 1, O is set as fuzzy score o;. In Condition 2, O; is
calculated in Eqgs (16) and (17). In Condition 3, df; is inferred as
the implicit feature F; for S;, and O; is set as default orientation
score do;. If Condition 3 is still not satisfied, S; is discarded, and
the next sentiment is processed with the same procedures.

O; = max {Oj gy |syn € synsets(S;), Obj(syn) (16)
< max {Pos(syn), Neg(syn)}}

Pos(syn) — Neg(syn)
max {Pos(syn), Neg(syn)}

7)

Oi,syn =

Finally, O; is reversed by negation expressions, as in Eq. (18).

Oi = Ol*(—l)n (18)
where # is the number of negation expressions detected within the
neighborhood of §;.

Negation expressions include typically “not”, “never”, adverbs
like “barely”, “hardly”, verbs like “fail”, “lack”, etc. They are inde-
pendent on POS and are useful for sentiment orientations mod-
ification in many cases. For example, in “not so bad” and
“spectacularly failed”, the negations “not” and “fail” can reverse
sentiment orientations correctly.

The novel ontology-based fine-grained sentiment analysis
algorithm is summarized in Figure 6. The output of sentiment
analysis is the feature-sentiment pairs with orientations, as cus-
tomer preference statistics, denoted as E = {(F;, S;):0;}.

In the proposed integrated customer hearing and product rede-
sign system, product redesign is supported by decision-making
tools, customer hearing statistics, and representative customer
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Fig. 6. Ontology-based fine-grained sentiment analysis algorithm.

https://doi.org/10.1017/50890060421000147 Published online by Cambridge University Press

Siyu Zhu et al.

Algorithm Ontology-based fine-grained sentiment analysis

Inputs: text-preprocessed target UGC

Outputs: customer preference statistics £ ={(F,S):0}

1:

for each identified sentiment S,

2. // feature-sentiment pairs identification

3: | determine the neighborhood of S as words within skip distance of K

4. | set n=0, Candi=2

5. | for each term 7 within neighborhood

6. | | if IfePFT=F then

% | add [ to Candi

8 | | endif

9, | | if IFeSF, T E{femma_names(syn)}.m.m_m”I then

10. | | add f to Candi

1. | | endif

12. | | if T inreverse expressions then

13. | | set n=n+1

14, | | endif

15. | end for

16. | sort Candi by putting phrases first, then in ascending order of distance to
Sn

17. | for each candidate f . in Candi

18. | | if f; nearerto another sentiment or at higher level than others then

19. | | continue

20. | | elseset (F.S)=(/.5)

2. | | break

23. | | endif

24, | end for

25, //sentiment orientations calculation

26. | if (F.S,) isdefined then

2. | | casel: (F.S) isfoundaccordantwith (f.s5):0, in R byEq(13)
then

29. | | set O =0,

30. | | case2: S isstrong sentiment by Ep (14) then

3L || calculate @ by Eq (16)and Eq (17)

32. | | default: clear (F,S), go to next iteration in line 17

33. | elseif S isfound accordant with (df,.ds,):do, in D then

4. || set (F,5)=(df..ds), O =do,

35. | | elsego tonextiteration in line 1

36. | | endif

37. | endif

38. | set 0,=0%*1)

39. | add (F,5):0 to E

40. end for
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feedbacks in a coordinated way. By summarizing CRPs from the
taxonomic relations of fuzzy product ontology, extracted cus-
tomer preference statistics are categorized and transformed into
multilevels. After that, design decision-making tools, that is,
opportunity landscape maps and HOQ table are automatically
established by the computing satisfaction score and the impor-
tance score for each CRP. Opportunity landscapes provide
insights into CRPs performances. The overall product evaluation
and importance of technical design factors are resolved from the
HOQ table. During preference statistics visualization, designers
can select target CRP and target feature to visualize, and the
target-related feedbacks as generated as representative ones.
Various types of information from UGC can be analyzed by
experts to facilitate the understanding of statistics.

Details of summarizing CRPs, design decision-making tools
establishment, preference statistics visualization and representative
feedbacks selection are explained in the respective subsections.

In definition, a CRP is a term that can represent a category of cus-
tomer requirements, like “aesthetic”, “quality”. CRPs are utilized
to categorize customer requirements about the product, to help
designers understand customer requirements, and to evaluate
the product systematically. In the proposed system, CRPs are
also utilized to organize extracted customer preference statistics
into levels to simplify the visualization and analysis of them.
Visualization and analysis can be conducted at both the CRP
level and the feature level. In addition, CRPs are referred to as
the customer requirement factors in opportunity landscapes and
HOQ table establishment.

A CRP group contains all the related product features of that
category. The summarization process for related product features
is setting initial ones in the CRP group, and adding all their child
nodes in fuzzy product ontology into the CRP group. For the
initial CRP group, denoted as Gcgp, the feature f; is added as a
child node of f, if Eq. (19) is satisfied.

Hf S GCRP and (f,,f])Sﬁ,f; S H,f :f, (19)
Gcrp is expanded dynamically. When no features can be added,
the summarization process is finished. The algorithm of summar-
izing CRPs is shown in Figure 7.

Design decision-making tools, that is, opportunity landscapes and
HOQ table are established based on customer preference statistics.
CRPs are the customer requirement factors used in both tools.

As explained and established in prior works (Pinegar, 2006; Jeong
et al., 2019; Choi et al., 2020), opportunity landscapes map customer
requirement factors into the over-served, under-served, and appro-
priately served regions, according to their importance and satisfac-
tion scores. A schema of the opportunity landscape is shown in
Figure 8. Importance and satisfaction are the axes. The over-served
region indicates relatively low importance and high satisfaction.
The under-served region indicates relatively high importance and
low satisfaction. The appropriately served region indicates the bal-
ance. Typically, an opportunity landscape is established for each tar-
get product, to reflect its distribution of factors in regions.

Region boundaries are defined by average importance and
satisfaction scores of factors, that is, CRPs. For each CRP, the
importance score is computed in Eqs (20)-(23), the satisfaction
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score is computed in Eqs (24) and (25).

impo’cgp — min (impo’;)
1

i = 20
TmpocRe max (impo’;) — min (impo';) 20)
1 1
impo’crp = Pcrp + Ncrp (21)
Pcrp = [{(F;, $i):0; € E|F; € Gerp, O; > 0} (22)
Ncre = [{(F, S$i):0; € E|F; € Gepp, O; < 0} (23)
2xsatis'crp — min (satis’;) — max (satis’;)
satiscpp = .1 - .1 (24)
max (satis’;) — min (satis’;)
1 1
SatiS/CRp = Z O; (25)

(F;,S:):0;€E,F;€Gcrp

where E is the extracted customer preference statistics for target
product.

Computed importance scores are in range [0, 1]. Satisfaction
scores are in range [—1, 1]. The average importance score is
denoted as impo, and the average satisfaction score is denoted
as satis. The boundary line between the under-served region
and the appropriately served region is defined by two points:
(impo, —1) and (1, 1) in the schema. The boundary line between
the over-served region and the appropriately served region is
defined by (0, satis) and (1, 1). In this way, the CRPs located in
the under-served region are those with larger importance than
the average, but get disproportionate satisfaction. The over-served
and appropriately served regions have corresponding properties.
Therefore, opportunity landscapes can provide insights into
CRPs. Under-served CRPs are the weaknesses that should be
prioritized in a redesign phase. Over-served CRPs are the high-
lights that exceed customers’ expectation. Stabilizing them can
strengthen customers’ appreciation and brand loyalty.

HOQ table is a widely used tool for managing design quality,
as the core of quality function deployment (QFD). It maps CRPs
and technical parameters (TPs) with a matrix to reflect their
interconnections. The typical structure of HOQ table is shown
in Figure 9. In product evaluation, several target products can
be analyzed together.

In the traditional way of HOQ table establishment, the CRPs,
weights of CRPs, and product evaluation are defined by experts,
which introduces subjectivity. In a proposed system, these param-
eters are resolved from customer preference statistics.
Summarized CRPs in the section “Summarizing CRPs” are
directly used in the table. Weights of CRPs are defined as the
total number of judgments toward them made by customers, as
in Eq. (26).

WeightCRP = Z iInpc'/CRP>pr0c1uct (26)

product

where impo’crp product i the impo’cgp for target product.
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Algorithm Summarizing CRPs

Inputs: H of fuzzy product ontology

Outputs: CRPs, G, for each CRP

1. generate CRPs and initial G, for each CRP

2. for each CRP

Fig. 7. Summarizing CRPs algorithm.

3. | foreach feature [ in Gy

4 | | if ¥ Gy and(f,f):5,, €H.f=f then
5. ] | add f, to G

6. | | restart iteration in line 3

7. | | endif

8. | endfor

9. | set G. asoutput CRP group for the CRP

10. end for

'y
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Fig. 8. Schema of the opportunity landscape.

Product evaluation results are in terms of CRPs and are deter-
mined as satis’crp product- Satis'crp product is the satis’crp for target
product. In addition, roof parameters, TPs, and their specifica-
tions are defined by experts (Han et al, 2004; Chen and
Chuang, 2008; Zhang and Liu, 2016; Trappey et al, 2018).
After that, the overall product evaluation, importance of TPs,
and their relative importance can be resolved using HOQ formu-
las (Wasserman, 1993). The automatically established HOQ table
is useful for redesign strategy elicitation, by integrating different
types of information about products and engineering phase.

Preference statistics visualization and representative feedbacks
selection

Customer preference statistics are interactively visualized by
designers at the CRP level and the feature level. During visualiza-
tion, representative feedbacks are concurrently generated. The
process is as follows.

For target product, customer preferences statistics at the CRP
level are the number of positive judgments Pcgrp and the number
of negative judgments Ncrp about CRPs made by customers.
They are calculated as shown in Eqs (22) and (23). According
to the CRP level statistics and established opportunity landscape,
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Fig. 9. HOQ table structure.

designers can select a target CRP of their interest for further
inspection. Typically, designers select a target CRP from the
under-served region as one that has very low satisfaction and
high importance, as a coarse-grained weakness.

For target CRP, customer preferences statistics at the feature
level are the number of positive judgments and the number of
negative judgments about product features within the CRP
group made by customers. For product feature f, the number of
positive judgments Py is calculated in Eq. (27), and the number
of negative judgments Ny is calculated in Eq. (28).

Py = |{(F;, $):0; € E|F; = f, O; > 0} (27)

Ny = [{(F;, $;):0; € E|F; = f, O; < 0} (28)

According to the feature level statistics, designers can select a
target feature of their interest. Then, customer feedbacks that
mention the target feature are generated as representative ones.
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Purpose Source Products Comments Labeling
Taxonomic relations amazon.com 980 99,158 /
Non-taxonomic relations newegg.com 36 1,099 Pros/Cons 557/542

Table 2. Dataset statistics for sentiment analysis

Table 3. Product feature terms learned

Product Positive Negative
name Comments judgments judgments
Product A 394 352 82
Product B 383 464 93
Product C 388 789 114

Typically, designers select a target feature as one that also has low
satisfaction and large importance, as a fine-grained weakness.

Representative feedbacks selection strikes a balance between
information extraction quality and text processing efficiency.
Feedbacks can contain information like user experiences and con-
ditions that are hard to process. Such information can reveal the
reasons behind preferences statistics. Also, inspecting feedbacks
by experts can compensate for some errors caused by the senti-
ment analysis algorithm.

The statistics and representative feedbacks facilitate the use of
the opportunity landscape. For example, the feature level statistics
can help find the main contributor to a CRP’s location in the
opportunity landscape. According to the opportunity finding the-
ory, the degree of being appropriately served can be measured by
factors’ distances to boundaries. Therefore, weaknesses may also
be those in the middle region. Comparing the statistics and feed-
backs can help find those weaknesses.

The proposed integrated customer hearing and product redesign
system is evaluated with a case study of smartphone. Fuzzy
product ontology construction and sentiment analysis experi-
ments are conducted with respective datasets and algorithms.
They are introduced in the first subsection. Product redesign
evaluation is based on the results of the former subsection.

Datasets for fuzzy product ontology construction are from online
customer comments on different platforms. Customer comments
are more relevant to customer satisfaction toward the product
than the contents on blogs, forums, etc. Unlabeled comments
for taxonomic relations learning are collected from amazon.com.
Pros/cons labeled comments for non-taxonomic relations learn-
ing are collected from newegg.com. Python package urllib® is uti-
lized for data collection. Datasets statistics for fuzzy product
ontology construction are given in Table 1.

Dataset for sentiment analysis is originally constructed, since
no benchmark dataset is available for fine-grained sentiment

2https://docs.python.org/3/library/urllib.html.
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Type Feature terms

Words button, hardware, phone, screen, Internet, keyboard,
processor, color, battery, game, use, radio, system, length,
interface, WiFi, change, software, function, noise, OS, drop,
appearance, install, lag, music, fingerprint, size, image, type,
quality, speed, camera, voice, convenience, look, display,
message, performance, weight, design, CPU, update,
speaker, sound, work, resolution, sensor, signal, storage,
download, text, call, break, connection, glitch, crack, audio,
video, charge, operate, problem, headphone, scratch,
charger, security, freeze, GPS, heat, location, reliability, fail,
width, hear, bluetooth, Ul, setup, lifespan, efficiency, unlock,
volume, response

Phrases video call, voice texting, customer service, side button,
Google apps, factory reset, front face, location service,
Google tech, signal reception, wireless charging, portrait
mode, rear camera, screen quality, camera quality, finger
reading, face recognition, night mode, photo quality,
Internet access, volume control, headphone jack, image
quality, ringer volume, aspect ratio, night sight, processing
power, face rec, call screening, call quality, audio quality,
form factor, screen calling, battery life, voice recognition,
Apple pay, picture quality, SD card, sound quality, screen
call, image processing, drop call

analysis about the smartphone product. Specifically, online cus-
tomer comments about three smartphones are collected from
amazon.com, then manually annotated by experts via cross check-
ing. For better validation, annotations given by individual experts
need to be consistent, or have their differences solved by all
experts to become final annotations. The constructed dataset is
made public,” to ensure credibility and facilitate future studies.
Three smartphone products are denoted as Product A, Product
B, and Product C, respectively, to avoid commercial aspects.

For each product, 400 comments posted between July 10 and
December 31, 2019 are randomly collected. To improve dataset
quality, collected comments are checked by the conditions
below to become valid comments.

1. The comment is not a repeated one.
2. The comment contains more than 10 words after stop words
removal.

A total of 1165 valid comments are finally obtained and anno-
tated. Dataset statistics for sentiment analysis are given in Table 2.
Positive or negative judgments are the oriental judgments toward
features. Since the novel ontology-based fine-grained sentiment
analysis is not based on the statistical model, class imbalance
does not affect its performance. Benchmark methods that build
on statistical models, that is, SVM and RNN models, handle
class imbalance by rescaling.

*https://data.mendeley.com/datasets/797tygyzbn/2.
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Table 4. Examples of non-taxonomic relations learned
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Feature Sentiment Orientation Feature Sentiment Orientation
Battery removable 1 storage expandable 1
new 0.667 accessible 0.5
dead -1 adaptable 0.667
dual 0.5 portable 1
fast -1
Image stable 1 speaker loud 1
wavy 1 dirty -1
burnt -1 single -1
Quality sound 1 lifespan long 1
poor =1 strong 1
Use easy 1 screen big 0.875
moderate -0.5 large 0.6
Unlock able 1 processor fast 1
unable -1 waterproof 1
Video slow -1 internet slow -1
Sensor rapidly 1 audio weak -1
Music free 1 compass free 1
Table 5. Sentiment analysis evaluation fuzzy score of”(‘ battery”, “fast”) is -1, th”ls_ is because the common
usage of “fast” in the context of “battery” is to refer to that battery
Method Acc R P F1 discharges fast, which is negative and put in cons. Other usages
such as “battery charges fast” are rare, thus are ignored by a sta-
0, 0, 0, v o 4. .
SYM 63.40% 71.65% 60.89% 65.83% tistical method. This may lead to errors when the rare usages
RNN 66.28% 81.55% 58.64% 68.22% occur, but the statistical method is correct in most cases and is
OBPRM 25.70% 75.99% 78.37% 27.16% efficient. The results reveal that ‘the cons'tructed fuzzy product
ontology does not represent precise domain knowledges but are
Proposed method 82.49% 84.02% 81.61% 82.80%

In taxonomic relations learning, the maximum skip distance W
between nearby words is set 10. Frequency threshold « for filter-
ing is 80. Similarity measure threshold f is 0.35. Hyper-parameter
a for phrase learning is 0.9. In non-taxonomic relations learning,
weight w,q, is 0.7. Association strength threshold 4 is 0.57.

With the above settlement, a total of 124 product feature terms
are finally learned, like 82 words and 42 phrases. They are listed in
Table 3. A total of 148 pairs of taxonomic relations are learned.
The terms are mostly relevant to the smartphone product and
can cover most aspects. Synonyms are avoided successfully in
words. Phrases are meaningful, many of them are familiar jargons
about smartphone. Some phrases are about the brand, marketing,
and services, like “customer service”, “apple pay”, “google tech”,
and they can be used for multi-faceted customer hearing.

A total of 55 pairs of non-taxonomic relations are learned.
Examples of them are listed in Table 4. Many meaningful context-
sensitive sentiments for related features are included. Some of
them are generally commendatory or derogatory, but this does
not affect sentiment analysis, which can handle this by fusing gen-
eral and domain knowledges. It is important to note that non-
taxonomic relations are learned from customers’ common usages
of context-sensitive sentiments in pros and cons. For example, the
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the efficient summary of them.

The constructed fuzzy product ontology is not huge in size, as
summary domain knowledges. In this case study, it is evaluated as
effective and valuable by experts. It can be further improved and
standardized to be reusable. The above experimental results vali-
date the credibility of fuzzy product ontology, as well as the effec-
tiveness of the semi-supervised learning algorithm. The results
also show that the datasets chosen for fuzzy product ontology
are suitable. Although pros/cons comments are labeled by custo-
mers who may not strictly fill comments in respective areas, the
dataset quality is well enough for fuzzy product ontology con-
struction. In practice, for different products, datasets can be
settled in a similar way to this case study.

The novel ontology-based fine-grained sentiment analysis method
is carried out with fuzzy product ontology constructed in previous
experiments. The SVM based method (Joachims, 1998), the RNN
based method (Al-Smadi et al., 2018), and the OBPRM method
(Lau et al., 2014) are used for comparison. The SVM model is
widely used in machine learning-based sentiment analysis. The
RNN model is another statistical model, which is suitable for
sequence processing tasks like language processing, and can be
light weight. OBPRM is a rule-based method and also supervised
by ontology. The first two methods employ individual models for
each feature and use combined models to predict for all features
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Fig. 10. Feature-level sentiment analysis accuracy.
Table 6. Customer preference statistics of three smartphones for 15 highest occurrence features
Product A Product B Product C
Feature Pairs Orientation Feature Pairs Orientation Feature Pairs Orientation
Work 33 0.576 work 36 0.889 camera 115 0.826
Speed 32 0.750 speed 35 0.429 battery 7 0.506
System 31 0.097 battery 33 0.636 speed 59 0.661
Battery 22 0.909 screen 32 0.813 screen 40 0.500
Screen 17 0.529 camera 26 0.615 use 33 0.939
Use 16 0.625 system 21 0.143 image 32 0.875
Camera 16 0.375 image 19 0.684 quality 30 0.667
Image 16 0.875 look 17 0.647 work 27 0.926
Quality 14 0.714 convenience 16 0.875 size 20 0.300
Size 9 0.556 quality 13 0.385 weight 19 0.895
Convenience 7 0.714 charge 11 0.818 system 19 0.579
Performance 6 0.667 fingerprint 10 0.400 charge 15 0.733
Weight 6 1.000 color 8 1.000 fingerprint 15 1.000
Fingerprint 5 -0.200 use 8 0.500 convenience 13 0.846
Memory 4 0.500 size 8 0.500 display 10 0.600

by a sentence. The OBPRM method is supervised by the con-
structed fuzzy product ontology.

Experiment results of four methods in terms of accuracy (Acc),
recall (R), precision (P), and Fl-score (F1) are listed in Table 5.
The proposed sentiment analysis method has the best perfor-
mance by four measures, with accuracy and F1-score outperform-
ing OBPRM by 6.79% and 5.64%, respectively. For 10 highest
occurrence features, four methods are compared in terms of accu-
racy, as shown in Figure 10. The proposed sentiment analysis
method has steady performances on all features. It reaches the
highest accuracy for most features.

Experimental results show that machine learning-based
methods, that is, SVM based and RNN based, have generally
worse performances than rule-based methods and are unsteady
among different features. These may be due to the limited training
data. In addition, labeling work is required for statistical models
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in practice. Compared with OBPRM, the proposed method has
several major modifications that contribute to improved perfor-
mance. (1) Semantic rules and WordNet are employed for fea-
tures identification and filtering, instead of probabilistic
generative models. The improved rules are more suitable in the
specific product domain. (2) Verbs and phrases are both included
in taxonomic relations learning and sentiment analysis. Verbs are
frequently used by customers to describe functions or behaviors
but are not included in many studies. Phrases are also frequently
used and are crucial for domain-specific concepts. (3) Semantic
rules in sentiment analysis are improved, such as prioritizing low-
level features and phrases, filtering candidate explicit features
according to linguistics, and the use of default feature-sentiment
relations.

Despite the improvement, the sentiment analysis accuracy is
still unsatisfactory. In particular, many errors are caused by failing
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Table 7. Summarized CRPs

CRPs Product features contained

Aesthetic ratio/length/width/look/screen/size/color/form
factor/design/button/

Camera camera/rear camera/resolution/night sight/night

mode/portrait mode

Communication type/WiFi/connection/signal/bluetooth/internet/

message/video call/call screening

Convenience convenience/use

Hardware battery/storage/processor/headphone/speaker

Multimedia audio/game/music/video/image/sound/volume/
radio

Quality lifespan/performance/problem/Ul/crack/heat/glitch/
crack/fail/noise/reliability/break/freeze/image
quality/audio quality/camera quality/sound quality/
drop call

Security fingerprint/face recognition/GPS/unlock/sensor/
location/voice recognition

Software system/OS/update/keyboard

Speed speed/response/efficiency

to identify negation expressions. For example, in sentences “can’t
be better” and “can be better”, orientations calculated are the
opposite to customers’ original meanings due to false negations.
Also, in some situations, sentiment terms are absent, but senti-
ments are still expressed by specific expressions. Such sentiments
are falsely neglected. For example, in sentences “dropping the
phone does not break it”, “it cracked the screen”, due to the
absence of sentiment terms, sentiments are neglected by the algo-
rithm. But such phenomena described can still express customers’
judgments or sentiments toward some product features. In fact,
hidden sentiments are often involved in the target domain.
Mining such sentiments requires advanced domain knowledges.
Some complex language usages, like sarcasm, exaggeration and
comparing with other products further complicate the sentiment
analysis task, as in the example “the camera of this phone is as
good as my webcam on my century old laptop”. As reflected by
the above examples, sentiment analysis techniques currently still
face tough challenges and are unable to achieve accurate customer
hearing. Therefore, sentiment analysis results need to be utilized
in proper mechanisms. The extracted customer preference statis-
tics of three smartphones are further utilized in the section
“Product redesign evaluation” for product redesign. Statistics for
15 highest occurrence features are listed in Table 6.

According to the section “Feature-sentiment pairs identification”,
CRPs are summarized based on the constructed fuzzy product
ontology. They are the factors by which designers understand cus-
tomer requirements, and product features in the CRP group can
be understood as contributors to that factor. As listed in
Table 7, summarized CRPs cover most aspects about smartphone
that customers can reflect on, and they are distinctive from each
other.

Based on the customer preference statistics of three smart-
phones, the importance scores and satisfaction scores for CRPs
are computed. After that, opportunity landscapes for three
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Fig. 12. Opportunity landscape map for Product B.

products are automatically established, as shown in Figures 11-
13. Because importance scores and satisfaction scores are normal-
ized with respect to each product, each landscape reflects CRPs
individually for that product. For example, landscape for
Product C has the most even distribution of CRPs. Among the
under-served CRPs, “hardware” has largest importance and lowest
satisfaction, thus should be prioritized in Product C redesign
phase. Product A and Product B have “aesthetic” in under-served
regions. “aesthetic” has highest importance and disproportionate
satisfaction, thus should be treated as major weakness for these
two products. Likewise, opportunity landscapes can provide valu-
able insights into individual products for redesign strategies.

An HOQ table is automatically established according to the
section “Summarizing CRPs”, as displayed in Figure 14. In
product evaluation, products can be directly compared in terms
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Fig. 13. Opportunity landscape map for Product C.

of CRPs, and their overall evaluations are resolved. Generally,
Product C exceeds Product A and Product B. Product C has an
obvious advantage in “software”, as well as in “camera” and
“security”. Product B is worst among the three products, although
it has the advantage in “aesthetic”. By taking into account the cor-
relation matrix and resolved TP importance, redesign strategies
can be elicited. For example, to improve Product B, “power ampli-
fier” should be prioritized, because it has relatively large impor-
tance and influences two weaknesses of Product B, that is,
“communication” and “quality”. The “application processor”
and “structure design” should be highlighted for all products,
because they have largest importance. Redesign strategies can be
supported by the HOQ table likewise, by integrating customer
hearing results and engineering factors in respective areas.

311

Select product: [Smartphone B |

80.0 B positve(P)
70.0 negative(N)
60.0
50.0
40.0
30.0
20.0
B J1]
0.0 i
10.0 3 iy ' =
IR G R R R S T S
::.'Q) D\\\u é?‘\} bq\.b dsi\ \)&\.{‘\.b \\'_‘:‘"& Qé\ {\\G‘\
TLES S S W S F e
& S &
& “
o
CRPs

Fig. 15. Summarization of CRPs for the selected product.

For interactive preference statistics visualization and representa-
tive feedbacks selection in the case study of smartphone, an interface
is especially developed, as shown in Figures 15 and 16. Firstly, a tar-
get product is to be selected by designers. Product B is selected here
as an example. Then, the customer preference statistics of Product B
at the CRP level are fetched and displayed by the interface, as shown
in Figure 15. “aesthetic” and “hardware” receive most judgments.
“hardware” receives more negative ones than “aesthetic”.
Combining the opportunity landscape for Product B in Figure 12,
which locates “aesthetic” in the under-served region, and locate
“hardware” near the boundary, it is known that both CRPs should
be recognized as coarse-grained weaknesses of Product B.

After that, a target CRP is to be selected by designers. “hard-
ware” is selected here as an example. Then, customer preference
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.. . |0:3, middle
+:positive correlation ©0:9, strong
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aesthetic 254 Py (=) @] 0.69 0.79 0.56
camera 170 [e] A 0.38 0.61 0.84
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convenience | 36 (o] Q o o] 0.71 0.88 0.85
hardware 231 o) A [} o o) 0.65 0.61 0.45
multimedia 89 Fa¥ (o] O Q 0.80 0.60 0.73
quality 132 O Fa o (8] Jay 0.67 0.35 0.51
security 49 (o] Q Q (o] -0.56 0.53 0,91
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Fig. 14. HOQ table for three smartphones.
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Select CRP of product:

Feature Pos Neg
All 49 12
battery 27 6
éharge 10 1
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Positive reviews about selected feature:

Amazing phone! to think that I was going to get hitched with  »
t-mobile payment plan. decided to give this a try and boy, o

boy. I am glad. the battery will last from 3 to 4 days, the

camera is amazing, the size impresive, the bluethooth is

fantastic. and the processor fast enough for my games and

apps. you can use two apps at the same time, such as check
your email and surf the web.I love it'would recommend to

sound 3 0
storage 2 0 anybody.\n
memory 1 1
speakef 1 1
hear 1 0
volume 1 0
headphone 1 0

Since Iphone3 I was a huge fan of Apple products. Used
Jiphone since then. After I phone 7S, I realized that appleis

Negative reviews about selected feature:

but I would just beware of this phone. It would be better to A

look for other mid-range phones with better specs.\n

The processor is apparently weak, not enough to handle
games or fancy apps. The phone. however, is good enough to
handle almost all the essential jobs like calling. taking photos,
listening to music, navigating, etc.\n

This phone is a fraction of the price of modern flagship. top-
of-the-line, smartphones, but it works really well considering
the price.I\xe2\x80'x99ve had this phone for a couple of days

Fig. 16. Representative reviews for the selected CRP and target feature.

statistics at the feature level, about product features within the
“hardware” group are fetched and displayed by interface, as
shown in Figure 16. Among the features, “processor” receives
more negative judgments than positive ones. It is selected here
as a target feature by designers. Representative feedbacks of
Product B concerning “processor” are concurrently generated,
as displayed beside feature-level statistics. By applying the above
steps interactively, comprehensive analysis for multiple products
can be conducted.

From representative feedbacks, information about user experi-
ences, using conditions and habits can be revealed. For example, a
customer’s using habits concerning the processor include “check-
ing email”, “surf the web”, “game and fancy apps”, etc. A cus-
tomer mentions that “use two apps at the same time” is how he
or she uses it. Mining such information for expert analysis is
essential for making a valid redesign strategy. To illustrate with
an example, a customer criticizes the processor as “not enough
to handle games and fancy apps”. However, he/she praises the
smartphone for being good enough to handle essential jobs.
According to expert knowledges, the games and fancy apps
require high-profile graphics processing unit and big internal sto-
rage. Their performances are also concerned with factors like
CPU frequency and compatibility. These configurations of smart-
phone designed for “deep users” are different from those designed
for ordinary users. Therefore, to attract deep users, Product B
need to be redesigned in many other parts accordingly, such as
battery mode, body size, and thermal design. The example
shows that advanced expert knowledges are crucial to interpret
customer feedbacks rightly, to make reasonable conclusions.
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Representative feedbacks selection, therefore, strikes a balance
between efficiency and reliable strategy making.

Besides, preference statistics visualization and representative
feedbacks supplement each other. Statistics summarize customer
preferences, while representative feedbacks with details can help
designers understand the reasons behind preferences. For exam-
ple, “hardware” of Product C has high satisfaction by statistics.
By inspecting the “hardware” group features and representative
feedbacks, it is found that “headphone jack” is a big contributor
to the high satisfaction. The free headphone jack is an attractive
point. In terms of other features within the “hardware” group,
the three smartphones have similar performances. Therefore,
this needs to be improved for Product A and Product
B. Similarly, “camera” of Product C has highest satisfaction
among three products by statistics. By inspecting “camera”
group features and representative feedbacks, it is found that
many customers praise the camera for its “night sight” mode.
As described by customers, it clearly captures scenery and
makes photograph graceful in adaption to the dark environment.
In terms of photography technology, Product A and Product B
also have “portrait mode” to elevate quality, but receive unsatis-
factory feedbacks. Therefore, the strategy to elevate “camera” per-
formance for Product A and Product B is to improve
computational photography technologies, rather than the “camera
module” within hardware or “power manage”.

For another example, “quality” of Product B has lowest satis-
faction. By inspecting the “quality” group features and representa-
tive feedbacks, it is found that “drop call” is the main reason for
this. Despite this defect, many features in “quality” group, like
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“sound quality” and “lifespan”, receive very positive judgments.
Therefore, fixing the “drop call” issue is primary for Product B
redesign. As illustrated by the case study, coordinately devised
product redesign mechanisms can effectively support redesign
strategy, with various types of information provided, and compre-
hensive analysis enabled.

In recent years, exploiting UGC with sentiment analysis technol-
ogy becomes an effective and promising way of customer hearing.
To promote applicable customer hearing for product redesign, an
integrated customer hearing and product redesign system is pro-
posed. The system employs an ontology-based fine-grained senti-
ment analysis method to extract customer preference statistics
from UGC, and coordinately devised product redesign mecha-
nisms to improve practicability.

A fuzzy product ontology is first constructed in a semi-
supervised way to facilitate both sentiment analysis and product
redesign modules in the system. Taxonomic relations of product
features in fuzzy product ontology are learned from unlabeled
texts using semantic rules. Non-taxonomic relations between
product features and context-sensitive sentiments are learned
from pros/cons labeled comments. A novel ontology-based fine-
grained sentiment analysis method is then employed for target
UGC to extract customer preferences. It requires no extra labeling
work but the available resources online. The sentiment analysis
procedures after text-preprocessing involve stepwise feature-
sentiment pairs identification and sentiment orientations calcula-
tion. Different knowledge sources, that is, general lexicon
SentiWordNet and domain knowledges like fuzzy product ontol-
ogy and default feature-sentiment relations are fused in sentiment
analysis. In the product redesign module, CRPs are summarized
from fuzzy product ontology and used to transform customer pre-
ference statistics into multilevels. Opportunity landscapes and
HOQ table are automatically established from statistics.
Preference statistics are interactively visualized at levels, through
which representative feedbacks are generated. According to the
case study, the proposed sentiment analysis method outperforms
three benchmark methods. Various types of information can be
effectively exploited from UGC, and reliable redesign strategies
can be elicited with properly devised mechanisms.

For business implications, the proposed system can be useful
for customer hearing, basically in a product redesign area. In
other related scenarios where customer hearing is utilized, such
as new product development, product opportunity finding, and
marketing strategy making, the system can also be useful with
respective adaptation.

For limitations and future work, firstly, sentiment analysis
needs to be improved to reach higher accuracy. Specifically, better
detection of negation expressions, and handling of hidden senti-
ments need to be focused on. Domain knowledges can be
expanded to handle hidden sentiments in a similar way to hand-
ling implicit features. Secondly, the efficient way of determining
hyper-parameters of the algorithms need to be studied. The
experiments in this study show that hyper-parameters are impor-
tant, but fine-tuning them is still burdensome. Thirdly, the tech-
nical parameters, correlation matrix, and roof parameters in HOQ
table can also be automatically established, via technologies like
patent mining, to promote efficiency and avoid subjectivity.
Finally, to further exploit the benefits of fusing different decision-
making tools and product redesign mechanisms, an integrated
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platform can be developed. For example, with dynamic graphical
interfaces, designers can directly select target CRPs from opportu-
nity landscapes to jump to their statistics and representative feed-
backs, which facilitates the analysis process.
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