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The nonlinear stability of a pulsating detonation wave driven by a three-step chain-
branching reaction is studied. The reaction model consists sequentially of a chain-
initiation step and a chain-branching step, both governed by Arrhenius kinetics,
followed by a temperature-independent chain-termination step. The model mimics
the essential dynamics of a real chain-branching chemical system, but is sufficiently
idealized that a theoretical analysis of the instability is possible. We introduce as
a bifurcation parameter the chain-branching cross-over temperature (TB), which is
the temperature at which the chain-branching and chain-termination rates are equal.
In the steady detonation structure, this parameter controls the ratio of the chain-
branching induction length to the length of the recombination zone. When TB
is at the lower end of the range studied, the steady detonation structure, which is
dominated by the temperature-independent recombination zone, is found to be stable.
Increasing TB increases the length of the chain-branching induction region relative to
the length of the recombination zone, and a critical value of TB is reached where the
detonation becomes unstable, with the detonation shock pressure evolving as a single-
mode low-frequency pulsating oscillation. This single-mode nonlinear oscillation
becomes progressively less stable as TB is increased further, persisting as the long-
term dynamical behaviour for a significant range of TB before eventually undergoing
a period-doubling bifurcation to a two-mode oscillation. Further increases in TB
lead to a chaotic behaviour, where the detonation shock pressure history consists of a
sequence of substantive discontinuous jumps, followed by lower-amplitude continuous
oscillations. Finally, for further increases in TB a detonability limit is reached, where
during the early onset of the detonation instability, the detonation shock temperature
drops below the chain-branching cross-over temperature causing the wave to quench.

1. Introduction
Detonation waves are physico-chemical propagating structures that are composed

of a lead shock wave which initiates chemical reaction in the reactive material. In
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turn, the release of chemical energy sustains the lead shock wave. The steady one-
dimensional structure of a detonation wave was first determined independently by
Zeldovich, Von-Neumann and Döring (Fickett & Davis 1979) and is known as the
ZND structure. The minimum sustainable steady detonation speed is the Chapman–
Jouguet (CJ) detonation velocity and is the speed at which the equilibrium or burnt
zone flow is sonic relative to the lead shock wave. The presence of the sonic point
causes a decoupling of the gasdynamic evolution of the equilibrium flow from the
main detonation wave structure. Detonation waves travelling at speeds greater than
CJ are called overdriven and have the property that the flow in the burnt region is
subsonic relative to the detonation shock. Typical detonation speeds are of the order
of 1000–2000 m s−1 in gases and 6000–8000 m s−1 in condensed solid explosives.
Typical peak pressures are of the order of 20–100 atmospheres in gases and can
reach upwards of a few hundred thousand atmospheres in condensed solid explosives
(Fickett & Davis 1979).

In practice, stable one-dimensional detonation waves are seldom observed. Experi-
mental investigations such as those of McVey & Toong (1971) and Alpert & Toong
(1972) (see also the additional references contained in Abouseif & Toong 1982) de-
scribe a complex one-dimensional nonlinear pulsating detonation wave instability
when blunt projectiles are fired into quiescent detonable mixtures. However, due to
their complexity, the mechanisms underlying the pulsating instability are still poorly
understood. Major difficulties include, for example, explaining why the pulsations can
be either periodic or highly irregular depending on the nature of chemical mixture, and
why the longitudinal density variations associated with the more irregular pulsations
tend to be significantly larger than those associated with the regular pulsations.

Nevertheless, these studies serve to highlight a link between the nature of the pulsat-
ing detonation instability and its relation to the nature of the chemical reaction. This
important link is the subject of our present study. Here, we present a comprehensive
investigation of the nonlinear pulsating detonation instability for a one-dimensional
detonation wave driven by a three-step reaction model. This model is specifically cho-
sen to be representative of the actual dynamics of complex chain-branching chemistry.
We include the results from both a linear stability analysis of the model system and
a computational study for the fully nonlinear long-time evolution of the detonation
instabilities. A detailed investigation into the hydrodynamic instability mechanism is
left to a subsequent article.

To date, the majority of the theoretical work on one-dimensional detonation sta-
bility has been conducted for Arrhenius one-step reaction chemistry. The first formal
linear stability studies were conducted by Erpenbeck (1962, 1964), who used a Laplace
transform approach to analyse the behaviour of small-amplitude disturbances from
the plane steady detonation wave. Later, Lee & Stewart (1990) formulated a nor-
mal mode approach, and their numerical shooting algorithm provided a significantly
more straightforward technique for calculating the linear stability spectra. Within the
Arrhenius model, the sensitivity of the chemistry to the hydrodynamic flow can be
increased by increasing the activation energy associated with the reaction, and for a
fixed detonation wave velocity this was found to destabilize the detonation.

In parallel with the linear stability analyses, there have been several studies
concerned with the direct numerical simulation of the pulsating detonation in-
stability driven by a one-step Arrhenius reaction. Using a characteristic tech-
nique and a finite difference technique respectively, Fickett & Wood (1964) and
Abouseif & Toong (1982) were able to reproduce the salient stability predictions
of Erpenbeck (1964). More recently, a significant improvement in the quality and
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Nonlinear detonation stability 91

accuracy of such simulations was attained by Bourlioux, Majda & Roytburd (1991a).
Using a finite-volume solution technique in conjunction with a simplified form of mesh
refinement, they were able to obtain numerical results which are in close agreement
with the theoretical predictions of Lee & Stewart (1990). However, even the latter
studies of Bourlioux et al. (1991a) did not explore the very long-time propagation
behaviour and so in many cases the actual nonlinear dynamical behaviour for the
one-step Arrhenius pulsating detonation instability remains undetermined.

In practice, a large class of chemical reactions are not represented effectively by
a one-step Arrhenius reaction model. Rather, a large majority of chemical reactions
are chain branching and proceed by a sequence of chain-initiation, chain-branching
and chain-termination stages. Typically in such reactions, a small amount of the
reactant is converted into chain carriers, which may be either free radicals or atoms,
by means of relatively slow initiation reactions. These chain carriers are then rapidly
multiplied through a sequence of self-accelerating chain-branching reactions, while
the rise in concentration of radicals is retarded by termination steps which occur
either through absorption at the vessel walls or through three-body collisions in
the interior. We recognize that due to the different temperature sensitivities of a
chain-branching chemical reaction over a one-step Arrhenius reaction, the inherent
stability characteristics of a detonation wave in each case are likely to be markedly
different.

To the authors’ knowledge, there has only been one previous theoretical study which
specifically recognizes the important differences between chain-branching reaction
mechanisms and an Arrhenius one-step thermal-decomposition model in relation
to the pulsating detonation instability problem. Fickett, Jacobson & Schott (1972)
introduced a simple one-step representation of a chain-branching kinetic model which
they described as a “mock-up”. However, this model could be tuned to cover two
possible reaction zone structures in the initial steady detonation wave: the first is one
in which the exothermic reaction zone is much longer than the induction zone and
the second is one in which the reaction zone is of the same order of length as the
induction zone. The former regime was claimed to be representative of a hydrogen–
oxygen–diluent system, namely 2H2 + O2 + 9Ar, at an initial low pressure of 0.1 atm
and temperature 300 K. The second regime was stated to be representative of the same
hydrogen–oxygen–diluent reaction but at higher initial pressures. Additionally, it was
proposed that the second regime might also be appropriate for some unsaturated
hydrocarbon–oxygen reactions. Fickett et al. (1972) presented the results of full
numerical simulations of a pulsating instability associated with both reaction zone
structures. However, as noted by Abouseif & Toong (1982), it is difficult to gain any
quantitative insight regarding the improvement of this chain-branching model over
the one-step Arrhenius model, since no linear stability analysis was conducted in
parallel to the computational study.

For the present theoretical study we employ a three-step reaction model, also
presented in Short & Dold (1996), based on a generalization of model of Gray &
Yang (1965) in order to conduct a carefully controlled study into the behaviour of a
pulsating detonation wave driven by a chain-branching reaction. This model contains
a chain-initiation step in which an energetically difficult Arrhenius reaction produces
a small concentration of chain carriers from the reactant. A lower-activation-energy
chain-branching reaction step, which is also of Arrhenius type, then leads to an
acceleration in the concentration of chain carriers. The final component of the
model is an exothermic termination reaction in which chain carriers are converted
into products independently of temperature. Although this model falls short of full
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reaction kinetics, in contrast to the classical one-step Arrhenius model it does retain
the essential chemical dynamics of a real chain-branching reaction.

A crucially important parameter within our chosen reaction model is the value of
the chain-branching cross-over temperature, TB, which is the temperature at which
the chain-branching and chain-termination rates are equal. Later on in this paper we
shall demonstrate that depending on the value of TB, there are three possible limiting
profiles for the spatial structure of a steady detonation wave; the chain-branching
induction zone is either much shorter than, of the same order as, or significantly
longer than the length of the recombination zone. As noted by Fickett et al. (1972),
such changes in the underlying steady detonation profile can be attributed to either
changes in the chemical composition of the detonable mixture or changes in its initial
pressure. Several experimental investigations, summarized in Strehlow (1970) and
Lee (1984), detail the importance of the relative size of the recombination zone to
induction zone in relation to the properties of detonation wave propagation. This
is so since the stability characteristics of the detonation wave are markedly different
in each of the three limiting cases. Consequently, we have chosen to use the chain-
branching cross-over temperature TB as a bifurcation parameter in our linear and
nonlinear stability investigation.

The rest of the paper is as follows. In the next section we present the model we have
used for our investigation and describe the modelling assumptions behind it. In §3
we detail the spatial structure of the steady detonation wave admitted by the model,
and describe how this structure varies as the bifurcation parameter TB is varied. In
§4, we present an analysis which determines an order of magnitude estimate for the
chain-branching induction length given the instantaneous shock temperature. Then,
in §5 we present the results from a linear stability analysis of the model system. This
is followed by a section which outlines the numerical techniques we have used to
obtain the direct numerical simulations of the nonlinear evolution of the pulsating
one-dimensional detonation instabilities. The results from this computational study
are discussed in §7. Finally, in §8 we end this paper with some conclusions that we
have drawn from our investigation.

2. Model
The hydrodynamic behaviour of the fluid is modelled with the compressible one-

dimensional reactive Euler equations which can be written in non-dimensional form
as

Dρ

Dt
+ ρ

∂u

∂xl
= 0,

Du

Dt
+ ρ−1 ∂p

∂xl
= 0,

De

Dt
+ p

Dρ−1

Dt
= 0. (2.1)

The variables ρ, u, p and e are the density, velocity, pressure and specific internal
energy respectively. The substantive derivative

D

Dt
=

∂

∂t
+ u

∂

∂xl
, (2.2)

contains the usual partial derivatives in time t, and Cartesian laboratory-coordinate
space xl. We assume a polytropic equation of state and an ideal thermal equation of
state, such that

e =
p

(γ − 1)ρ
− q, T = p/ρ, (2.3)

where q represents the local chemical heat energy, γ is the ratio of specific heats and
T is the temperature. These equations admit a steady wave solution (§3) which is used
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Nonlinear detonation stability 93

to provide non-dimensional scales for the density, pressure, temperature and velocity
as the post-shock density, pressure, temperature and sound speed respectively. The
scalings for length and time are determined below.

Based on the chain-branching reaction model of Gray & Yang (1965) and the later
generalized reaction models, e.g. those described in Williams (1985), Strehlow (1986)
and Griffiths & Barnard (1995), we assume that the essential dynamics of a global
chain-branching reaction can be represented by three main stages: chain initiation,
chain branching and chain termination with rate constants kI , kB and kC respectively.
On this basis, a model for a global chain-branching reaction can be represented via
the following three primary reaction stages:

Initiation : F → Y , kI = exp

(
1

εI

(
1

TI
− 1

T

))
, (2.4a)

Chain branching : F + Y → 2Y , kB = exp

(
1

εB

(
1

TB
− 1

T

))
, (2.4b)

Chain termination : Y → P , kC = 1, (2.4c)

for fuel F, chain radicals Y and product P . With reference to the reaction dynamics
of a number of real chain-branching reactions (see for example Strehlow 1986), the
following assumptions have been made regarding the model reaction mechanism.
The chain-initiation and chain-branching rate constants kI and kB are taken to have
Arrhenius temperature-dependent form with inverse activation energies εI and εB
respectively. The chain-termination reaction is assumed to be first order, independent
of temperature and is modelled as having a fixed rate constant. For our purposes,
the reaction model (2.4) is the simplest realistic mechanism which reproduces the
actual dynamics of a chain-branching reaction. Generalizations such as higher-order
chain-termination reactions could also be considered in order to further improve the
model, but this is not our concern at present. Kapila (1978) has used a similar model
to study the homogeneous explosion problem for a chain-branching reaction in the
limit of high activation energies, while Dold & Kapila (1991) consider the evolution
of a shock-perturbed atmosphere.

The reference time tc is scaled such that the chain-termination rate constant is unity,
i.e. kC = 1, with the reference length set to tc times the sound speed immediately
behind the detonation shock. Thus all length and time scales are based on ratios of
the recombination time and length. The remaining parameters in (2.4) to be defined
are TI and TB, which represent the respective cross-over temperatures at which the
chain-initiation and chain-branching rates become as fast as the chain-termination
rate. Consumption equations for fuel and radical then become

Df

Dt
= −rI−rB,

Dy

Dt
= rI+rB−rC, (2.5a, b)

where

rI = f exp

(
1

εI

(
1

TI
− 1

T

))
, rB = ρfy exp

(
1

εB

(
1

TB
− 1

T

))
, rC = y, (2.6)

and f and y are the mass fractions of fuel and radical respectively. Finally the
chemical energy q is defined as

q = Q− Qf − (Q+ R)y, (2.7)

where Q > 0 represents the total chemical energy available in the unreacted mixture
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and R represents the amount of endothermic energy absorbed by the initiation and
chain-branching reactions in breaking down the reactant F into the energetic radical
Y .

Also, in typical chain-branching reactions the chain-initiation reactions are ener-
getically inhibited, as unimolecular dissociation reactions tend to have an activation
energy greater than the bond dissociation energy (Griffiths & Barnard 1995). Al-
though bimolecular initiation reactions tend to have lower activation energies, they
also have lower pre-exponential factors and so are not significantly faster than uni-
molecular dissociation reactions. Therefore, given a steady post-shock detonation
temperature of unity with the present scalings, we set

TI > 1, εI � 1, (2.8)

in order to mimic this behaviour. The chain-branching reactions, on the other hand,
have a lower activation energy involving reactions between energetic free radicals or
atoms and a rapid reaction rate once a sufficient concentration of chain radicals is
established. Therefore, we set,

TB < 1, εI � εB � 1. (2.9)

Finally it is well established that a number of chain-branching reactions, e.g. that of
a hydrogen–air reaction, liberate only a small amount of chemical heat energy during
the initiation and branching stages. For the purposes of the present paper, it is thus
assumed that the chain-initiation and chain-branching steps in (2.4) are thermally
neutral, i.e. we take

R = 0. (2.10)

3. Steady detonation structure
The present flow model admits a steady one-dimensional detonation wave solution,

denoted in the following by the superscript ∗, whose structure can be determined
through the Rankine–Hugoniot relations. Assuming the steady detonation to propa-
gate to the left along the path xl = −D∗s t, where D∗s is the steady detonation Mach
number relative to the post-shock sound speed, and denoting the detonation Mach
number relative to the upstream unreacted material by D∗, the pressure, velocity and
density satisfy

p∗ = a+ (1− a)
(
1− bq∗

)1/2
, u∗ =

1− p∗
γM∗

s

+M∗
s , ρ∗ =

M∗
s

u∗
, (3.1)

in the steady shock-attached coordinate system

X = xl + D∗s t, (3.2)

where

M∗ 2
s =

(γ − 1)D∗ 2 + 2

2γD∗ 2 − (γ − 1)
, a =

γM∗ 2
s + 1

(γ + 1)
, b =

M∗ 2
s 2γ(γ − 1)

(1− a)2(γ + 1)
. (3.3)

These relations are independent of the functional form of the energy release q∗. Here,
q∗ satisfies

q∗ = Q− Qf∗ − Qy∗. (3.4)

The variation in fuel and radical concentrations are determined by the first-order
equations

f∗
,X

= −(r∗I + r∗B)/u∗, y∗
,X

= (r∗I + r∗B − r∗C)/u∗. (3.5)
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Figure 1. Steady detonation profiles showing (a) fuel, f, (solid lines) and radical, y, (dashed lines)
and (b) temperature T . The symbols mark corresponding profiles for chain-branching cross-over
temperatures TB = 0.80 (2), TB = 0.85 (◦), TB = 0.90 (3) and TB = 0.95 (4).

Given that the steady variables satisfy the shock conditions,

ρ∗ = p∗ = T ∗ = 1, u∗ = M∗
s , f∗ = 1, y∗ = 0, (3.6)

the relations (3.5) may be integrated away from the shock at X = 0 so as to
determine the complete structure of the steady detonation wave for X > 0. The
detonation velocity D∗ is determined by specification of the detonation overdrive, d,
defined by

d =

(
D∗

D∗CJ

)2

(3.7)

where D∗CJ is the Chapman–Jouguet detonation velocity, i.e. the minimum sustainable

detonation velocity determined by the velocity being exactly sonic u∗ =
(
p∗/ρ∗

)1/2
at

the end of the wave where q∗ = Q. We note that under the assumptions (2.8) and
(2.9) the following ordering of the rate constants holds at the detonation shock:

kI � kC = 1� kB, (3.8)

where the chain-initiation rate constant is exponentially small and the chain-branching
rate constant is exponentially large. However, since y∗ = 0 at X = 0, the concentration
of chain radicals can only grow initially at the exponentially small rate kI .

Figure 1 shows the variation in the steady detonation structure as TB varies from
TB = 0.8 to TB = 0.95 in steps of 0.05 holding the following parameters fixed:
Q = 3, R = 0, εI = 1/20, εB = 1/8, TI = 3, γ = 1.2, d = 1.2. Figure 1(a) shows
profiles for fuel f and radical y as a function of the distance behind the detonation
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shock, while figure 1(b) shows the corresponding variation in the temperature T .
For the lower values of TB, there is a short chain-branching induction zone with a
significant build up in concentration of chain radicals behind the detonation shock.
The chain-termination region is much longer than the chain-branching induction
zone. This arises due to the fact that for the lower TB, the rate of the chain-branching
reaction is significantly greater than that of the termination reaction, which only
becomes dominant after most of the fuel has been depleted. As TB increases, the
chain-branching induction zone becomes longer, and the peak concentration of chain
radicals drops. For the higher TB, the detonation structure is dominated by a long
chain-branching induction zone, with only a moderate peak concentration of chain
radicals being established. Here, the lower rate of the chain-branching reaction allows
the chain-termination reaction to become effective before all the fuel is depleted, thus
restricting the rise in concentration of chain radicals.

4. Quasi-steady estimates of the chain-branching induction length
We now obtain an order of magnitude estimate for both the chain-branching

induction length in the steady detonation wave profiles above and the possible
changes in chain-branching induction length which can occur during the propagation
of an unstable detonation. These estimates are constructed under the assumption of a
quasi-steady auto-ignition model in which the length of the chain-branching induction
zone depends only on the shock state. Such auto-ignition solutions are valid in the
limit of very slowly varying detonation structures. Under this assumption, the build
up of chain radicals in the induction zone is governed by the asymptotic equations

Msy,X = kI + kBy if kB � 1, Ts > TB,
Msy,X = kI if kB = 1, Ts = TB,

}
(4.1)

where Ms is the instantaneous post-shock fluid velocity corresponding to the instan-
taneous post-shock temperature Ts, and

kI = exp

(
1

εI

(
1

TI
− 1

Ts

))
, kB = exp

(
1

εB

(
1

TB
− 1

Ts

))
. (4.2)

Equations (4.1) have the solution

y =
kI

kB

(
e(kB/Ms)X − 1

)
if kB � 1,

y =
kI

Ms

X if kB = 1.

 (4.3)

Assuming that TB < 1, it can be determined from (4.3) that in order for the chain-
branching induction length, i.e. the distance behind the shock where y becomes O(1),
to be of the same order as the recombination length, i.e. the distance from the main
reaction to where all the radical is consumed, we require the following ordering in kI
and kB to hold:

kI = O(kBe−kB/Ms). (4.4)

Alternatively, the chain-branching induction length will be either much smaller or
much larger than the recombination length depending on whether

kI � kBe
−kB/Ms or kI � kBe

−kB/Ms , (4.5)

respectively.
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For the steady detonation wave above, where Ts = 1, the first inequality is satisfied
for lower values of TB, i.e. higher values of kB, than the second inequality. Conse-
quently, this behaviour indicates that as TB is increased from some lower value less
than 1, e.g. TB = 0.8 where the chain-branching induction length is initially much
smaller than the chain-recombination length, the chain-branching induction length
will eventually become much larger than the recombination length due solely to the
increase in TB . Moreover, for a fixed value of TB but varying Ts, an interchange
between the inequalities in equation (4.5) can readily occur. Finally, we note that for
a fixed value of TB, a special case arises when Ts = TB. Under this circumstance,
kB = 1, and the chain-branching induction length is governed by the second of (4.3)
and found to be of size O(k−1

I ). Thus the reaction zone is found to lie an exponen-
tially large distance from the detonation shock, indicting a detonability limit has been
reached. Examples showing the failure of the detonation when the shock temperature
drops to the chain-branching temperature are shown in §7.

5. Linear stability results
A normal mode linear stability analysis has been conducted for the steady detona-

tion wave structure (3.1)–(3.5) with the model chain-branching reaction scheme (2.4)
as the bifurcation parameter TB is varied. This proceeds by defining a shock-attached
co-ordinate system,

x = X − ψ(t), (5.1)

where ψ(t) represents the perturbation to the steady shock location. Perturbations to
the steady detonation structure are then sought in the form,

z = z∗(x) + z′(x)eαt, ψ = ψ′eαt, (5.2)

where

z = [v, u, p, f, y]T , (5.3)

v = 1/ρ is the specific volume, Re(α) is the disturbance growth rate and Im(α) the
disturbance frequency. Substituting (5.1) and (5.2) into (2.1)–(2.6) results in a system
of first-order linear differential equations for the vector of complex perturbation
eigenfunctions z′(x). This system can be written in the form

αz′ + A∗z′,x + C∗z′ − αb∗ = 0, b∗ = z∗,x, (5.4)

where z′(x) is renormalized such that z′/ψ′ 7→ z′, and where

A∗ =



u −v 0 0 0

0 u v/γ 0 0

0 γp u 0 0

0 0 0 u 0

0 0 0 0 u



∗

, C∗ =



−u,x v,x 0 0 0

p,x/γ u,x 0 0 0

−αv p,x γu,x 0 −αy

βv f,x βp βf βy

−βv y,x −βp −βf −βy + 1



∗

.

(5.5)
The undefined quantities in C∗ are

βv =
rI

εIvT
+

rB

εBvT
− rB

v
, βp =

rI

εIpT
+

rB

εBpT
, βf =

rI

f
+
rB

f
, βy =

rB

y
, (5.6)
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and

αv = − (γ − 1)

v2
Qy, αy =

(γ − 1)

v
Q. (5.7)

The perturbation shock conditions are determined from the Rankine–Hugoniot con-
ditions as

v′ =
4α

(γ + 1)D∗2M∗
s

, u′ =
2(1 + D∗2)α

(γ + 1)D∗2
, p′ = −4γM∗

s α

(γ + 1)
, f′ = 0, y′ = 0. (5.8)

Finally, we apply a boundary condition in the burnt zone of the detonation wave
such that there are no acoustic waves propagating upstream from infinity. This leads
to the standard acoustic radiation condition in inert flows,

u′ − v∗b
γc∗b

p′ = 0 (5.9)

where v∗b and c∗b are the unperturbed specific volume and isentropic sound speed
in the burnt gas. This condition is applied at x = ∞, i.e. at the equilibrium
point of the detonation for the present reaction model, where f∗ = y∗ = 0 +
exponentially small terms.

For a given set of initial thermodynamic and chemical parameters characterizing the
steady detonation structure, the complex eigenvalues α and eigenfunctions z′(x) are
determined by a numerical shooting technique based on that of Lee & Stewart (1990).
This involves taking an initial guess for α, integrating (5.4) from the perturbed shock
conditions (5.8) into the burnt zone, and iterating on the initial guess until the
acoustic radiation condition (5.9) is satisfied in the burnt zone at a point where
the perturbation eigenfunctions of the exponentially decaying reaction terms are
negligibly small relative to the terms present in (5.9).

Figure 2 shows the linear stability behaviour as the bifurcation parameter TB is
varied with the following thermodynamic and chemical parameters fixed: Q = 3,
R = 0, εI = 1/20, εB = 1/8, TI = 3, γ = 1.2, d = 1.2. Figure 2(a) shows the migration
of the growth rate Re(α) of the first nine unstable modes as the chain-branching
cross-over temperature TB is increased in the range TB ∈ [0.8, 1.0]. Figure 2(b) shows
the corresponding migration of the frequency Im(α) of each mode with TB. The
steady detonation wave is stable to small disturbances for TB < 0.803. In this range,
the underlying steady detonation wave profile is dominated by the chain-termination
region (figure 1). As the chain-termination reaction is independent of temperature,
we note a relation to the work of Erpenbeck (1965), who considered the stability
properties of a detonation wave with an idealized one-step reaction model having a
zero activation energy. It was found that with such reaction models, the detonation
wave has a greater tendency towards stability than with a chemical model with
temperature-dependent reaction kinetics.

At TB = 0.803, a neutrally stable mode appears. This mode has a low-frequency
of oscillation with Im(α) = 0.219 and period Ω = 28.69. As TB increases through
TB = 0.803, a Hopf bifurcation occurs, rendering the detonation linearly unstable to
the low-frequency disturbance. At TB = 0.821, a second unstable mode appears having
a much larger frequency than the first. As TB increases further, additional unstable
roots appear each having a progressively higher frequency than the previous root.
This behaviour corresponds to an increase in the length of the temperature-dependent
chain-branching induction length with increasing TB. Table 1 gives the exact values
of the growth rates and periods for the most unstable roots with increasing TB.
However, it is seen from both figure 2(a) and table 1 that the fastest growing mode
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Figure 2. The variation in (a) the growth rate Re(α) and (b) the frequency Im(α) of one-dimensional
instabilities as TB is varied. The first nine unstable roots for increasing TB are plotted. Purely real
roots are shown as dashed lines.

for any value of TB is always the fundamental low-frequency mode α1. As TB increases
the frequency of this mode diminishes, until at TB = 0.913 the low-frequency mode
undergoes a pitchfork bifurcation into two non-oscillatory modes having an infinite
period. One branch of the root has a growth rate which continues to increase with
TB , while the other has a growth rate which decays with TB, with Re(α) → 0 at
TB = 1. Corresponding to an increase in TB, the reaction zone in the steady structure
lies progressively further downstream of the shock, and thus the propagation time for
acoustic disturbances between the shock and flame increases. The steady structure
then resembles that of a flat-top inert shock, followed a long way downstream by a
decoupled fast-flame reaction zone structure. Pulsating modes of instability arise from
acoustic waves periodically reflecting between the shock and reaction zone. However,
if they are sufficiently decoupled, then the stability is determined by the inherent
stability of both structures independently. For an ideal gas, the shock front is stable
or neutrally stable, while initial calculations show that in an unbounded atmosphere,
the fast flame possesses only purely real modes of low-frequency instability (Short &
Clarke 1997).

The bifurcation of the low-frequency modes into two non-oscillatory modes is also
of interest in light of two recent studies into detonation stability by He & Lee (1995)
and Short (1997). These authors observed similar bifurcations in the linear stability
spectra arising from a one-step Arrhenius reaction as the overdrive is decreased
(He & Lee 1995), as the activation energy is increased, or in two dimensions, the
wavenumber is increased (Short 1997). He & Lee (1995) also suggest that the point
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TB n Re(α)× 10−2 ±Im(α) Ω

0.790 α1 −2.572 0.2520 24.93
α2 −9.782 1.6675 3.77

0.800 α1 −0.501 0.2265 27.74
α2 −5.800 1.4646 4.29

0.805 α1 0.355 0.2144 29.31
α2 −4.147 1.3731 4.58

0.820 α1 2.354 0.1804 34.83
α2 −0.276 1.1327 5.55

0.830 α1 3.316 0.1597 39.34
α2 1.576 0.9966 6.30

0.840 α1 4.054 0.1404 44.75
α2 2.976 0.8766 7.17

0.850 α1 4.616 0.1223 51.38
α2 4.012 0.7704 8.16
α3 0.997 1.4932 4.21

0.860 α1 5.040 0.1054 59.61
α2 4.752 0.6762 9.29
α3 2.389 1.3119 4.79

0.870 α1 5.357 0.0892 70.44
α2 5.252 0.5922 10.61
α3 3.451 1.1509 5.46

0.890 α1 5.763 0.0581 108.14
α2 5.691 0.4497 13.97
α3 4.800 0.8789 7.15
α4 1.836 1.2989 4.84

0.920 α1 8.677 0
3.473 0

α2 5.328 0.2846 22.08
α3 5.462 0.5659 11.10
α4 3.988 0.8385 7.49
α4 2.233 1.1060 5.68
α5 0.382 1.3746 4.57

Table 1. Exact values of the growth rates Re(α), frequency Im(α) and period Ω, of the
most-unstable modes for varying TB. The modes αi are numbered with respect to increasing
frequency.

of bifurcation could be linked to the point of existence of a detonability limit. They
present numerical simulations which appear to support this claim. However, the
calculations are severly hampered by the required resolution necessary to resolve such
dissparate behaviour, and by the length of time their calculations were allowed to
run. Moreover, the notion of a detonability limit for a one-step Arrhenius reaction
is difficult to define. This is not the case for the chain-branching reaction model
employed here, which has an effective switch-off mechanism for the chemical reaction
when the detonation shock temperature drops to the chain-branching cross-over
temperature TB. In fact, as we will present below, for the present reaction model
the relevant bifurcation point in the linear stability diagram TB = 0.913 is shown to
lie substantially far away from the actual numerically calculated detonability limit
TB ≈ 0.87, and the detonability limit postulations of He & Lee (1995) are found not
to be appropriate in this case.

The global stability behaviour shown in figure 2 can be understood from a consid-
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eration of the plane steady detonation structure described in the previous section. For
low values of TB, the steady detonation structure has a short temperature-sensitive
chain-branching induction zone and its behaviour is dominated by the temperature-
insensitive recombination zone. Since the recombination reaction has zero activation
energy and depends only on the concentration of chain radicals, there is only a weak
coupling mechanism between any chemical reaction and the local thermodynamics.
As such, the detonation has a tendency to be stable. This situation is akin to that
of a one-step Arrhenius reaction with zero-activation energy (Erpenbeck 1965). But
as TB is increased, the length of the temperature-sensitive chain-branching induction
zone becomes more dominant and, at the same time, more sensitive to thermody-
namic perturbations as a result of the Arrhenius-type chain-branching reaction rate.
Consequently there exists a much stronger local feedback mechanism between pertur-
bations in the thermodynamic state and variations in the chemical dynamics. Thus, it
is observed that as TB increases, the detonation becomes unstable initially to a low-
frequency one-dimensional perturbation, with additional high-frequency instabilities
appearing as TB increases further. Finally, we note that Short & Dold (1996) have
also considered the effect of transverse disturbances on linear detonation stability for
increasing TB.

6. Numerical method
Below, a nonlinear stability investigation is conducted for the behaviour of an

unstable one-dimensional detonation wave driven by the model three-step chain-
branching reaction (2.4) with the chain-branching cross-over temperature TB as the
bifurcation parameter. This is achieved through a direct numerical simulation of the
rescaled Euler equations (2.1)–(2.3) with the rate equations (2.5)–(2.7) by employing
a sophisticated adaptive mesh refinement algorithm (Quirk 1996) with an integration
scheme based on Roe’s linearized Riemann solver (Glaister 1988). The rescaling
is taken such that the new non-dimensional unit of length represents the distance
between the shock and the point where half the fuel is consumed, i.e. the half-reaction
length L1/2.

The mesh refinement scheme employs a hierarchical system of mesh patches (Quirk
1991, 1996) which is able to resolve the finest hydrodynamic and chemical scales
that appear in the pulsating detonation problem without substantial overheads. In
particular, one must be sure to resolve features such as large pressure changes in the
lead detonation shock, the evolution of the chain-branching induction zone whose
length can change by upwards of 20-fold, the chain-branching reaction structure
and any transient internal gasdynamic or chemical structures, e.g. expansion waves,
compression waves, or for higher values of TB, internal reaction shock waves. For the
computations presented below, the computational domain was typically discretized
using a uniform mesh of some 8000 cells. Three extra grid levels, each with a
refinement factor of 4, were then used to resolve the fine structure of the detonation
wave. Thus the effective resolution of the computational grid was that of a uniform
mesh of 512 000 cells. Refinement was employed so as to track the main features
of the detonation structure independently of one another. All computations were
performed using a CFL number of 0.5. Thus a uniform mesh computation would
require of the order of 1012 cell updates for a complete simulation.

Although at first such resolution might seem excessive, we will present below
a number of grid convergence studies which demonstrate the dangers of drawing
conclusions from under-resolved calculations in relation to nonlinear dynamic stability
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behaviour, particularly with higher values of TB. Moreover we note that for the flow
solver used here, one might expect one cell update to take around 10 µs on a Cray
Y-MP class machine, in which case the equivalent uniform mesh simulation would
take around 121 days. Alternatively, with the refinement scheme we achieve almost a
400-fold saving in computational effort and can perform a simulation in under a day
using just a high-end workstation. These figures are presented merely to impart the
sheer scale of the present computations and are not to be taken as exact performance
indicators. Nevertheless, they illustrate the prohibitive expense of performing brute
force computations even though the present study is only one-dimensional.

In order to obtain the numerical solutions, the governing equations are cast in
conservation form and integrated using time operator splitting (Strang 1968). Thus
we alternate between updating the flow solution with the chemical source terms
switched off and updating the flow solution with the convective terms switched off.
For the convective step we have used a Roe-type scheme formulated for an arbitrary
equation of state (Glaister 1988). The only part of this scheme that is application
dependent is the computation of various partial derivatives in pressure. Given the
present equation of state, see (2.3) and (2.7), p = p(ρ, e, f, y) and the required partial
derivatives are

∂p

∂ρ
= (γ − 1)(e− Qf − (Q+ R)y),

∂p

∂e
= (γ − 1)ρ,

∂p

∂f
=−(γ − 1)ρQ,

∂p

∂y
=−(γ − 1)ρ(Q+ R).

 (6.1)

The other operator in our split scheme effectively requires us to integrate (2.5) where
the substantive derivative had been replaced by just the time partial derivative. This
step is carried out using a two-step Runge–Kutta scheme.

The simulations were started with the steady travelling wave solutions found in §3
and were run at several mesh resolutions (equivalent to 80, 100, 160 and 320 mesh
points in the half-reaction length) to allow us to determine the grid sensitivity of
the numerical results. As a practical point, we grafted a pre-smeared shock onto the
initial steady travelling wave in order to eliminate the start-up errors that are endemic
to all shock-capturing schemes. These start-up errors manifest themselves as a pair of
low-frequency waves moving on the supposedly passive characteristics (Quirk 1991),
and constitute a large-amplitude disturbance to the detonation wave. Therefore, by
removing them we ensured that the initial perturbations to the wave were generated
by the very much smaller amplitude disturbances arising from the truncation error
of our integration scheme. However, our studies also indicate that for a sufficiently
well-resolved initial profile, the start-up error has a negligible effect. On the other
hand, for under-resolved calculations, say less than 10 cells in the half-reaction length,
this is not so and a shock-fitting methodology would be expected to provide better
results. For the present study, the travelling waves were propagated upwards of 1000
half-reaction lengths, substantially further than any detonation simulation presented
previously, so as to be sure that their nonlinear dynamical behaviour was as fully
established as possible.

7. Results
Below we present results which describe the nonlinear pulsating instability of the

detonation front which arises by varying the chain-branching cross-over temperature
TB in the model chain-branching reaction scheme (2.4), holding the following other
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parameters fixed: Q = 3, R = 0, εI = 1/20, εB = 1/8, TI = 3, γ = 1.2, d = 1.2. These
representative parameters correspond to those used in the linear stability analysis
presented in §5. Unless noted otherwise, the computations in this section were
performed using an effective grid resolution of 160 points in the half-reaction length
(L1/2) and are all grid converged in behaviour, i.e. further increases in grid resolution
have no effect other than to cause small changes in the amplitude and period of the
instability.

7.1. Stable detonation: TB = 0.79

For TB = 0.79, the steady detonation profile is dominated by a temperature-
independent recombination zone with a short chain-branching induction region
(figure 1). The linear stability analysis predicts that the steady detonation is sta-
ble to small perturbations with the least-stable eigenvalue α1 having a decay rate
Re(α1) = −0.02572 and a long period of oscillation Ω1 = 24.93. The next least-
stable eigenvalue α2 has a much shorter period (Ω2 = 3.77) with a faster decay rate
Re(α2) = −0.09782. The time-evolution of the detonation shock pressure for TB = 0.79
is shown in figure 3. Figure 3(a) shows the early evolution for t < 80, while figure 3(b)
shows the longer time evolution for t < 250. The early evolution is characterized by
small-amplitude high-frequency oscillations of the detonation front together with an
underlying slowly evolving low-frequency oscillation. The high-frequency oscillations
have a characteristic period Ω ≈ 3.8, which corresponds almost exactly with the
high-frequency period of the linear mode α2. These oscillations have dissipated after
a propagation time t ≈ 30. Thereafter, the dominant behaviour is that of a damped
low-frequency oscillation with a period Ω ≈ 25.0, again almost identical to the period
of the linear mode α1. This oscillation has an initial amplitude ≈ 2.1% of the initial
shock pressure, but at t = 250 the amplitude of the oscillation has decayed to within
≈ 0.01% of the initial steady shock pressure. For TB = 0.79, the computations have
thus confirmed that the steady detonation wave is stable to small perturbations.

7.2. Marginally stable detonation: TB = 0.80

By increasing TB to 0.8, thereby increasing the length of the chain-branching induction
region relative to the length of the chain-recombination region, the linear stability
analysis predicts that the steady detonation wave will now only be marginally stable
to small perturbations. The least-stable mode α1 has a very slow rate of decay with
Re(α1) = −0.005, with associated long period of oscillation given by Ω1 = 27.74. For
TB = 0.80, the mode α2 has a decay rate Re(α2) = −0.058 and short period Ω2 = 4.29.
The detonation shock pressure history is given in figure 4. High-frequency oscillations
of the detonation front again appear initially, having a characteristic period Ω ≈ 4.3
corresponding to the period of the linear mode α2, and decay by a time t = 45.
Thereafter, the dominant behaviour of the shock front is a very slowly decaying low-
frequency oscillation, with a characteristic period Ω ≈ 27.7. Again this corresponds
almost exactly with the period of the linear mode α1. After a long propagation time
of t = 500, the amplitude of the pulsation has decayed to within 0.2% of the initial
steady detonation shock pressure. Thus, the high-resolution numerical computations
exactly correspond to the behaviour predicted by the linear stability analysis for
TB = 0.8.

7.3. Marginally unstable detonation: TB = 0.805

By increasing TB from 0.8 to 0.805, a critical chain-branching induction length is
reached at which the detonation becomes linearly unstable through a Hopf bifurcation
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Figure 3. Shock pressure history for TB = 0.79. (a) Early behaviour shows a fast decay of the
high-frequency mode and a slow decay of a low-frequency oscillation. (b) Long-time decay of the
low-frequency mode.
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Figure 4. Shock pressure history for TB = 0.80 indicating a very slow dissipation
of the low-frequency oscillation.

in the low-frequency mode α1. The mode α1 is neutrally stable at TB = 0.803. At
TB = 0.805, α1 has a slow growth rate Re(α1) = 0.00355 with a long period given by
Ω1 = 29.31. At this point the high-frequency oscillatory mode α2 remains stable with
Re(α2) = −0.04147 and period Ω2 = 4.58. The detonation shock pressure history is
displayed in figure 5. Once more, high-frequency oscillations of the detonation front
appear initially, which have a characteristic period of Ω ≈ 4.6 and have decayed
by t = 55. The dominant behaviour is that of the slow amplification of a weakly
pulsating instability, exhibiting a low-frequency oscillation of period Ω = 29.3. Again,
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Figure 5. Shock pressure history for TB = 0.805 indicating a slow amplification
of a low-frequency oscillation.

this agrees almost exactly with the period Ω1 = 29.31 of the unstable linear mode α1.
After the long propagation time of t = 400, the amplitude of the detonation shock
pressure oscillation has grown to 10% of the initial steady shock pressure. We remark
at this stage on a recent analysis by Bourlioux, Majda & Roytburd (1991b) who
derived a Landau–Stuart equation which successfully describes the weakly nonlinear
growth of a pulsating detonation instability near the neutral stability boundary for a
one-step Arrhenius reaction. We believe a similar equation will apply in the present
chain-branching reaction model, albeit for modified coefficients in the Landau–Stuart
equation.

7.4. Steady single-period limit-cycle oscillation: TB = 0.82

For a chain-branching cross-over temperature TB = 0.82, the linear stability analysis
predicts the presence of a single unstable oscillatory mode α1 with growth rate
Re(α1) = 0.0235 and period Ω1 = 34.83. The high-frequency mode α2 is still stable
having a dissipation rate Re(α2) = −0.0028 and short period of oscillation Ω2 = 5.55.
Figure 6 shows the detonation shock pressure history for TB = 0.82. For early times,
figure 6(a) shows the initial excitation of a high-frequency mode with a characteristic
period Ω = 5.4, which again dissipates out. The long-term behaviour of the slowly-
evolving low-frequency mode is shown in figure 6(b). After an evolution time t = 150,
the detonation shock behaviour is that of a single-mode low-frequency oscillation with
constant large amplitude and period. The fully developed oscillation has a maximum
pressure peak P = 1.283± 0.001 and minimum pressure point P = 0.876± 0.001. The
pulsation period is given by Ω = 35.0±0.1.We remark that even though the detonation
pulsation is of large amplitude, with a peak approximately 28% of the initial shock
pressure, the period Ω1 = 34.83 of the unstable linear mode α1 lies remarkably close
to the period of the nonlinear pulsation. As noted in Abouseif & Toong (1982), it is
possible that the linear stability analysis is detecting the salient features governing the
mechanism of the nonlinear pulsation. Finally, we note that the shock pressure history
maintains an oscillation with fixed amplitude and period even up to the late time
(t = 600) that the computation has been conducted. For TB = 0.82, the long-term
dynamical behaviour of the detonation shock pressure is that of a steady stable limit
cycle with oscillatory period Ω = 35.0 and amplitude A = 0.407.

Figure 7 shows two oscillation periods of the late-time pressure history obtained
using grids with alternatively 80, 100, 160 and 320 mesh points in the half-reaction
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Figure 6. Shock pressure history for TB = 0.82. (a) Early behaviour shows a decaying high-frequency
oscillation with an amplifying low-frequency oscillation. (b) The long-time behaviour of the shock
front is that of a large-amplitude single-mode pulsating instability with period Ω = 35.0 and
amplitude A = 0.407.

length. The same basic behaviour is obtained in each case, i.e. the detonation
shock pressure evolves as a pulsating limit-cycle instability with constant amplitude
and period. The period of the instability is fairly grid insensitive varying from
Ω = 35.3± 0.1 on the coarsest grid to Ω = 34.9± 0.1 on the finest grid used for the
convergence study. On the other hand, the variation in the amplitude of the pulsation
is more marked. We have found that the coarsest grid does not properly resolve the
interaction between the detonation front and the finite-amplitude disturbances which
arise from within the chain-branching induction zone (described briefly below) and
are responsible for the pulsating instability of the front. Thus it overpredicts the
maximum amplitude of the pressure pulsation by some 6% compared to that found
on the finest grid (P = 1.358 ± 0.001 as against P = 1.273 ± 0.001). As with all the
computations presented up to TB = 0.85, an acceptable grid converged solution is
obtained with a resolution of 160 mesh points in the half-reaction length.

Although investigated in more detail in a sequel study, we briefly describe the
hydrodynamic mechanisms underlying the steady constant-amplitude and frequency
pulsating instability for TB = 0.82. At a minimum point in the cycle, the flame zone
(where f and y change by O(1) amounts) lies a long distance downstream of the
shock. The pressure drop through the flame zone is small, the peak concentration
of chain radicals is very low, and the Mach number of the flame in the shock-
attached coordinate system is also low. At this point, the detonation has a structure
similar to that seen for the larger values of TB and lower values of kB in the
steady wave (figure 1). Then, a compression wave with finite amplitude and a length
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Figure 7. A comparison of the amplitudes and frequencies of the fully developed oscillatory
instability at TB = 0.82 over two cycles, produced with 80 points/L1/2(− · −·), 100 points/L1/2 (—),
160 points/L1/2 (– –) and 320 points/L1/2 (· · ·). The time scale is shifted such that the first point of
the two-cycle oscillation is a minimum of P in the cycle and is set to an arbitrary reference point
t = 5.
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Figure 8. Rate constant kB shock history for TB = 0.82 during a single pulsation
of the detonation front.

scale characteristic of the chain-branching induction zone starts to amplify the shock
pressure and temperature. The increase in shock temperature drastically increases
the chain-branching rate constant kB and draws the flame zone towards the shock.
The peak concentration in chain radicals increases substantially and a substantial
pressure drop through the flame zone is observed when the maximum point in the
shock-pressure cycle is reached. At this stage, the pulsating detonation has the
structure of a steady detonation with a low value of TB and a higher value of kB
(figure 1). A finite-amplitude expansion wave, again with a length scale characteristic
of the chain-branching induction zone, begins to erode the shock, causing the rate
constant kB to decrease and the flame zone recedes from the shock. This process
continues until the minimum point in the pressure cycle is again obtained. Figure 8
shows the change in kB at the shock during a single oscillation. We note that kB
remains well above kC = 1 during the cycle. Thus for TB = 0.82, the steady pulsation
is governed by the action of finite-amplitude compression and expansion waves that
continuously amplify and erode the shock strength with a constant period.
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Figure 9. Shock pressure history for TB = 0.83. (a) Early-time behaviour, and (b) long-time be-
haviour, showing a rapid convergence of initial fluctuations in the shock amplitude to a single-mode
limit-cycle with period Ω = 40.0 and amplitude A = 0.58.

7.5. Increasingly less stable limit-cycle oscillation: TB = 0.83 to 0.84

A further increase in the chain-branching induction length of the steady detonation
profile as TB increases from TB = 0.82 leads to a Hopf bifurcation in the previously
stable high-frequency mode α2 at TB = 0.821, and at TB = 0.83 this mode has a
positive growth rate Re(α2) = 0.0158 and period Ω2 = 6.3. The low-frequency mode
α1 has the larger amplification rate Re(α1) = 0.0332 and period Ω1 = 39.34. The
detonation shock pressure history for TB = 0.83 is shown in figure 9. Figure 9(a)
shows, as before, the excitation of high-frequency oscillations with a characteristic
period Ω = 6.16 during the initial stages of the propagation, still corresponding
almost directly with the period of the linear mode α2. However, although these modes
are now linearly unstable, figure 9(a) shows that the high-frequency oscillations are
nevertheless not sustained and dissipate after a propagation time t ≈ 100. For t > 120,
the detonation shock pressure history shown in figure 9(b) indicates the initial presence
of a low-frequency two-mode oscillation with the amplitude of the pressure peak of
one mode being greater than that of the other mode. However, the amplitude of
the larger pressure peak is observed to decay rapidly, while that of the second mode
is amplified rapidly. For t > 500, the pressure peaks have converged to a value
1.40 ± 0.001. The period of oscillation of the front pulsation for t > 500 is given
by Ω = 40.0 ± 0.05. Thus the initial two-mode oscillation decays into a single-mode
oscillation of the front. The long-time dynamical behaviour of the detonation again
appears to be that of a stable steady single-mode limit-cycle with period Ω ≈ 40.0 and
amplitude A = 0.58. We note the increase in Ω and A over that found for TB = 0.82.
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Figure 10. Shock pressure history for TB = 0.84, showing a significantly slower decay in the
fluctuating shock amplitudes to a long-time attracting single-mode limit cycle with period Ω = 46.5
and amplitude A = 0.75.

For TB = 0.84, the stability analysis again predicts the presence of two linearly
unstable modes, one low frequency with growth rate Re(α1) = 0.0405 and period Ω1 =
44.8 and the other high frequency with a lower amplification rate Re(α2) = 0.0298 and
shorter period Ω2 = 7.2. Figure 10 shows the detonation shock pressure history for
TB = 0.84. Again, high-frequency modes with a characteristic period Ω = 6.6 appear
initially, but are observed to dissipate during the initial stages of the propagation.
For t > 75, a two-mode oscillation of the detonation again emerges initially, with,
as for the case TB = 0.83, the value of the pressure peak of one mode being much
greater than that of the second mode. Also, both the amplitude of and the difference
between the two pressure modes is more pronounced than for TB = 0.83. However,
as for TB = 0.83, the amplitude of the larger pressure peak is observed to decay,
while that of the second mode is amplified, but at a significantly slower rate than
that observed for TB = 0.83. For t > 900, the pressure peaks have converged to a
value 1.55 ± 0.01. The period of oscillation for t > 900 is given by T = 46.5 ± 0.1.
Furthermore, by extrapolating the peak pressures past t = 1200, we conclude that
the amplitudes of the initial two-mode oscillation again converge as the detonation
propagates. The long-term dynamical behaviour of the detonation appears to be that
of a steady stable single-mode limit-cycle with period T ≈ 46.5. We also conclude
that the single-mode pulsating detonation with constant period found for TB 6 0.84
becomes less stable with increasing TB. It is apparent that TB = 0.84 is close to the
stability boundary of a secondary bifurcation in the periodic limit cycle. On this note,
the authors are currently in the process of conducting a Floquet analysis (Drazin
& Reid 1981) in order to confirm the stability of the steady limit-cycle oscillation
observed for 0.803 < TB 6 0.84.

7.6. Period-doubling bifurcation TB = 0.85

As TB is increased from 0.84 to 0.85, a Hopf bifurcation occurs in the previously
stable linear mode α3 at TB = 0.844. At TB = 0.85, this mode has a growth rate
Re(α3) = 0.010 and very short period Ω3 = 4.21. The low-frequency mode α1 has a
growth rate Re(α1) = 0.0462 and period Ω1 = 51.38, while the first high-frequency
mode has a growth rate Re(α2) = 0.0401 and short period Ω2 = 8.16. Figure 11
shows the early evolution of the detonation shock pressure for TB = 0.85. The first
seven high frequency oscillations have a characteristic period Ω ≈ 8, while the latter
oscillations have a characteristic frequency Ω ≈ 5. Although these high-frequency
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Figure 11. Early-time shock pressure history for TB = 0.85.

oscillations are predicted to be linearly unstable, in the nonlinear calculation they
dissipate by a time t ≈ 100.

Figure 12 shows the long-time evolution of the detonation shock pressure for TB =
0.85 as predicted from a computation with two initial effective grid resolutions of (a)
160 points/L1/2 and (b) 320 points/L1/2 in the steady detonation wave structure. For
the coarser grid, figure 12(a) indicates that a secondary period-doubling bifurcation
in the steady limit cycle present at TB = 0.84 has occurred and a two-mode oscillation
emerges at TB = 0.85. For t > 1000, the larger-amplitude pressure modes have a peak
value 1.964± 0.0005, with trough 0.791± 0.0005, while the lower-amplitude pressure
modes have a peak value 1.426± 0.001 and trough 0.965± 0.0005. The period of the
oscillations is given by Ω ≈ 115.3.

By increasing the resolution to 320 points/L1/2 in the initial steady detonation
wave structure, however, figure 12(b) demonstrates a significant change in the shock
pressure history. It is observed that the amplitude of the larger pressure peak decays,
while that of the lower-pressure peak increases, but on a very long time scale. By
extrapolating the peak and trough pressures of both modes, the long-time behaviour
does indicate a decay towards a steady period-doubled oscillation. We calculate
a peak pressure for the larger-amplitude mode of 1.71 with trough 0.83, and for
the smaller-amplitude mode, a peak pressure of 1.69 with trough 0.84. The period
of the two-mode oscillation is given by Ω = 112. We note at this stage the large
discrepancies between the period of the linear mode α1 and the period of the long-
time numerically calculated solution. Although, the less-well-resolved calculation has
correctly predicted a period-doubled bifurcation, the amplitudes of the cycles are very
different from those predicted with the better resolved calculation. We conclude that
the calculation with an initial resolution of 160 points in L1/2 underestimates the
position of the period-doubling bifurcation, hence the larger-amplitude oscillations.

7.7. Multi-mode pulsation: TB = 0.86

Figure 13 shows two shock pressure histories for a chain-branching cross-over tem-
perature TB = 0.86 calculated with an initial resolution of (a) 80 points and (b) 320
points in the half-reaction length. The linear stability analysis shows the presence of
the same three unstable modes α1, α2 and α3 found for TB = 0.85. The low-frequency
fundamental mode α1 has a growth rate Re(α1) = 0.0504 and period Ω1 = 59.61 at
TB = 0.86. The growth rates and periods of the high-frequency modes α2 and α3

are given in table 1. The detonation shock pressure history shown in figure 13(a)
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Figure 12. Shock pressure history for TB = 0.85 calculated with (a) 160 points/L1/2 and (b) 320
points/L1/2. (a) A secondary bifurcation to a stable two-mode oscillation is indicated. For the
higher-resolution computation, (b) indicates the long-term behaviour still to be a period-doubling
bifurcation, but with different amplitudes to that seen in (a).

displays a highly irregular structure, with a number of pulsating modes of different
amplitudes appearing. In particular, we note the presence of several discontinuous
large-amplitude pressure rises not previously observed for TB < 0.86. As explained
in more detail below, these discontinuous pressure rises occur when a secondary
detonation is formed behind the lead detonation shock and runs into the lead shock.
Even with the moderately high resolution of 80 points in the half-reaction length,
the mesh refinement is not sufficient to properly resolve the appearance of the sec-
ondary detonation, nor resolve the shock–shock interaction which occurs when this
detonation runs into the lead shock. This results in the highly irregular behaviour
observed.

The shock pressure history calculated with 320 points in the half-reaction length
illustrates a substantially more regular pulsating oscillation of the front, although over
the time scale of the calculation conducted the oscillations do have a multi-mode
character. A much extended calculation than that possible here would be needed to
established the long-term behaviour, and to determine whether the solution is indeed
chaotic or has simply undergone a series of further period-doubling bifurcations. The
initial seven high-frequency pulsations of the front have a characteristic frequency
Ω = 9.1 with the latter two having a frequency Ω = 4. The shock pressure initially
rises to a value P = 1.36, before decaying and giving rise to a period of nearly
uniform shock pressure for 100 < t < 149. These periods of uniform shock pressure
have not been observed previously for TB < 0.86.

In a sequel, we will show that these regions of uniform shock pressure entail a
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Figure 13. Shock pressure history for TB = 0.86 calculated with (a) 80 points/L1/2 and (b) 320
points/L1/2. The computation shown in (a) illustrates a highly irregular behaviour of the detonation
shock front, arising from the failure to satisfactorily resolve the appearance of internal shock waves
in the detonation structure on the coarser grid. The resolved computation shown in (b) indicates
the shock front pressure has undergone a bifurcation to a multi-mode chaotic oscillation. The
large-amplitude pressure modes arise as a result of an internal reaction shock collision with the
detonation front, while the lower-amplitude modes result from the interaction of finite-amplitude
compression and expansion waves with the detonation shock front.

decoupling between the detonation shock and reaction zone, where the detonation
structure consists of a long chain-branching induction zone and the reaction zone
assumes the form of a low-Mach-number fast flame. A finite-amplitude compression
wave is then seen to run ahead of the reaction zone, which steepens into a shock
wave and combines with the reaction zone to form a secondary detonation behind
the lead shock. At t = 149, a large discontinuous shock pressure rise occurs when
the secondary detonation collides with the lead shock. The shock pressure increases
to P = 2.31, nearly two and a half times larger than the steady detonation shock
pressure. Subsequently, we note first a decay in the shock pressure to P = 2.04
followed by a rise to P = 2.25, caused by the ignition of material in front of the
contact surface generated by the detonation-shock interaction. Thereafter, the shock
pressure decays rapidly until at t = 211 a small-amplitude continuous oscillation
occurs. At t = 260, a uniform period again results, and the cycle of events as
described above is repeated for the further five large-amplitude rises shown. The
peak amplitudes of the shock pressure reached in each further oscillation are given
by P = 2.31, P = 2.25, P = 2.37 and P = 2.32 respectively.

Figure 14 shows the change in kB at the shock during the large-amplitude pressure
oscillation. During the regions of constant shock pressure, the rate constant drops to
the value kB = 1.6, which is just above the chain-branching rate constant kC = 1. Sub-
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Figure 14. Rate constant kB shock history for TB = 0.86 during a large-amplitude pressure
pulsation of the detonation front.
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Figure 15. Shock pressure history for TB = 0.87, displaying two long regions of constant low
shock pressure. The latter indicates detonation failure.

sequently, kB jumps sharply to 31.9 after shock collision. Thus for TB = 0.86, we have
demonstrated a remarkably different shock pressure history trace to that observed
previously. In particular, the hydrodynamical mechanisms governing the pulsating
instability are now highly complex, involving a decoupling of the detonation shock
and reaction zone, followed by the subsequent formation of secondary detonation
waves.

7.8. Detonability limit: TB = 0.87

Figure 15 shows the shock pressure history calculated for TB = 0.87. For this value of
TB, it can be seen from figure 1 that the steady detonation possesses a chain-branching
induction length and chain-recombination region which are now of comparable order
in length. The linear stability analysis reveals that the steady detonation structure
is still unstable to the same three oscillatory modes identified for TB = 0.86. The
fundamental low-frequency mode α1 now has a growth rate Re(α1) = 0.0536 and
period Ω1 = 70.44. The modes α2 and α3 have amplification rates Re(α2) = 0.0525
and Re(α3) = 0.0345 with periods Ω2 = 10.61 and Ω3 = 5.46 respectively. We note the
similar amplification rates of the low-frequency mode α1 and high-frequency mode α2.

The shock pressure history shows the initial presence of six high-frequency oscil-
lations of the front with a characteristic period Ω = 11.7. We note, however, that
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despite the initial similarity in growth rates between the linear modes α1 and α2, the
high-frequency modes dissipate out, as is the case for all previous values of TB. A
moderately large, but continuous, jump in shock pressure occurs at t ≈ 85.0, tak-
ing the pressure amplitude to P = 1.71. The shock pressure is then seen to decay
rapidly and a region of almost uniform shock pressure, where P ≈ 0.75, ensues for
130 < t < 205. At t = 205, a first discontinuous jump in the shock pressure occurs,
taking the pressure to P = 2.78. Once again, the shock pressure decays rapidly, and
gives rise to a small pressure oscillation at t = 305, in a fashion observed previously
for TB = 0.86. Between t = 350 and t = 533 a long region of quiescent shock pressure
is seen where P = 0.72, which is over twice as long as the first region of uniform shock
pressure. At t = 533, a substantial, discontinuous jump in the shock pressure again
occurs, rising to a maximum P = 3.11. At this point, the shock pressure first decays
rapidly before the rate of decay is slowed. At t = 750, when P = 1.01, high-frequency
oscillations of the shock front are again observed. Interestingly, the characteristic
period of these oscillations is Ω = 11.7. Following these small-period oscillations, a
low-amplitude pulsation of the front results. For t > 900, the shock pressure again
equilibriates and between t = 900 and t = 1720 has a value P = 0.713. At the
termination of the simulation, a third large pressure rise event has not yet appeared,
and the detonation has effectively failed. Thus, we propose that at TB = 0.87 the
detonability limit has been reached. The reasons for this are explored below.

Corresponding to the shock pressure P = 0.713 found during the latter stages
of quiescent shock propagation, the shock temperature is given by T = 0.873. This
is only barely above the chain-branching cross-over temperature TB = 0.87, and as
such, has a profound implication for the rate of radical production behind the shock.
As we have previously demonstrated in §4, when the shock temperature drops to
very close to the relevant chain-branching cross-over temperature, the concentration
of chain radicals can only grow at the exponentially small rate k−1

I and the reaction
zone drops an exponentially large distance behind the shock. Thus, a complete
decoupling between the reaction zone and shock occurs and the detonation quenches.
The mechanisms behind the quenching will be explored in more detail in a sequel,
but are essentially as described above.

7.9. Rapid quenching: TB > 0.87

Figures 16(a) and 16(b) show respectively the early- and long-time pressure trace
history associated with a chain-branching cross-over temperature of TB = 0.89, in
which a rapid quenching of the detonation occurs. The linear stability analysis
now predicts the presence of four unstable oscillatory modes, with again the largest
amplification rate being associated with the low-frequency mode α1 with Re(α1) =
0.0576 and Ω1 = 108.14. The growth rates and periods of the other three high-
frequency modes are shown in table 1. Figure 16(a) shows that even at this large
value of TB, where the reaction zone in the steady detonation profile lies increasingly
far back from the shock, the initial history is characterized by several high-frequency
oscillations of the front with an average period Ω = 12.5, which ultimately decay
out.

Figure 16(b) shows the quenching sequence of the detonation for TB = 0.89. After
the initial rise in pressure from t = 0, the shock decays rapidly. At t = 180, there
is a small pressure oscillation, which takes the shock pressure to a value P = 0.783,
before decaying down to a value P = 0.700. The shock pressure then remains at this
value until the simulation is terminated at t = 2000, and the detonation is quenched.
The shock temperature corresponding to P = 0.700 is T = 0.884, which in this case
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Figure 16. Shock pressure history for TB = 0.89. (a) Early behaviour shows the appearance
and decay of high-frequency oscillations as the shock pressure falls quickly. (b) The failure of
the detonation wave as the detonation shock temperature drops to the chain-branching cross-over
temperature TB = 0.89.
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Figure 17. Rate constant kB shock history for TB = 0.89 during quenching.

is almost precisely equal to, but below, the chain-branching cross-over temperature
of TB = 0.89. As explained above, when such a situation arises the concentration of
chain carriers can only grow at the exponentially small rate k−1

I , and the reaction
zone drops an exponentially large distance behind the shock. Since the energy of
chemical reaction arising from within the reaction zone structure is required to drive
the detonation, then the detonation has effectively quenched. Figure 17 shows the
value of kB at the shock during the quenching.
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Figure 18. Shock pressure history for TB = 0.92.

We also note here an essential difference between the present quenching scenarios
observed for TB > 0.87 using a chain-branching reaction model, and a one-step
Arrhenius thermal decomposition model. For the three-step reaction model here, we
can established a definition for the detonability limit, i.e.

the detonability limit occurs when the detonation shock temperature drops to the chain-
branching cross-over temperature.

The nature of the chain-branching reaction is such as to act like a chemical
switch: if the detonation shock temperature drops to the chain-branching cross-over
temperature, the chain-branching reaction is effectively switched off. In contrast,
there is no clear definition for what one would choose for the detonability limit of a
detonation driven by a one-step Arrhenius chemical reaction.

Figure 18 shows the shock pressure history for a detonation with TB = 0.92. For this
value of TB we are entering a regime where the chain-branching induction length is
now longer than the chain-recombination zone. In a similar manner to that observed
for TB = 0.87 and TB = 0.89, the detonation wave ultimately quenches, as the shock
temperature this time drops below that of the chain-branching cross-over temperature
TB = 0.92 to T = 0.885. On passing the barrier of the cross-over temperature, the
detonation then effectively fails via the mechanisms described above. As noted earlier,
this case is also of interest in relation to the results of the present linear stability
analysis, to the studies of He & Lee (1995) and Short (1997) and to the earlier analysis
of Buckmaster (1988). As TB increases through 0.913, the low-frequency oscillatory
linear mode α1 undergoes a pitchfork bifurcation and splits into a slowly evolving
low-frequency non-oscillatory root and a faster-evolving non-oscillatory root.

Buckmaster (1988) has shown that the presence of a slowly evolving non-oscillatory
mode in a detonation reacting with one-step Arrhenius kinetics with a high-activation
energy leads to large transient pressure increases at the detonation shock. It is also
found that as the pressure increases, the effect of the chemical reaction term in the
energy balance equation diminishes and the detonation shock is unable to sustain the
large increases in pressure and ultimately decays. This is precisely the early behaviour
observed in figure 18. For the pressure traces observed for TB < 0.92, there is at
least initially some low-frequency small-amplitude oscillation of the detonation front,
before large pressure rises ensue. However, for TB = 0.92, it is observed that the
detonation shock pressure increases both rapidly and monotonically from P = 1 and
reaches P = 1.645 at a time t = 40. The shock then decays rapidly down to P = 0.7011
for t > 100. Thus the behaviour in shock pressure predicted by Buckmaster (1988)
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when a low-frequency non-oscillatory root is present for one-step Arrhenius kinetics
with a large activation energy is also repeated for the present chain-branching reaction
model. We also observe that the definition of the detonability limit as the bifurcation
point between oscillatory and non-oscillatory modes in the linear stability diagram,
given by He & Lee (1995), is shown to be inappropriate for the present reaction model.
Here, the linear bifurcation point occurs for TB = 0.913, while the detonability limit
is reached at TB = 0.87.

Before concluding, it remains to make one further point regarding the mechanism
behind one-dimensional detonation failure observed for TB > 0.87. Lee (1991), with
further comments by He & Lee (1995), suggests that by removing the transverse wave
structure in a multi-dimensional detonation, the resulting quasi-one-dimensional deto-
nation structure will always fail. The work presented here offers a different conclusion.
For the present model reaction scheme, if the chain-branching cross-over temperature
is sufficiently high it is possible that during the oscillation of the detonation front,
the decay of the front can reduce the detonation shock temperature to the chain-
branching cross-over temperature. The reaction is then effectively switched off and
the detonation fails. Thus if the detonation is to propagate for such cross-over tem-
peratures, a transverse wave structure would be necessary to locally raise the shock
temperature above the cross-over temperature in order that reaction can proceed at
a finite rate. However, if the cross-over temperature for the reaction is sufficiently
low, the existence of quasi-one-dimensional oscillatory detonation structure cannot
be ruled out.

8. Summary
We have examined both the linear stability and the nonlinearly unstable large-

amplitude pulsating behaviour of a one-dimensional wave driven by a model three-
step chain-branching reaction. With this model chemical scheme, which is the simplest
realistic mechanism able to reproduce the reaction dynamics of an actual chain-
branching reaction, the steady detonation structure consists of a temperature-sensitive
chain-branching induction region, a main reaction zone and a temperature-insensitive
recombination region. The ratio of the length of the chain-branching induction zone
to recombination zone is controlled by TB, the chain-branching cross-over temperature
at which the chain-branching and recombination reaction rates are equal. The linear
stability analysis predicts that those detonation waves with sufficiently low TB, whose
structure is dominated by the chain-recombination reaction, have a tendency to be
stable to small perturbations. By increasing TB and increasing the length of the chain-
branching induction region relative to the chain-recombination zone, the detonation
becomes linearly unstable, with the most unstable root always being a low-frequency
mode. The numerical computations demonstrate that for a wide range of TB > 0.803,
the long-time nonlinear dynamical behaviour of the detonation shock front is that of
a single-period large-amplitude stable limit-cycle with a low-frequency of oscillation.
As TB is increased in this range, the amplitude and period of the limit cycle both
increase. This corresponds to an increasingly lower value of the chain-branching rate
constant kB in the steady detonation profile at the detonation shock. Also, in this
regime, the periods of the pulsation agree well with the period of the low-frequency
unstable eigenvalue identified in the linear stability analysis, indicating that the linear
theory contains the salient physical processes sustaining the pulsating oscillations.

At TB ≈ 0.85, a period-doubling bifurcation is seen to have occurred giving a
two-mode pulsation in the detonation shock pressure. At TB = 0.86, a multi-mode
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oscillation is observed, which contains large discontinuous jumps in the detonation
shock pressure caused by its interaction with a secondary detonation formed behind
the lead shock. For TB > 0.87, the detonation shock temperature drops close to
the chain-branching cross-over temperature, and the chain-branching rate constant at
the shock is close to the chain-recombination rate constant. Chain radicals can only
then grow at an exponentially small rate and the chain-branching induction length
becomes exponentially large. In such circumstances, we conclude that the detonation
has failed, and the detonability limit has been reached. Moreover, the chemical
switch-off mechanism found in the three-step chain-branching reaction model that
causes this quenching to occur is not present for one-step Arrhenius reaction kinetics.

We also introduce a sophisticated adaptive mesh refinement strategy (Quirk 1991,
1996) for solving the pulsating detonation problem. While the present grid resolutions
might appear excessive compared to previous numerical studies of pulsating detona-
tions (e.g. Bourlioux et al. 1991a), we demonstrate that under-resolved calculations
will give erroneous predictions of the shock pressure history. Moreover, we conclude
that algorithmic arguments such as whether to track or capture shocks are irrelevant
if the computational grid is too coarse to resolve the smooth but small-scale structures
appearing within the detonation wave. For example, with the present reaction model,
we feel it is more important to resolve the radical spike accurately as this directly
affects the release of chemical energy into the detonation and so ultimately dictates
the grid resolution required for a reliable simulation.

In conclusion, the work presented here is the first comprehensive study of the
propagation of unstable one-dimensional pulsating detonation waves for a reaction
model other than that of a one-step Arrhenius chemical rate model, which is based
on a linear stability analysis. The model three-step reaction is able to reproduce the
essential dynamics of a real chain-branching reaction model and is the first stage on
the road to a comprehensive understanding of the behaviour of detonations in real
reactive materials.
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