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A HENKIN-STYLE PROOF OF COMPLETENESS FOR FIRST-ORDER
ALGEBRAIZABLE LOGICS

PETR CINTULA AND CARLES NOGUERA

Abstract. This paper considers Henkin’s proof of completeness of classical first-order logic and extends
its scope to the realm of algebraizable logics in the sense of Blok and Pigozzi. Given a propositional logic
L (for which we only need to assume that it has an algebraic semantics L and a suitable disjunction) we
axiomatize twonatural first-order extensionsL∀m andL∀ andprove that the former is completewith respect
to all models over algebras from L, while the latter is complete with respect to all models over relatively
finitely subdirectly irreducible algebras. While the first completeness result is relatively straightforward, the
second requires non-trivial modifications of Henkin’s proof bymaking use of the disjunction connective. As
a byproduct, we also obtain a form of Skolemization provided that the algebraic semantics admits regular
completions. The relatively modest assumptions on the propositional side allow for a wide generalization of
previous approaches by Rasiowa, Sikorski, Hájek, Horn, and others and help to illuminate the “essentially
first-order” steps in the classical Henkin’s proof.

§1. Introduction. The problem of completeness of classical first-order predicate
logic was formulated, for the first time in precise mathematical terms, in 1928 by
Hilbert and Ackermann in [17] and solved positively by Gödel in his Ph.D. thesis
one year later [8,9]. In 1947, Henkin [15,16] presented an alternative simpler proof
that has become standard in logic textbooks. The main advantage of Henkin’s
proof is that it shows how to construct a term-model to invalidate a derivation
in the calculus. Roughly speaking, the proof has two stages: first he constructs an
appropriate theory (i.e., a maximal consistent Henkin theory) which, secondly, is
used to define the desired term model.
In 1950,Rasiowa and Sikorski [25] gave an alternative proof in which, by avoiding

the first step on Henkin’s construction, they obtained a term-model valued on a
general (not necessarily two-valued) Boolean algebra. By means of the famous
Rasiowa–Sikorski Lemma, they managed to factorize such model to the desired
two-valued term-model. In [26] they generalized this modified Henkin proof to
intuitionistic first-order predicate logic. Following the ideas ofMostowski [21], they
used the order relation on Heyting algebras to interpret the existential (respectively
(resp.) universal) quantification of a formula as the supremum (resp. infimum) of
the values of its instances. As in the classical case, they construct a counterexample
model over an arbitrary Heyting algebra, which is later embedded into a complete
one to ensure that the interpretation of quantifiers is always defined.

Received September 2, 2013.
Key words and phrases. First-order logic, algebraizable logics, completeness theorem, Henkin theory.

c© 2015, Association for Symbolic Logic
0022-4812/15/8001-0018
DOI:10.1017/jsl.2014.19

341

https://doi.org/10.1017/jsl.2014.19 Published online by Cambridge University Press

https://doi.org/10.1017/jsl.2014.19


342 PETR CINTULA AND CARLES NOGUERA

After that, we can distinguish two different lines of research in the investi-
gation of non-classical first-order logics. The first one arises from another, less
well-known, work of Gödel. Indeed, in [10] he considered linearly ordered models
for (propositional) intuitionistic logic, which inspiredDummett to introduce in 1959
a superintuitionistic propositional calculus, obtained by adding the axiom of pre-
linearity (ϕ → �) ∨ (� → ϕ), and proved its completeness with respect to linearly
orderedHeyting algebras [5]. This system has been calledGödel–Dummett logic and
served as the propositional basis for a new non-classical first-order logic introduced
by Horn [18] in 1969 as the extension of intuitionistic first-order logic obtained by
adding the axioms of prelinearity and constant domains (∀x)(ϕ ∨ �)→ (∀x)ϕ ∨ �
(for x not free in �). His proof of the completeness theorem for this logic can be
seen as analogous to Rasiowa–Sikorski’s approach to the completeness of classi-
cal first-order logic: one obtains a term-model valued on a Heyting algebra that
is later factorized and turned into a model valued on a linearly ordered Heyting
algebra (and then embedded into a particular complete algebra over the naturally
ordered real unit interval [0, 1]). Let us stress that linearly ordered Heyting alge-
bras play in the variety of Heyting algebras the same rôle as the two-element
Boolean algebra in the variety of Boolean algebras: besides being (obviously)
exactly those which are linearly ordered (disregarding the trivial algebra) they
share a deeper universal-algebraic property: they are exactly the finitely subdi-
rectly irreducible ones (again disregarding the trivial algebra). Thus both proofs
(by Horn and by Rasiowa and Sikorski) can be seen as instances of a general
pattern.
The second line of research was started by Rasiowa in her monograph [24] pub-
lished in 1974,where she generalized her approach from intuitionism to a ratherwide
class of propositional logics, which she called implicative logics.1 She axiomatized
first-order logics based on these systems that have an algebraic semantics ordered by
means of an implication connective, which, as in the case of intuitionism, does not
always ensure the existence of suprema and infima for the interpretation of quanti-
fiers (which enjoy the shifts typical from intuitionism, but not the axiom of constant
domains). For this reason, Rasiowa had to deal with the possibility of leaving some
formulae with an undefined truth-value in some particular models, but nevertheless
obtaining a completeness theorem with respect to those where all formulae can be
interpreted. The completeness theorem of all these logics is obtained in a uniform
way by direct generalization of the first part of the proof for intuitionistic logic:
one obtains a term-model that is valued over an arbitrary (not necessarily finitely
subdirectly irreducible) algebra. In fact, if applied to Gödel–Dummett proposi-
tional logic, her approach would result in a first-order logic different from the one
considered by Horn (these two systems are separated, for example, by the axiom of
constant domains as shown in [18, page 404]).2

1Rasiowa’s implicative logics are characterized by the presence of an implication connective satis-
fying identity, transitivity, modus ponens, congruence with respect to (w.r.t.) all other connectives, and
weakening.
2This is perhaps a surprising observation because in finitary propositional logics (either classical or

non-classical) we have an algebraic completeness theorem that can always be restricted to (finitely)
subdirectly irreducible algebras (for logics whose semantics is not closed under quotients, one has to
consider relatively finitely subdirectly irreducible algebras).
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Classical and Gödel–Dummett logics are not the only first-order logics for which
(relatively) finitely subdirectly irreducible algebras are a preferred semantics. Indeed,
in [11], Hájek started studying the class of the so-called fuzzy logics (which has
Gödel–Dummett as a prominent example) whose finitely subdirectly irreducible
algebras are exactly those whose underlying order forms a chain and are seen as
an intended semantics for both propositional and first-order formalisms. Since
Hájek’s fuzzy logics are, in particular, implicative logics in the sense of Rasiowa, he
could apply Rasiowa’s methodology. Therefore, he also had to handle first-order
structures not rich enough to interpret the values of all quantified formulae (he
called safe models those with all suprema and infima that are necessary to interpret
formulae).3 As in the case of Gödel–Dummett logic, Rasiowa’s axiomatization
would not provide completeness w.r.t. the intended semantics (i.e., w.r.t. safe mod-
els based on chains), and so Hájek, following Horn, was forced to add the axiom
of constant domains. Interestingly enough, his proof (unlike the previously men-
tioned ones) is close in spirit to the original Henkin approach: he constructs an
appropriate theory such that the term-model built using this theory has the desired
properties. Later, in cooperation with Cintula, he generalized his approach to wider
classes of fuzzy logics and to languages of arbitrary cardinality4 by identifying
the crucial rôle of disjunction (not only in the axiom of constant domains) and
distinguishing two forms of Henkin theories in the process [12]. Roughly speak-
ing, one of the forms requires the existence of witnesses to validity of existential
statements, whereas the other one requires witnesses to non-validity of universal
statements.
The logics we have mentioned so far are only the tip of the iceberg. Currently a

plethora of non-classical logics, introduced and motivated from diverse points of
view, are being studied and they usually require first-order predicate formalisms
to guarantee a sufficient expressive power. It is natural to wonder whether these
logics can be given, as classical logic, a semantics based on some kind of algebraic
structures. More precisely, the question is what is the scope of the completeness
theorem in the context of non-classical first-order logics.5

3The reader might wonder why Rasiowa and Hájek (and us in this paper) do not restrict to semantics
over completely ordered algebras (such as [0, 1]-valued algebras), where the truth-values for quantified
formulae would always be defined without having to resort to the rather cumbersome partial seman-
tics. The reason is that this would lead to non-axiomatizable logics as was first shown for first-order
Łukasiewicz logic by Scarpellini who proved that the tautologies given by models over the standard
[0, 1]-valued algebra are not recursively enumerable [28]; it was shown later that this set is actually Π2-
complete [23] (it isworth noting thatHaypresented in [14] an axiomatizationof thepredicate [0, 1]-valued
Łukasiewicz logic, but at the price of adding an infinitary deduction rule). In some cases one can even
obtain non-arithmetical sets of tautologies over the semantics given by completely ordered algebras; see
e.g. [13,19,20]. However, it is possible to have the best of bothworlds, axiomatization and complete order
in the semantics, provided that the corresponding class of algebras admits regular completions, i.e., if it is
possible to embed any algebra in a completely ordered one while respecting infinite suprema and infima;
see e.g. [22].
4All works mentioned above (except for the original Henkin approach) were restricted to countable

first-order languages.
5The chapter [2] can be seen as a contribution towards this goal in the setting of fuzzy logics; indeed,

like in the work of Hájek, its scope is restricted to the study of completeness w.r.t. linearly ordered
algebras.
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Fortunately, the question has been already given quite satisfactory answers for
propositional logics. Indeed, abstract algebraic logic has concentrated on the relation
between logics and algebraic semantics by taking as paradigmatic example the strong
link between classical propositional logic and Boolean algebras. Research in this
area has offered a deep understanding of wide classes of logics where this link
holds in analogous ways. The most celebrated and developed setting is probably
that introduced by Blok and Pigozzi when they defined the class of algebraizable
logics [1]. Such class is wide enough to contain themajority ofwell-knownparticular
propositional logics (including all Rasiowa’s implicative logics and much more)
and powerful enough to preserve a strong connection between logics and their
corresponding algebraic semantics. Thus, they provide a suitable starting point
for the investigation on the scope of the classical completeness theorem for first-
order logics.6 Indeed, the Rasiowa–Sikorski definition of semantics for first-order
languages can be preserved without changes, because in all algebraizable logics one
can still find a suitable implication connective ⇒, although maybe not given by a
single symbol, but definable by a finite set of formulae. This generalized implication
still induces an order relation in the algebras that allows to interpret quantifiers as
suprema and infima.
To sum it up, the present paper is based on three distinct lines of research:
(1) Blok–Pigozzi abstract study of propositional logics, (2) Rasiowa–Sikorski
approach to first-order logics complete with respect to a general algebraic seman-
tics, and (3) Horn–Hájek approach to first-order logics complete with respect to
a semantics of (relatively) finitely subdirectly irreducible algebras. Our goal is to
show that (2) assumed unnecessary conditions on propositional logics and can be
extended so as to accommodate extensions of all propositional logics in (1). Fur-
thermore the same can be done in (3) provided that the logic in question possesses a
reasonable (generalized) disjunction connective. In this way, for each well-behaved
propositional logic we axiomatize two natural first-order extensions: one will be
complete w.r.t. models on all algebras, the other w.r.t. (sometimes more desirable)
models over (relatively) finitely subdirectly irreducible algebras.
The paper is organized as follows. After this introduction, Section 2 gives the
necessary technical notions to work in this framework. In Section 3, for each
propositional logic L we present the axiomatizations for its corresponding mini-
mal first-order logic L∀m and (assuming the presence of disjunction connective) its
extension L∀ and prove that the former is complete w.r.t. to all models (hence the
name “minimal” first-order logic), while the latter is complete w.r.t. models over rel-
atively finitely subdirectly irreducible algebras. As a byproduct we obtain the proof
of (a form of) Skolemization for logics whose algebraic semantics admits regular
completions.
Our result can be also seen as an analysis of Henkin’s proof. Indeed, first the
relatively modest assumptions on the propositional side helps to illuminate the
‘essentially first-order’ steps in the classical Henkin’s proof and, second, like Hájek
and Cintula, we distinguish two kinds of Henkin theories and show that the ‘univer-
sal’ kind is crucial of the completeness proof, whereas the ‘existential’ one is closely
linked to Skolemization.

6To simplify the presentation, we will also assume the presence of a constant 1 in the language.

https://doi.org/10.1017/jsl.2014.19 Published online by Cambridge University Press

https://doi.org/10.1017/jsl.2014.19


A HENKIN-STYLE PROOF OF COMPLETENESS 345

§2. Setting the framework. This section presents the basic definitions and nota-
tional conventions for the paper (for further information on abstract algebraic logic
notions see [4, 6]). We assume the usual notions of a propositional language L,
the absolutely free term algebra FmL over a denumerable set of generators (propo-
sitional variables), and a finitary Hilbert-style proof system AS and its induced
provability relation �AS .
Our approach to propositional logics is based on the notion of algebraizable logics

introduced by Blok and Pigozzi in [1]. They arguably provide the best paradigm,
in abstract algebraic logic, for a class of logics with a strong link with an algebraic
semantics, resembling as much as possible, the connection between classical propo-
sitional calculus and Boolean algebras. In their original presentation they are given
in terms of a certain generalized notion of equivalence connective. However,we need
to tailor them to our approach to first-order systems, in which the order relation
induced by the implication plays an essential rôle, and so we equivalently formulate
them in terms of a generalized notion of implication connective instead. For this
we first need some useful notational conventions. Given a set⇒(p, q) of formulae
in two variables p and q, a set T (p) of equations in one variable p, formulae ϕ and
�, and two sets T and S of formulae, we establish the following:

ϕ ⇒ � denotes the set⇒(ϕ,�),
ϕ ⇔ � denotes the set (ϕ ⇒ �) ∪ (� ⇒ ϕ),
T � S means that T � ϕ for each ϕ ∈ S,
T 
� S means that T � S and S � T ,
⇔[T (ϕ)] denotes the set

⋃
{α(ϕ)⇔ �(ϕ) | α ≈ � ∈ T }.

Convention 2.1. Let L be a language with a truth constant 1, let ⇒(p, q) be a
finite set of formulae in two variables, and let T (p) be a finite set of equations in one
variable. In this paper a propositional logic L in L is identified with the provability
relation �AS on FmL given by a finitary Hilbert-style system AS such that:

�AS ϕ ⇒ ϕ, ϕ, ϕ ⇒ � �AS �, ϕ ⇒ �,� ⇒ � �AS ϕ ⇒ �,
ϕ 
�AS 1⇒ ϕ, ϕ 
�AS ⇔[T (ϕ)],
ϕ ⇔ � �AS ◦(�1, . . . �i , ϕ, . . . , �n)⇔ ◦(�1, . . . �i , �, . . . , �n)

for every n-ary ◦ ∈ L and i < n.
We usually write simply �L instead of �AS .

Remark 2.2. The required conditions describe the intended behavior of ⇒ as
a generalized implication connective, while ⇔ is its corresponding equivalence
obtained by symmetrization. In many well-known logics, ⇒ is given by a primi-
tive connective→ (or definable just by one formula); this is the case of Rasiowa’s
implicative logics, which moreover are required to satisfy � �L ϕ → �. It is also
important to remark that our convention does not cover all algebraizable logics
because we assume the presence of the constant 1 with certain properties. Some
algebraizable logics, such as certain fragments of relevance logic, are not included,
but still the vast majority of algebraizable logics studied in the literature is covered
including all Rasiowa’s implicative logics (where 1 can be defined as ϕ → ϕ) and all
substructural logics in the sense of [7]. The restriction is important for the validity of
the generalization rule (see Proposition 3.5 for its proof and [2, Example 4.1.16] for

https://doi.org/10.1017/jsl.2014.19 Published online by Cambridge University Press

https://doi.org/10.1017/jsl.2014.19


346 PETR CINTULA AND CARLES NOGUERA

an example of an algebraizable logic where generalization fails). Of course, many
results of the paper would also hold without the presence of 1.

We recall now the basics of semantics. Let us fix from now on a logic L in a
language L. L-algebras are algebras with signature L; homomorphisms from FmL
to an L-algebra A are called A-evaluations.

Definition 2.3. For any L-algebra A, we define the following set and binary
relation:

FA = {a | A |= T A(a)}, a ≤A b iff (a ⇒A b) ⊆ FA.

A is an L-algebra, in symbols: A ∈ L, if for each Γ ∪ {ϕ} ⊆ FmL and x, y ∈ A
hold:

1. Γ �L ϕ implies that for each A-evaluation e we have e(ϕ) ∈ FA whenever
e[Γ] ⊆ FA,

2. a ≤A b and b ≤A a implies a = b.7

Definition 2.4. Given a class K ⊆ L, we define its induced semantical conse-
quence relation for each Γ ∪ {ϕ} ⊆ FmL as:

Γ |=K ϕ iff for eachA ∈ K and eachA-evaluation e we have

e(ϕ) ∈ FAwhenever e[Γ] ⊆ FA.

It is not difficult to show that, thanks to the finitarity of �L and the finiteness of
⇒, the consequence relation |=L is also finitary. Therefore, L is in fact a quasivariety
of algebras. Blok and Pigozzi call it the equivalent algebraic semantics of L. In
particular, it gives a sound and complete semantics for the logic:

Theorem 2.5 ([1]). Let L be a logic. Then �L = |=L, i.e., Γ �L ϕ iff Γ |=L ϕ for
each Γ ∪ {ϕ} ⊆ FmL.

A non-trivial L-algebra A is said to be (finitely) subdirectly irreducible relative
to L if for every (finite non-empty) subdirect representation α of A with a family
{Ai | i ∈ I } ⊆ L there is i ∈ I such that �i ◦ α is an isomorphism. LR(F)SI denotes
the class of all (finitely) subdirectly irreducible algebras relative to L. Of course
LRSI ⊆ LRFSI. Both classes of algebras are also sound and complete semantics for
the logic:

Theorem 2.6 ([4]). Let L be a logic. Then

�L = |=LRSI = |=LRFSI .

Finally, for some results we need to assume that propositional logics are also
endowed with a (generalized) disjunction connective. Following the notation intro-
duced in [3], let∇(p, q) be a set of formulae in two variables; for any pair of formulae
ϕ,�, we define ϕ ∇� = ∇(ϕ,�).

Definition 2.7. A logic L is called finitely disjunctional if there is a finite set of
formulae ∇(p, q), called a disjunction, such that ϕ �L ϕ ∇ �, � �L ϕ ∇ � and it

7Note that in each L-algebra A,≤A is an order, FA = {a | 1A ≤A a}, and it is an upper set w.r.t.≤A.
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satisfies the Proof by Cases Property (PCP for short), i.e., for every set of formulae
Γ and any formulae ϕ,�, �:

Γ, ϕ �L � and Γ, � �L � imply Γ, ϕ ∇ � �L �.

As shown in [3], for any finitary logic the PCP can be equivalently written in the
following (seemingly stronger) formulation, for any sets of formulae Γ,Φ,Ψ and
any formula �:8

Γ,Φ �L � Γ,Ψ �L �
Γ,Φ∇Ψ �L �

. (sPCP)

The notion of disjunction is intrinsic for a given logic, i.e., for any pair ∇,∇′ of
disjunctions in L we have ϕ ∇ � 
�L ϕ ∇′ �. In many prominent cases, such
as classical or intuitionistic logic, the lattice connective ∨ is itself a disjunction in
the sense just defined. But this is not always the case (for example, in linear logic
∨ is not a disjunction, but the logic is still finitely disjunctional with the defined
connective (ϕ ∧ 1) ∨ (� ∧ 1)). In the implicational fragment of Gödel–Dummett
logic (as shown in [3]) it is not possible to define a disjunction with just one formula,
but we can still obtain one by considering the set ϕ∇� = {(ϕ → �) → �,
(� → ϕ) → ϕ}. However, some other prominent logics, like the full Lambek
logic FL [7] or the implicational fragment of intuitionistic logic, are not finitely
disjunctional [3, 27]; one would need a higher level of complexity and consider a
disjunction defined by an infinite parameterized set of formulae (see [3,4]).
We list a few properties of finitely disjunctional logics that will be needed in the

upcoming text:

Proposition 2.8 ([4]). Let L be a logic with a disjunction ∇ and A an L-algebra.
Then:

• ϕ ∇� �L � ∇ ϕ, (C∇)
• ϕ ∇ ϕ �L ϕ, (I∇)
• ϕ ∇ (� ∇ �) 
�L (ϕ ∇ �)∇ �, (A∇)
• Γ∇ � �L ϕ ∇ � whenever Γ �L ϕ,
• A ∈ LRFSI iff for each a, b ∈ A we have a ∈ FA or b ∈ FA whenever a∇A b ⊆ FA.

§3. First-order logic.
3.1. Basic syntactic and semantic notions. Let us fix a logic L in a propositional

language L. As usual, a predicate language P is a triple 〈P,F, ar〉, where P is a non-
empty set of predicate symbols, F is a set of function symbols, and ar is a function
assigning to each symbol a natural number called the arity of the symbol; nullary
function symbols are called object constants.
Let us further fix a predicate language P = 〈P, F, ar〉 and a denumerable set V

whose elements are called object variables. The sets of P-terms, atomic P-formulae,
and 〈L,P〉-formulae are defined as in classical logic. We omit the symbols for
propositional or predicate languages when clear from the context (analogously any
other notion parameterized by propositional or predicate languages). The notions
of bound and free variables, closed terms, sentences, and substitutability are also

8Given sets Φ,Ψ ⊆ FmL, Φ∇Ψ denotes the set {ϕ ∇ � | ϕ ∈ Φ, � ∈ Ψ}.
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defined in the standard way. Instead of �1, . . . , �n (where �i’s are terms or formulae
and n is arbitrary or fixed by the context) we shall sometimes write just 	�. Unless
stated otherwise, by the notation ϕ(	z) we signify that all free variables of ϕ are
among those in the vector of pairwise different object variables 	z. If ϕ(x1, . . . , xn, 	z )
is a formula and we replace all free occurrences of xi’s in ϕ by terms ti , we denote
the resulting formula in the context simply by ϕ(t1, . . . , tn, 	z ). A theory T is a pair
〈P ,Γ〉, whereP is a predicate language andΓ is a set ofP-formulae. For convenience
we sometimes identify the theory T and its set of formulae Γ and say that T is a
P-theory to indicate that its language is P .

Definition 3.1 (Structure). A P-structure S is a pair 〈A,S〉 where A ∈ L

and S = 〈S, 〈PS〉P∈P , 〈fS〉f∈F〉, where S is a non-empty domain; PS is a func-
tion Sn → A, for each n-ary predicate symbol P ∈ P; and fS is a function Sn → S
for each n-ary function symbol f ∈ F.

An S-evaluation of the object variables is a mapping v: V → S; by v[x→a] we
denote the S-evaluation where v[x→a](x) = a and v[x→a](y) = v(y) for each
object variable y �= x.

Definition 3.2 (Truth definition). Let S = 〈A,S〉 be a P-structure and v an
S-evaluation.We define the values of the terms and the truth values of the formulae
in S for an evaluation v as:

‖x‖Sv = v(x),

‖f(t1, . . . , tn)‖Sv = fS(‖t1‖
S
v , . . . , ‖tn‖

S
v ) for f ∈ F,

‖P(t1, . . . , tn)‖Sv = PS(‖t1‖
S
v , . . . , ‖tn‖

S
v ) for P ∈ P,

‖◦(ϕ1, . . . , ϕn)‖Sv = ◦A(‖ϕ1‖Sv , . . . , ‖ϕn‖
S
v ) for ◦ ∈ L,

‖(∀x)ϕ‖Sv = inf≤A
{‖ϕ‖Sv[x→a] | a ∈ S},

‖(∃x)ϕ‖Sv = sup≤A
{‖ϕ‖Sv[x→a] | a ∈ S}.

If the infimum or supremum does not exist, we take the corresponding value as
undefined. We say thatS is safe iff ‖ϕ‖Sv is defined for each P-formula ϕ and each
S-evaluation v. Finally, we writeS |= ϕ[v] if ‖ϕ‖Sv ∈ F A.

Definition 3.3 (Model). Let T be a P-theory and K ⊆ L. A P-structureM =
〈A,M〉 is called a K-model of T , denoted as M |= T , if it is safe, A ∈ K, and
S |= ϕ[v] for each ϕ ∈ T and each S-evaluation v.

We speak of ‘A-model’ instead of ‘{A}-model’ and we also use this term for safe
structures overA; we also writeM |= ϕ instead ofM |= {ϕ}. Notice that, since each
theory comes with a fixed predicate language, we need not to specify the language
ofM when we say that it is a model of a theory T .

Definition 3.4 (Consequence relation). LetK ⊆ L. AP-formulaϕ is a semanti-
cal (sentential) consequence of a P-theory T w.r.t. the classK, in symbols T |=K ϕ,
if for each K-modelM of T we haveM |= ϕ.
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Note that both in the definition of model and semantical consequence, the lan-
guage of the theory T plays a minor rôle; basically they could be formulated just
for sets of formulae. Indeed we can prove that 〈P ,Γ〉 |=K ϕ iff 〈P ′,Γ〉 |=K ϕ for all
P ′ ⊇ P iff 〈P ′,Γ〉 |=K ϕ for some P ′ ⊇ P (actually, due to the safeness restriction,
this is not as trivial to prove as in classical predicate logic).
In the next proposition we show that the generalization rule is valid in every |=K

and a rule form of the constants domain axiom holds in |=LRFSI .

Proposition 3.5. For any logic L we have ϕ |=L (∀x)ϕ. If furthermore L is a
finitely disjunctional logic, then we also have: ϕ∇� |=LRFSI ((∀x)ϕ)∇� whenever x
is not free in �.

Proof. The first claim is straightforward: Indeed, for any A-modelM of ϕ and
anyM-evaluation v, we know that 1A ≤A ‖ϕ‖Mv[x→a] for each a ∈M and thus also
1A ≤A infA{‖ϕ‖Mv[x→a] | a ∈M}.
To prove the second claim, consider an LRFSI-model M of ϕ ∇ � and an

M-evaluation v. If M |= �[v] we are done. Assume that M �|= �[v], then also
M �|= �[v[x→a]] for each a ∈M (because x is not free in �). Using the characteri-
zation of LRFSI from Proposition 2.8 we know thatM |= ϕ[v[x→a]]; the rest works
as in the first case. 

As it is well known, ϕ ∇ � �|=HA ((∀x)ϕ)∇ �, where HA is the class of Heyting

algebras. The same rule also fails for the class G of G-algebras, as shown by Horn
in [18, page 404]. Therefore, unlike in the propositional case (Theorem 2.6), the
consequence relations |=LRFSI and |=L need not coincide.

3.2. Axiomatic systems. Thegoal of this subsection is to propose axiomatizations
for the two natural semantical consequence relations we have introduced and show
their basic properties.

Definition 3.6. Let L be a logic in L presented by an axiomatic systemAS . The
minimal predicate logic over L (in a predicate language P), denoted as L∀m, is given
by the following axiomatic system:9

(P) the axioms and rules resulting from those of AS by substituting
variables by 〈L,P〉-formulae,

(∀1) �L∀m (∀x)ϕ(x, 	z)⇒ ϕ(t, 	z), where t is substitutable for x in ϕ,
(∃1) �L∀m ϕ(t, 	z)⇒ (∃x)ϕ(x, 	z), where t is substitutable for x in ϕ,
(∀2) � ⇒ ϕ �L∀m � ⇒ (∀x)ϕ, where x is not free in �,
(∃2) ϕ ⇒ � �L∀m (∃x)ϕ ⇒ �, where x is not free in �.

9Note that we have omitted the propositional language L in the symbol L∀m for it is always that of
L. Omitting the symbol for the predicate language could be more confusing. Properly, we should first
define the notion of proof relative to a predicate languageP , denoting it bymeans of �P and then prove
that as in the semantical case the language of P plays a little rôle here, i.e., for each P-theory Γ ∪ {ϕ}
we have: Γ �P ϕ iff Γ �P′

ϕ for all P ′ ⊇ P iff Γ �P′
ϕ for some P ′ ⊇ P . This can be proved either

syntactically (as in classical logic) or obtained as a consequence of the completeness theorem.
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If L is finitely disjunctional, we also define a stronger predicate logic over L (in a
predicate language P), denoted here as L∀,10 as the extension of L∀m by:
(∀2)∇ (� ⇒ ϕ)∇ � �L∀ (� ⇒ (∀x)ϕ)∇�, where x is not free in � and �,
(∃2)∇ (ϕ ⇒ �)∇ � �L∀ ((∃x)ϕ ⇒ �)∇�, where x is not free in � and �.
Let us list some (easy to prove) theorems and derivable rules to demonstrate that
the quantification theory is not too different from the classical one (we assume that
x is not free in � and x′ does not occur in ϕ(x, 	z)):

(∀0) ϕ �L∀m (∀x)ϕ, (∀0)∇ ϕ ∇ � �L∀ (∀x)ϕ ∇ �,
(T1) ϕ ⇒ � �L∀m (∀x)ϕ ⇒ (∀x)�, (T2) ϕ ⇒ � �L∀m (∃x)ϕ ⇒ (∃x)�,
(T3) �L∀m � ⇔ (∀x)�, (T4) �L∀m (∃x)ϕ ⇔ �,
(T5) �L∀m (∀x)ϕ(x, 	z)⇔ (∀x′)ϕ(x′, 	z), (T6) �L∀m (∃x)ϕ(x, 	z)⇔ (∃x′)ϕ(x′, 	z),
(T7) �L∀m (∀x)(∀y)ϕ ⇔ (∀y)(∀x)ϕ, (T8) �L∀m (∃x)(∃y)ϕ ⇔ (∃y)(∃x)ϕ.
The following three theorems state crucial properties of our first-order logics. The
first one is easily proved by induction using (P), (T1), and (T2). The second one is
the usual Constants Theorem (proved almost as in classical logic) showing that free
variables behave as constants naming arbitrary elements. The third one requires a
more elaborated proof and shows the rôle of disjunction.

Theorem 3.7 (Congruence Property). Let ϕ,�, 
 be sentences, � a formula,
and �̂ a formula obtained from � by replacing some occurrences ϕ by �. Then for
� ∈ {�L∀m , �L∀}:

� ϕ ⇔ ϕ, ϕ ⇔ � � � ⇔ ϕ, ϕ ⇔ 
, 
 ⇔ � � ϕ ⇔ �, ϕ ⇔ � � � ⇔ �̂.

Theorem 3.8 (Constants Theorem). Let � ∈ {�L∀m , �L∀}, T ∪ {ϕ(x, 	z)} be a
theory, and c a constant not occurring there. Then Σ � ϕ(c, 	z) iff Σ � ϕ(x, 	z).
Theorem 3.9 (Strong Proof by Cases Property). For any P-theories T,Φ,Ψ and
any P-formula �:

T,Φ �L∀ � T,Ψ �L∀ �
T,Φ∇Ψ �L∀ �

. (sPCP)

Proof. First we prove that for each set of formulae Γ ∪ {ϕ} such that Γ �L∀ ϕ
we have Γ∇� �L∀ ϕ∇� for any sentence �. We show Γ∇� �L∀ 
∇� for each 

appearing in the proof of ϕ from Γ. If 
 ∈ Γ or is an axiom, the proof is trivial. Now
assume that Γ′ �L∀ 
 is the rule used to obtain 
. By hypothesis Γ∇� �L∀ Γ′ ∇�.
Since Γ′ ∇� �L∀ 
∇� (for (P) due to the second item of Proposition 2.8, for (∀2)
and (∃2) it is due resp. to (∀2)∇ and (∃2)∇, and for the latter it is due to (A∇) of
Proposition 2.8), the proof of this claim is done.
Now, from T,Φ �L∀ � and T,Ψ �L∀ �, using the claim we have just proved, we
obtain T ∇�,Ψ∇� �L∀ �∇ � and T ∇�,Φ∇� �L∀ �∇� for every � ∈ Ψ, and
hence T ∇Ψ,Φ∇ Ψ �L∀ � ∇ Ψ. Using (C∇) and (I∇) of Proposition 2.8 we can
complete the proof. 


10As no other variants of first-order logics are considered in the paper, we have decided to use the
simple notation L∀; otherwise some superscript (e.g. RFSI) would be needed. Observe that there is no
need to mention the used disjunction in the symbol for L∀ (as all disjunctions are interderivable). It can
also be easily shown that axioms (∀2) and (∃2) are redundant in the axiomatization of L∀.
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3.3. Completeness theorem. In this subsection we show that the axiomatic sys-
tems L∀m and L∀ are respectively presentations of the semantically defined first-
order logics |=L and |=LRFSI . The proofs of soundness (i.e., �L∀m ⊆ |=L and
�L∀ ⊆ |=LRFSI) are easy. To prove the reverse inclusions we need the notions of
prime and ∀-Henkin theory; unless said otherwise � stands for either �L∀m or �L∀.
Definition 3.10 (Prime and ∀-Henkin theories). Let P be a predicate language.

A P-theory T is
• Prime (in�L∀) if for each pair ofP-sentencesϕ,�wehaveT �L∀ ϕ orT �L∀ �
whenever T �L∀ ϕ ∇�.

• ∀-Henkin (in �) if for each P-formula � such that T � (∀x)�(x) there is a
constant c in P such that T � �(c).

The next definition is sound, thanks to the congruence property of ⇔ stated in
Theorem 3.7.

Definition 3.11 (Lindenbaum–Tarski algebra). Let ϕ be a P-sentence and T a
P-theory. We define

[ϕ]�T = {� | � a P-sentence and T � ϕ ⇔ �}.
The Lindenbaum–Tarski algebra of T (in �), denoted by LindT�

T , has the domain
L�
T = {[ϕ]�T | ϕ a P-sentence}, and operations (for each n-ary connective ◦ of L
and each P-sentences ϕ1, . . . , ϕn):

◦LindT�
T ([ϕ1]�T , . . . , [ϕn]

�
T ) = [◦(ϕ1, . . . , ϕn)]�T .

We omit the superscript � whenever it is irrelevant or clear from the context.
Proposition 3.12. Let T be a P-theory. Then
1. [ϕ]T ∈ FLindTT iff T � ϕ. Thus in particular [ϕ]T ≤LindTT [�]T iff T � ϕ ⇒ �.
2. LindTT ∈ L.
3. LindT�L∀

T ∈ LRFSI iff T is prime.
Proof. The first claim is established by a chain of straightforward observations:

[ϕ]T ∈ FLindTT iff LindTT |= T LindTT ([ϕ]T ) iff for each α ≈ � ∈ T , αLindTT ([ϕ]T ) =
�LindTT ([ϕ]T ) iff for each α ≈ � ∈ T , [α(ϕ)]T = [�(ϕ)]T iff for each α ≈ � ∈ T ,
T � α(ϕ)⇔ �(�) iff T � ⇔[T (ϕ)] iff T � ϕ.
To prove the second claim we show the two conditions from Definition 2.3. The

second contition is a simple consequence of the first claim. In order to show the
first condition let us assume that Γ �L � and fix a LindTT -evaluation e such that
e[Γ] ⊆ FLindTT . Let us inductively define a mapping � from propositional formulae
to 〈L,P〉-sentences: �(v) ∈ e(v) (arbitrarily for each propositional variable v) and
�(◦(ϕ1, . . . , ϕn)) = ◦(�ϕ1, . . . , �ϕn) for each n-ary connective ◦. Now we show by
induction that for each propositional formula ϕ, [�ϕ]T = e(ϕ). For variables it
is clear; if ◦ is a connective, we have [�◦(ϕ1, . . . , ϕn)]T = [◦(�ϕ1, . . . , �ϕn)]T =
◦LindTT([�ϕ1]T , . . . , [�ϕn]T) = ◦LindTT(e(ϕ1), . . . , e(ϕn))= e(◦(ϕ1, . . . , ϕn)).
Since e[Γ] ⊆ FLindTT , we have T � �[Γ]. From Γ �L � we obtain �[Γ] � �� (due
to (P)). Taken together, we have T � �� and so e(�) = [�(�)]T ∈ FLindTT .
The last claim easily follows from the first one, the definition of prime theory, and

Proposition 2.8. 
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Lemma 3.13. Let T be a ∀-Henkin P-theory and C the set of all closed P-terms.
Then for any P-formula ϕ with only one free variable x holds:

[(∀x)ϕ]T = inf
≤LindTT

{[ϕ(c)]T | c ∈ C}, [(∃x)ϕ]T = sup
≤LindTT

{[ϕ(c)]T | c ∈ C}.

Proof. We prove only the first claim (the second one is completely analogous).
Recall that [ϕ]T ≤LindTT [�]T iff T � ϕ ⇒ �. From this and (∀1) we obtain that
[(∀x)ϕ]T is a lower bound of {[ϕ(c)]T | c ∈ C}.
Assume that [�]T �≤LindTT [(∀x)ϕ]T . Without loss of generality we assume that
x is not free in � (because we know that [(∀x)ϕ]T = [(∀y)ϕ]T if y does not occur
in ϕ(x)). Thus T � � ⇒ (∀x)ϕ and so T � � ⇒ ϕ(x) (by rule (∀2)) and T �

(∀x)(� ⇒ ϕ(x)) (by derived rule (∀0)). By the ∀-Henkin property of T we obtain
a constant d ∈ C such that T � � ⇒ ϕ(d ). Thus finally [�]T �≤LindTT [ϕ(d )]T ,
i.e., [�]T is not a lower bound of {[ϕ(c)]T | c ∈ C}. 


Definition 3.14 (Canonicalmodel). Given a∀-HenkinP-theoryT , its canonical
model (in �) CM�

T is defined as the P-structure 〈LindT�
T ,S〉 where the domain of

S consists of the closed P-terms,
• fS(t1, . . . , tn) = f(t1, . . . , tn) for each n-ary function symbol f ∈ P , and
• PS(t1, . . . , tn) = [P(t1, . . . , tn)]�T for each n-ary predicate symbol P ∈ P .

Now we can easily prove the following proposition which shows that CMT is
indeed a P-model of T :
Proposition 3.15. Let T be a ∀-Henkin P-theory. Then for each P-sentence ϕ we
have ‖ϕ‖CM

�
T = [ϕ]T and so CM�

T |= ϕ if, and only if, T � ϕ.
The following two results, actually first-order versions of Lindenbaum lemma,
give the final ingredients to obtain completeness.

Theorem 3.16. Let P be a predicate language and T ∪ {ϕ} a P-theory such that
T �L∀m ϕ. Then there is a predicate language P ′ ⊇ P and a P ′-theory T ′ ⊇ T such
that T ′ is ∀-Henkin in L∀m and T ′ �L∀m ϕ.

Proof. Let P ′ be an expansion of P by countably many new object constants,
and take T ′ = 〈P ′, T 〉. Take any P ′-formula �(x), such that T ′ �L∀m (∀x)�(x).
Thus T ′ �L∀m �(x) and so T ′ �L∀m �(c) for some c not occurring in T ′ ∪ {�}
(since T ′ contains just P-formulae and � is a finite object, there is always such
c ∈ P ′ and so we can use Constants Theorem). 

The analogous result for L∀ is more involved andwe will obtain it as consequence
of the upcoming Theorem 3.25; for now we only formulate it:

Theorem 3.17. Let P be a predicate language and T ∪ {ϕ} a P-theory such that
T �L∀ ϕ. Then there is a predicate language P ′ ⊇ P and a P ′-theory T ′ ⊇ T such
that T ′ is prime, ∀-Henkin in L∀, and T ′

�L∀ ϕ.

Theorem 3.18 (Completeness theorem for L∀m and L∀). Let L be a logic and
T ∪ {ϕ} a P-theory. Then

T �L∀m ϕ iff T |=L ϕ and T �L∀ ϕ iff T |=LRFSI ϕ.
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A natural question is when these completeness results can be refined to the
corresponding classes of models over completely ordered algebras, thus avoiding the
safeness issue. A sufficient condition to achieve this is to assume that the class L or
LRFSI admits regular completions, in the sense of the following definition:

Definition 3.19. Let L be a logic. We say thatK ⊆ L admits regular completions
if for every A ∈ K, there exists B ∈ K such that≤B is a complete order and there is
an embedding from A to B preserving all existing suprema and infima.

In this case, given anA-modelMwe can construct a modelM′ over a completely
ordered algebra Ac such that Ac is a regular completion of A,M andM′ have the
same domain, andM′ interprets the function and predicate symbols in an obvious
way. Then for any formula ϕ and any M-evaluation e we have ‖ϕ‖Mv = ‖ϕ‖M′

v .
Thus, in a way, for classes admitting regular completions we can assume that all
models are build over completely ordered algebras.

3.4. ∃-Henkin theories, Skolemization, and proof of Theorem 3.17. In this sub-
section we work only in L∀ and so � always stands for �L∀. We show that some
logics L∀ admit a form of Skolemization (the one which allows to erase existen-
tial quantifiers in a formula by conservatively introducing new functional symbols)
restricted to a certain class Σ of formulae which are term-closed (i.e., for each
ϕ(x, 	y) ∈ Σ, each language P , and each sequence of closed P-terms 	t, we have
ϕ(x,	t ) ∈ Σ) and the logic L∀ enjoys “Skolemization for constants”, formally
defined as:

Definition 3.20. We say that L∀ is Σ-preSkolem if T ∪ {ϕ(c)} is a conservative
expansion of T∪{(∃x)ϕ(x)} for each languageP , eachP-theoryT , eachP-formula
ϕ(x) ∈ Σ and any constant c �∈ P .

For example, every logic is trivially ∅-preSkolem; intuitionistic andmost substruc-
tural logics are Σ-preSkolem for Σ being the class of all formulae; some other logics
(e.g. fuzzy logics expanded by the Monteiro–Baaz Δ connective) are Σ-preSkolem
for Σ being the class of provably classical formulae.
Now we are almost ready to prove the fundamental lemma, but first we observe

why it needs to be formulated in such complex fashion. In the process of extending
a theoryT into a ∀-Henkin extension T ′ we obtain a formula ϕ unprovable in T we
want to keep unprovable in T ′. In classical logic we just add ¬ϕ to T and proceed
from there. In our non-classical setting the situation is not that simple and so we
need to “store” the formulae we want to keep unprovable in a special set Ψ. We will
construct those sets with the help of the disjunction ∇. Since ∇ is in general not
given by a single formula, we need to work with sets of theories instead of just sets
of formulae.

Definition 3.21. A set of P-theoriesΨ is deductively directed if for eachT,S ∈ Ψ
there is R ∈ Ψ such that T � R and S � R; we call R an upper bound of T and S
in Ψ.

Convention 3.22. Let Ψ be a set of P-theories and T a P-theory. We write
T � Ψ whenever T � S for each S ∈ Ψ.
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Definition 3.23. Let P ⊆ P ′ be predicate languages. We say that a P ′-theory
T is:

• P-∀-Henkin if for each P-formula ϕ(x) such that T � (∀x)ϕ(x) there is a
constant c ∈ P ′ such that T � ϕ(c).11

• Σ-P-∃-Henkin if for each P-formula ϕ(x) ∈ Σ such that T � (∃x)ϕ(x) there
is a constant c ∈ P ′ such that T � ϕ(c).

• Σ-Henkin if it is P ′-∀-Henkin and Σ-P ′-∃-Henkin.

Lemma 3.24 (Fundamental Lemma). Let T be a P-theory and Ψ a deductively
directed set of finite closed P-theories such that T � Ψ. Then the following hold :

1. There exist P ′ ⊇ P , a P ′-theory T ′ ⊇ T , and a deductively directed set of
finite closed P ′-theories Ψ′ ⊇ Ψ, such that T ′ � Ψ′ and each theory S ⊇ T ′ in
arbitrary language is P-∀-Henkin whenever S � Ψ′.

2. If L∀ is Σ-preSkolem, then there exist P ′ ⊇ P and a P ′-theory T ′ ⊇ T such
that T ′ � Ψ and each theory S ⊇ T ′ in arbitrary language is Σ-P-∃-Henkin
whenever S � Ψ.

3. There is a prime P-theory T ′ ⊇ T such that T ′ � Ψ.

Proof. 1. We construct the extensions by transfinite recursion. Let P ′ be the
expansion of P by new constants {c� | � < ||P||} (by ||P|| we denote the cardinality
of the set of P-formulae). We enumerate all P-formulae with one free variable by
ordinals as �
 for 
 < ||P||. Now we will construct P ′-theories T
 and sets of finite
closed P ′-theories Ψ
 such that T
 ⊆ T� and Ψ
 ⊆ Ψ� for each 
 ≤ �, T
 � Ψ
,
and Ψ
 is deductively directed. For each 
 ≤ ||P|| we define: T<
 =

⋃
�<
 T� and

Ψ<
 =
⋃
�<
Ψ� and notice that, by the induction assumption, we have that Ψ<


is deductively directed and T<
 � Ψ<
 (otherwise there would be a � < 
 and
R ∈ Ψ� such that T<
 � R; due to finitarity and finiteness of R there would be a
�′ < 
 and a finite set T0 ⊆ T�′ ⊆ T<
 such that T0 � R; a contradiction with
Tmax{�,�′} � Ψmax{�,�′}).
We start by taking T0 = T and Ψ0 = Ψ, which fulfil our conditions. For the
induction step we distinguish two possibilities:

(H1): If T<
 � R ∇ (∀x)�
(x) for some R ∈ Ψ<
, then we define T
 = T<
 ∪
{(∀x)�
(x)} and Ψ
 = Ψ<
.

(H2): Otherwise we define T
 = T<
 and Ψ
 = Ψ<
∪{R∇�
(c
) | R ∈ Ψ<
}.
The structural conditions on T
 and Ψ
 are clearly met (note that elements of
Ψ
 remain finite due to our restriction to finite disjunctions). Next we show that,
no matter which possibility (H1) or (H2) occurred, T
 � Ψ
 and Ψ
 is deductively
directed.

(H1): Ψ
 is obviously deductively directed. Assume, for a contradiction, that
T
 = T<
 ∪ {(∀x)�
(x)} � R′ for some R′ ∈ Ψ
. Take an upper bound
R̂ ofR andR′ and notice that T<
, (∀x)�
(x) � R̂ and T<
,R � R̂. Thus
by Theorem 3.9 we obtainT<
,R∇(∀x)�
(x) � R̂ and soT<
 � R̂. Since
R̂ ∈ Ψ<
 we have a contradiction with T<
 � Ψ<
.

11Notice that whenP ′ = P we obtain the already defined (without the prefix P) notion of ∀-Henkin
theory.
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(H2): Assume that T
 = T<
 � R for some R ∈ Ψ
. From the induction
assumption we know that T<
 � R for each R ∈ Ψ<
 and so R has to
be of the form R′ ∇ �
(c
) for some R′ ∈ Ψ<
. Since c
 does not appear
in T<
 ∪ Ψ<
, we can use Theorem 3.8 to obtain T
 � R′ ∇ �
(x), and,
by (∀0)∇, T
 � R′ ∇ (∀x)�
(x), a contradiction with the fact that we are
in the case (H2). To show that Ψ
 is deductively directed we distinguish
four cases: first if both R,R′ ∈ Ψ<
 then they have an upper bound
already in Ψ<
. Second assume that R ∈ Ψ<
 and R′ = S ∇ �
(c
) for
some S ∈ Ψ<
. Let R̂ ∈ Ψ<
 be an upper bound of R and S. Thus
R̂∇ �
(c
) ∈ Ψ
 is an upper bound of R (trivially) and R′ (by the sPCP
and the trivial fact that �
(c
) � R̂ ∇ �
(c
)). The final two cases are
analogous.

Now take T ′ = T<||P|| and Ψ′ = Ψ<||P||. Thus by the induction assumption
T ′

� Ψ′. Let now S be any theory such that T ′ ⊆ S and S � Ψ′. We show that
S is P-∀-Henkin. Clearly for each 
 < ||P|| if S � (∀x)�
(x), then we must have
used case (H2) (otherwise T
 � (∀x)�
(x) and so S � (∀x)�
(x)). If S � �
(c
),
then S � R∇�
(c
) for anyR ∈ Ψ<
. Since we have used case (H2), we know that
R∇ �
(c
) ∈ Ψ
—a contradiction with S � Ψ′.

2.We proceed by transfinite recursion as in 1. Let Σ̄ be the set of allP-formulae of
the formϕ(x) ∈ Σ and letP ′ be the expansion ofP by new constants {c� | � < ||Σ̄||}.
We enumerate all formulae from Σ̄ by ordinals as �
(x). Now we will construct
P ′-theories T
 such that T
 ⊆ T� and T
 � Ψ. For each 
 ≤ ||P|| we define
T<
 =

⋃
�<
 T� and notice that, by the induction assumption, we have T<
 � Ψ

(for reasons similar to the previous case). We start by taking T0 = T , which fulfils
our conditions. For the induction step we distinguish two possibilities:

(W1): If T<
 ∪ {(∃x)�
(x)} � Ψ, we define T
 = T<
 ∪ {�
(c
)}.
(W2): Otherwise we define T
 = T<
.

In the case (W1) we use the fact that T<
 ∪ {�
(c
)} is a conservative expansion
of T<
 ∪ {(∃x)�
(x)} (because L∀ is Σ-preSkolem) to obtain T
 � Ψ. In the case
(W2) we obtain it trivially.
Take T ′ = T<||Σ̄|| and observe that T

′ � Ψ. Let S be an arbitrary theory such
that T ′ ⊆ S and S � Ψ. We show that S is Σ-P-∃-Henkin. If S � (∃x)�
(x) then
we used case (W1) (from T<
 ∪{(∃x)�
(x)} � R for someR ∈ Ψwe would obtain
S � R, a contradiction). Thus T
 � �
(c
) and so S � �
(c
).

3. We say that T is maximally consistent w.r.t. Ψ if T � Ψ and for each ϕ �∈ T
there is R ∈ Ψ such that T,ϕ � R. By Zorn’s Lemma we obtain a theory T ′ ⊇ T ,
which is maximally consistent w.r.t. Ψ. Let us check that T ′ is prime. Assume that
ϕ /∈ T ′ and � /∈ T ′. Thus there are R,S ∈ Ψ such that T ′, ϕ � R and T ′, � � S;
take an upper bound R̂ ofR andS and using the sPCPwe obtain thatT ′, ϕ∇� � R̂
and so T ′ � ϕ ∇ �. 


Besides proving the Skolemization, the next theorem serves another purpose: as
any logic is ∅-preSkolem and ∅-Henkin theories are just ∀-Henkin, it yields the
promised proof of Theorem 3.17.
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Theorem 3.25. Let Σ be a term-closed class of formulae. Then the following are
equivalent:

1. L∀ is Σ-preSkolem.
2. For each P-theory T ∪ {ϕ} such that T � ϕ there is P ′ ⊇ P and a prime
Σ-Henkin P ′-theory T ′ ⊇ T such that T ′ � ϕ.

Moreover, if LRFSI admits regular completions, we can add:

3. T ∪ {(∀	y)ϕ(fϕ(	y), 	y)} is a conservative expansion of T ∪ {(∀	y)(∃x)ϕ(x, 	y)}
for each language P , each P-theory T , each P-formula ϕ(x, 	y) ∈ Σ and any
functional symbol fϕ �∈ P of the proper arity.

Proof. We show first that 1 implies 2. Assume that T � ϕ for some P-formulae
T ∪ {ϕ}. We proceed by induction over the set of natural numbers N. Take T0 = T
and Ψ0 = {{ϕ}}, P0 = P . We construct predicate languages Pi , Pi -theories Ti ,
and deductively directed sets Ψi of finite closed Pi -theories such that Ti � Ψi and
Pi ⊆ Pj , Ti ⊆ Tj , and Ψi ⊆ Ψj for i ≤ j. Observe that the theory T0, the set Ψ0
and the language P0 fulfil these conditions. The induction step is defined according
to the following two cases:

• If i is odd: use part 1 of Lemma 3.24 for Pi , Ti , and Ψi ; define their successors
as P ′

i , T
′
i , and Ψ

′
i .

• If i is even: use part 2 of Lemma 3.24 forPi , Ti , and Ψi ; define their successors
as P ′

i , T
′
i , and Ψi .

Finally, we use the third part of Lemma 3.24 for P ′ =
⋃
{Pi | i ∈ N}, T̂ =⋃

{Ti | i ∈ N}, and Ψ′ =
⋃
{Ψi | i ∈ N} and define T ′ as T̂ ′.

Obviously T ′ is prime, Ti ⊆ T ′, and T ′ � Ψi for each i . Thus from parts 1 and 2
of Lemma 3.24 and the definition of P ′ we obtain that T ′ is Σ-Henkin.
Next we prove that 2 implies 3. We denote T ∪ {(∀	y)ϕ(fϕ(	y), 	y)} as T1 and
T ∪ {(∀	y)(∃x)ϕ(x, 	y)} as T2. We want to show that T2 � � implies T1 � � for
each formula �. We know that there is P ′ ⊇ P and a prime Σ-Henkin P ′-theory
T ′ ⊇ T2 such that T ′ � �, and hence CMT ′ �|= �. For each sequence 	t of closed
P ′-terms T ′ � (∃x)ϕ(x,	t ) (by (∀1)) and hence there is a P ′-constant c	t such that
T ′ � ϕ(c	t , 	t ) (we know that ϕ(x,	t ) ∈ Σ because Σ is term-closed). Since c	t is
an element of the domain of CMT ′ , we can expand CMT ′ into a model M with
one additional functional symbol defined as: (fϕ)M(	t ) = c	t . Recall that thanks to
our assumption that LRFSI admits regular completions, we can assume thatM is
safe (as it is defined over completely ordered algebra). Since, for each P ′-formula,
obviously,M |= � iff CMT ′ |= �, we obtain:M is a model of T andM �|= �. Also
clearlyM |= (∀y)ϕ(fϕ(	y), 	y), and thus the proof is done.
The proof of 2 implies 1 is analogous: we can read it as introduction of a nullary
function symbol (fϕ)M = c∅. We only show that the additional requirement is
not needed. Assume thatM is not safe, i.e., there is a formula � in the language
P ′ ∪ {fϕ} such that the set {‖�‖Mv[x→a] | a ∈ M} has no supremum or infimum.
Consider the formula �′ resulting from � by replacing the constant fϕ by c∅.
Observe that {‖�‖Mv[x→a] | a ∈M} = {‖�′‖CMT ′

v[x→a] | a ∈ CMT ′}. Thus CMT ′ is not
safe, a contradiction.
The final implication is trivial. 
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https://doi.org/10.1017/jsl.2014.19 Published online by Cambridge University Press

https://doi.org/10.1017/jsl.2014.19


358 PETR CINTULA AND CARLES NOGUERA

[24] Helena Rasiowa, An algebraic approach to non-classical logics, North-Holland, Amsterdam,
1974.
[25] Helena Rasiowa and Roman Sikorski, A proof of the completeness theorem of Gödel,
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