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Abstract
We analyse the behaviour of the Euclidean algorithm applied to pairs (g,f ) of univariate nonconstant poly-
nomials over a finite field Fq of q elements when the highest degree polynomial g is fixed. Considering all
the elements f of fixed degree, we establish asymptotically optimal bounds in terms of q for the number of
elements f that are relatively prime with g and for the average degree of gcd (g, f ). We also exhibit asymp-
totically optimal bounds for the average-case complexity of the Euclidean algorithm applied to pairs (g,f )
as above.
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1. Introduction
Let Fq be the finite field of q elements, where q is a prime power, let T be an indeterminate over
Fq and Fq[T] the ring of univariate polynomials in T with coefficients in Fq. In this paper we
are concerned with the polynomial gcd problem for elements of Fq[T], namely the problem of
computing the greatest common divisor of two non-zero polynomials in Fq[T].

The fundamental computational tool for this problem is the Euclidean algorithm, and many
variants of it are known in the literature (see, e.g. [6]). It is well known that the Euclidean algo-
rithm in Fq[T] requires a number of polynomial divisions which is linear in the degree of the input
polynomials. In particular, we are interested in its average-case complexity, which has been the
subject of several papers. The paper [13] establishes the average-case complexity of the Euclidean
algorithm and some variants of it, based on explicit counting. In [14], the average-case complex-
ity of variants of the Euclidean algorithm is considered using generating functions. Finally, [2,12]
analyse the average-case complexity and related costs of the Euclidean algorithm and variants
using tools of analytic combinatorics such as bivariate generating functions.
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All these results consider the average, for fixed degrees e> d > 0, over the set of pairs (g, f )∈
Fq[T]× Fq[T] with g monic of degree e and f either of degree at most d or of degree less than e,
assuming the uniform distribution of pairs. Nevertheless, there are important tasks, which rely
heavily on the computation of gcd’s and lie outside the scope of these analyses. For example, a
critical step in the standard algorithm for finding the roots in Fq of a polynomial f ∈ Fq[T] with
deg f < q consists of computing gcd (Tq − T, f ) (see, e.g. [6]). As the first element in the pair
(Tq − T, f ) is a fixed polynomial, average-case analyses as before do not contribute to the analysis
of the complexity of this problem.

In this paper we consider, for fixed degrees e> d > 0 and a fixed (arbitrary) g ∈ Fq[T] monic of
degree e, the average-case complexity of the Euclidean algorithm over the set of pairs (g,f ) with
f ∈ Fq[T] monic of degree d, endowed with the uniform probability. We shall be interested in the
case q� e; in this sense, all our results may be regarded as asymptotic in q.

We discuss a number of issues concerning this case of the Euclidean algorithm. Our first result
shows that the average degreeE[Xg] of gcd (g, f ) for a random element f of Fq[T], monic of degree
d, decreases fast as q tends to infinity. Further, we prove that the decrease rate depends on the
factorisation pattern of g. We have the following result (see Theorem 4.5 for a precise statement).

Theorem 1.1. Let e, d be integers with e> d > 0, let g ∈ Fq[T] be a monic polynomial of degree e
having factorisation pattern (λ1, . . . , λe), with λ1 + 2λ2 + · · · + eλe = e, and k the least index with
λk > 0. Denote by λ∗

k the number of distinct irreducible factors of g in Fq[T] of degree k. If k≤ d, then
the average degree E[Xg] of the greatest common divisor of g and a randommonic element f ∈ Fq[T]
of degree d satisfies ∣∣∣∣E[Xg]−

kλ∗
k

qk

∣∣∣∣=O
(

1
qk+1

)
.

The average degree of the gcd of a random pair of elements in Fq[T] of degrees e and d as above
is (1− q−d)/(q− 1) (see [13, Corollary 2.6]). Our result, although not as precise as the latter,
confirms that in our case the average degree of the gcd is O(q−1) (for fixed d,e).

We also show that, with high probability, g and a random monic polynomial f of Fq[T] of
degree d are relatively prime. In fact, we have the following result (see Theorem 4.2).

Theorem 1.2. With assumptions and notations as in Theorem 1, the probability P0 that gcd (g, f )=
1 when f runs through all the monic elements of Fq[T] of degree d satisfies the estimate∣∣∣∣P0 −

(
1− λ∗

k
qk

)∣∣∣∣=O
(

1
qk+1

)
.

This may be compared with the probability 1− 1/q that a random pair of elements of Fq[T] of
degrees e and d are relatively prime (see, e.g. [13, Proposition 2.4]).

To prove Theorem 1.2 we observe that a monic f ∈ Fq[T] of degree d is relatively prime with g
if and only if the resultant res(g, f ) does not vanish. This leads us to consider the set of zeros in F

d
q

of the ‘generic’ resultant res(g, Td + Sd−1Td−1 + · · · + S0), which represents the set of vectors of
coefficients of the f such that gcd (g, f )= 1. This generic resultant can be factored in terms of the
factorisation pattern of g, which explains the dependence of the estimate of Theorem 1.2 on the
factorisation pattern of g. Further, for the proof of Theorem 1.1 we estimate the number of monic
f ∈ Fq[T] of degree d with deg gcd (g, f )≥ i for 1≤ i≤ d. Observe that the case i= 1 is closely
related to the number of f such that gcd (g, f )= 1.

Finally, we analyse the average number E[tdivg ], E[t÷g ] and E[t−,×
g ] of polynomial divisions,

divisions in Fq, and additions/multiplications in Fq, performed by the Euclidean algorithm. We
have the following result (see Theorem 5.4).
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Theorem 1.3. Let e, d be positive integers such that q> d(2e− d + 1)/2 and e> d. Let g ∈ Fq[T]
be a monic polynomial of degree e and w ∈ {div,÷,−,×}. The average number E[twg ] of operations
w performed on (uniformly distributed) monic inputs from Fq[T] of degree d is bounded in the
following way:

∣∣∣∣E[t
div
g ]

d + 1
− 1

∣∣∣∣≤ de
q
,

∣∣∣∣ E[t÷g ]
e+ d + 1

− 1
∣∣∣∣≤ de

q
,

∣∣∣∣E[t
−,×
g ]
de

− 1
∣∣∣∣≤ de

q
.

The main terms in these bounds agree with those in the corresponding ones for random pairs of
polynomials of degrees e and d with e> d, according to [13, Theorem 2.1].

A critical point to prove Theorem 1.3 is a lower bound on the number of polynomials f for
which the Euclidean algorithm performs the highest possible number of steps, namely d. It is
well known that, on input two generic polynomials of degrees e> d > 0, the Euclidean algorithm
performs d steps, and the degrees of the successive remainders decrease by one in each step (see,
e.g. [11]). To establish such a lower bound we compare the ‘formal’ execution of the Euclidean
algorithm on polynomials whose roots are indeterminates with its actual execution on g and a
monic polynomial f of degree d. It turns out that any f for which the actual execution is not
a specialisation of the formal execution must annihilate a leading coefficient of a remainder of
the formal execution. Combining a description of this coefficient in terms symmetric functions
due to [11] with an upper bound on the number of zeros with coordinates in Fq of multivariate
polynomials with coefficients in Fq, we establish the lower bound.

The paper is organised as follows. In Section 2, we recall the description of remainders and
quotients arising in the formal execution of the Euclidean algorithm in terms of symmetric func-
tions. In Section 3, we use this machinery to estimate the degrees of the leading coefficients of the
remainders of the formal execution and consider the behaviour of the Euclidean algorithm under
specialisations. In Section 4, we estimate the number of polynomials f for which gcd (g, f ) has at
least a given degree, which is used to prove Theorems 1.1 and 1.2. Finally, in Section 5, we use the
results of Sections 3 and 4 to establish the results on the average-case complexity.

2. Basic notions and notations
Let Fq be the finite field of q elements and Fq its algebraic closure. LetX1, . . . , Xn be indeterminates
over Fq. For K= Fq or K= Fq, we denote by K[X1, . . . , Xn] the ring of multivariate polynomials
in X1, . . . , Xn with coefficients in K. By An we denote the affine n–dimensional space An:= Fq

n,
endowed with its Zariski topology over K, for which a closed set is the zero locus of a set of
polynomials of K[X1, . . . , Xn]. A subset V ⊂A

n is an affine variety defined over K (or an affine
K–variety) if it is the set of common zeros in An of polynomials F1, . . . , Fm ∈K[X1, . . . , Xn].
We shall denote by V(F1, . . . , Fm) the affine K–variety consisting of the common zeros of
F1, . . . , Fm.

AK–variety V is irreducible if it cannot be expressed as a finite union of properK–subvarieties
of V. AnyK–variety V can be expressed as an irredundant union V = C1 ∪ · · · ∪ Cs of irreducible
K–varieties, unique up to reordering, called the irreducible K– components of V. We say that V
has pure dimension r if every irreducibleK–component of V has dimension r. A K–variety of An

of pure dimension n− 1 is called aK– hypersurface. AK–hypersurface ofAn can also be described
as the set of zeros of a single non-zero polynomial ofK[X1, . . . , Xn].

The degree degV of an irreducible K–variety V is the maximum of the cardinality |V ∩ L| of
V ∩ L, considering all the linear spaces L of codimension dimV such that |V ∩ L| < ∞. More gen-
erally, following [8] (see also [5]), if V = C1 ∪ · · · ∪ Cs is the decomposition of V into irreducible
K–components, we define the degree of V as
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degV:=
s∑

i=1
degCi.

The degree of aK–hypersurface V is the degree of a polynomial of minimal degree definingV. In
particular, the degree of a linear variety is equal to 1.

LetAn(Fq) be the n–dimensional Fq–vector space Fn
q . For anK–affine varietyV ⊂A

n, the set of
Fq–rational points V(Fq) of V is defined as V(Fq):=V ∩A

n(Fq). For an affine K–variety V ⊂A
n

of dimension r and degree d ≥ 0, we have the following bound (see, e.g. [3, Lemma 2.1]):

|V(Fq)| ≤ d qr . (2.1)

2.1. Symmetric functions and the Euclidean algorithm
Next, we gather the terminology and results we will use concerning the description of the
Euclidean algorithm in terms of symmetric functions, following [11].

We call a finite set of indeterminates A over Fq an alphabet and denote its cardinality by |A|.
The elementary symmetric functions �i(A) and the complete functions Si(A) (i≥ 0) are defined by
means of the following identities of formal power series in the variable z:∏

a∈A
(1+ za)=

∑
i≥0

�i(A)zi,
∏
a∈A

1
1− za

=
∑
i≥0

Si(A)zi.

We further define �i(A):= 0 and Si(A):= 0 for i< 0. Observe that �i(A)= 0 if i> |A|. Writing
A+ B for the disjoint union of two alphabets A and B, we have the following Cauchy formulas:

�i(A+ B)=
∑
j+k=i

�j(A)�k(B), Si(A +B)=
∑
j+k=i

Sj(A)Sk(B), (2.2)

Define Si(A− B) (i≥ 0) by means of the identity∏
b∈B (1− zb)∏
a∈A (1− za)

=
∑
i≥0

Si(A− B)zi,

and set Si(A− B):= 0 for i< 0. Define Si(−A):= (− 1)i�i(A) for any integer i. Thus, besides
(2.2) we have

Si(A −B)=
∑
j+k=i

Sj(A)Sk(− B). (2.3)

We shall express polynomials using this terminology. Indeed, let n:= |A| and identify a single
indeterminate T with the alphabet {T}. Since Si(T)= Ti for i≥ 0, according to (2.3) we have
that

Sn(T −A)=
n∑
i=0

Sn−i(−A)Ti

is the polynomial in T having A as its set of roots.

2.2. Remainders as symmetric functions
Let A and B be two alphabets of cardinalities e and d respectively, with e> d. When the Euclidean
algorithm is applied to the generic polynomials Se(T −A) and Sd(T − B) we obtain d remainders
R1, . . . ,Rd and quotients q1, . . . , qd satisfying the following identities:
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Se(T −A)= q1Sd(T − B)+R1,

Sd(T − B)= q2R1 +R2,

R1 = q3R2 +R3, (2.4)

...

Rd−2 = qdRd−1 +Rd .
Here degTq1 = e− d, degTqi = 1 for 2≤ i≤ d, and degTRi = d − i for 1≤ i≤ d. It turns out
that all the remainders Ri are elements of the ring Fq[A,B][T]. Further, we may express these
remainders in terms of symmetric functions [11, equation (3.1.4)]:

Rk = det

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

S0(−A) · · · Se−d+2k−2(−A) Se+k−1(T −A)
...

...
...

S−k+1(−A) · · · Se−d+k−1(−A) Se(T −A)

S0(−B) · · · Se−d+2k−2(− B) Se+k−1(T − B)
...

...
...

Sd−e−k+1(− B) · · · Sk−1(− B) Sd(T − B)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (2.5)

3. The formal execution of the Euclidean algorithm and specialisations
Our methodology consists in comparing the formal execution of the Euclidean algorithm on
the input elements Se(T −A) ∈ Fq[A][T] and Sd(T − B) ∈ Fq[B][T] with its execution on two
polynomials g, f ∈ Fq[T] of degrees e and d, respectively.

As expressed in Section 2.2, on input Se(T −A) and Sd(T − B), the Euclidean algorithm per-
forms d steps. Further, if the Euclidean algorithm is applied to polynomials g, f ∈ Fq[T] with
deg g = e and deg f = d, and performs d steps, then the degrees of the successive remainders
decrease by 1 each step, and the sequence of quotients and remainders associated to g and f coin-
cides with the specialisation of the sequence associated to Se(T −A) and Sd(T − B). We refer to
the latter as the formal sequence.

Our focus is on the set of pairs (g,f ) for which the corresponding sequence does not have the
degree pattern of the formal sequence. We show that, for fixed g, any f with ‘bad’ behaviour anni-
hilates a leading coefficient of the partial specialisation of a remainder of the formal sequence in
the vector of coefficients of g. Combining this with a precise analysis of the structure of such lead-
ing coefficients will allow us to conclude that, for fixed g and random f , ‘most’ sequences have the
degree pattern of the formal sequence.

For this purpose, we devote Section 3.1 to the analysis of the leading coefficients of the remain-
ders of the formal sequence. Then, in Section 3.2, we fix g and establish a characterisation of the
set of f with ‘bad’ behaviour, which leads us to the quantitative result concerning such a set of f .

3.1. Degree bounds for the remainders in the formal execution
In the sequel, for 1≤ k≤ d we denote by Fk ∈ Fq[A, B] the leading coefficient of Rk, considered
as an element of Fq[A, B][T]. Let S:= (Si(− B): 1≤ i≤ d) and R:= (Si(−A): 1≤ i≤ e). Observe
that both S and R are algebraically independent sets over Fq.

https://doi.org/10.1017/S0963548321000274 Published online by Cambridge University Press

https://doi.org/10.1017/S0963548321000274


Combinatorics, Probability and Computing 171

Proposition 3.1. Fk is a non-zero element of Fq[R][S] of degree degSFk = e− d + k. Further, ±Fk
is monic of degree e− d + k in Sk(− B).

Proof. Taking into account the linearity of the determinant of the right-hand side of (2.5) with
respect to the last column, we conclude that

Fk = det

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

S0(−A) · · · Se−d+2k−2(−A) Se−d+2k−1(−A)
...

...
...

S−k+1(−A) · · · Se−d+k−1(−A) Se−d+k(−A)

S0(− B) · · · Se−d+2k−2(− B) Se−d+2k−1(− B)
...

...
...

Sd−e−k+1(− B) · · · Sk−1(−B) Sk(− B)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (3.1)

where the entries in the last column of the determinant in the right-hand side of (3.1) are the
coefficients of Td−k of the corresponding entries in the last column of (2.5).

We expand this determinant along the last column. Let N:= e− d + 2k. For 1≤ j≤N, let Aj
denote the (N − 1)th minor of the matrix of (3.1) obtained by deleting the last column and the
j-row of this matrix. We have

Fk = ± Se−d+2k−1(−A)A1 ± · · · ± Se−d+k(−A)Ak

± Se−d+2k−1(− B)Ak+1 ± · · · ± Sk(− B)AN . (3.2)

Since the Sh(− B) only occur in the last N − k rows of the matrix in (3.1), it follows that

degSFk ≤N − k= e− d + k. (3.3)

Further, the Sh(− B) only occur in the lastN − k rows ofAj for 1≤ j≤ k, and in the lastN − 1− k
rows of Aj for k+ 1≤ j≤N. We deduce that

degSAj ≤N − k= e− d + k for 1≤ j≤ k,

degSAj ≤N − 1− k= e− d + k− 1 for k+ 1≤ j≤N. (3.4)

Claim 1. AN is a non-zero element of Fq[R][S] with degSAN = e− d + k− 1. Further, AN is monic
of degree e− d + k− 1 in Sk(− B).

Proof of Claim.Observe that the determinantal expression of AN is

AN = det

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

S0(−A) · · · Se−d+2k−2(−A)
...

...

S−k+1(−A) · · · Se−d+k−1(−A)

S0(− B) · · · Se−d+2k−2(− B)
...

...

Sd−e−k+2(− B) · · · Sk(− B)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (3.5)

More precisely, AN = det (aij)1≤i,j≤N−1 with aij:= Sj−i(−A) for 1≤ i≤ k and aij:= Sj−i+k(− B)
for k+ 1≤ i≤N − 1. In particular, the diagonal of the matrix of (3.5) has S0(−A) in the first k
columns and Sk(− B) in the last N − 1− k columns. Write
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AN =
∑
σ

±a1σ1a2σ2 · · · aN−1σN−1 ,

where σ = (σ1, . . . , σN−1) runs over all permutations of {1, 2, . . . ,N − 1}. By (3.4) we have
degSAN ≤ e− d + k− 1. To prove the equality, consider a permutation (σ1, . . . , σN−1) �=
(1, 2, . . . ,N − 1). Then there exists an index i with σi < i. Suppose first that 1≤ i≤ k. Then aiσi =
Sσi−i(−A)= 0 since σi − i< 0. In such a case, we have a1σ1a2σ2 · · · aN−1σN−1 = 0. Now sup-
pose that k+ 1≤ i≤N − 1. Then aiσi = Sσi−i+k(− B) �= Sk(− B) since k+ σi − i< k. Therefore,
a1σ1a2σ2 · · · aN−1σN−1 has degree at most N − 2− k in Sk(− B). On the other hand, the term
a11 · · · a(N−1)(N−1) = (Sk(−B))N−1−k is monic of degree N − 1− k= e− d + k− 1 in Sk(− B).
We conclude that AN is monic of degree e− d + k− 1 in Sk(− B). This proves the claim.

Observe that Sk(− B) is not an entry of the last row of Aj for j<N. It follows that Sk(− B)
occurs as an entry of Aj at most N − 1− k times for j<N, and then

degSk(−B)Aj ≤N − 1− k= e− d + k− 1 for j<N. (3.6)

As the first N − 1 terms of the right-hand side of (3.2) are either of the form Sh(−A)Aj, or S�(−
B)Aj for some � �= k and j<N, we deduce that each of these terms have degree at most e− d +
k− 1 in Sk(−B). On the other hand, by the claim the last term Sk(− B)AN is monic of degree e−
d + k in Sk(− B). We conclude that ±Fk is monic of degree e− d + k in Sk(− B). This together
with (3.3) proves the proposition.

3.2. Specialisations of the formal execution
The next result shows that, if the sequence of remainders associated to polynomials g, f ∈ Fq[T]
with deg g = e and deg f = d fails to have the degree pattern of the formal case, the first remain-
der where such a failure occurs is still a specialisation of the corresponding one of the formal
execution.

Lemma 3.2. For a specialisation A 
→ a and B 
→ b in Fq, denote by r1, . . . , rk the first k remainders
of the application of the Euclidean algorithm to Se(T − a) and Sd(T − b). If deg ri = d − i for 1≤
i≤ k− 1, then ri =Ri(a, b) for 1≤ i≤ k. Further, if deg Ri(a, b)= d − i for 1≤ i≤ k− 1, then
ri =Ri(a, b) for 1≤ i≤ k.

Proof. Substituting a for A and b for B in the first identity of (2.4) we easily see that R1(a, b) is
the remainder in the division of Se(T − a) by Sd(T − b), which proves that r1 =R1(a, b). Let j> 1
and assume inductively that ri =Ri(a, b) for 1≤ i≤ j< k. Thus degRi(a, b)= d − i for 1≤ i≤ j.
Taking into account that Fi is the leading coefficient ofRi for 1≤ i≤ k, we deduce that Fi(a, b) �= 0
for 1≤ i≤ j. Since qj+1 ∈ Fq[A, B]Fj[T], where Fq[A, B]Fj is the localisation of Fq[A, B] at Fj, we can
substitute a for A and b for B in the (j+ 1)th equation of (2.4) to obtain

rj−1 = qj+1(a, b)rj +Rj+1(a, b).

Since

degTRj+1(a, b)≤ degTRj+1 = d − j− 1< degTRj(a, b),
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we conclude that Rj+1(a, b) is the remainder in the division of rj−1 by rj. In other words, rj+1 =
Rj+1(a, b), which completes the proof of the first assertion of the lemma. The second assertion is
proved with a similar argument.

Let a ∈ Fq
e be the tuple of roots of g in any order, so that g = Se(T − a). Let Gk:= Fk(R(a), S(−

B)) denote the polynomial obtained by substituting a for A in Fk. Since the set R:= (Si(−A):1≤
i≤ e) consists of the first e elementary symmetric functions inA, it follows thatR(a) belongs to Fe

q ,
and thus Gk belongs to Fq[S]. Further, Proposition 3.1 shows that ±Gk is a non-zero polynomial
with degSGk = e− d + k, which is monic in Sk(− B) with degSk(−B)Gk = e− d + k.

We end this section with a result that will be crucial to establish lower bounds for the average-
case complexity of the Euclidean algorithm. In the next section we prove that, for a fixed g ∈ Fq[T]
with deg g = e and a random f ∈ Fq[T] with deg f = d, the polynomials f and g are relatively
prime with high probability. In this sense, we call a polynomial f ∈ Fq[T] with deg f = d generic
(with respect to g) if the remainder sequence in the Euclidean algorithm applied to the pair (g,f )
has length d. In particular, in such a remainder sequence (r1, . . . , rd) we have deg(rk)= d − k for
1≤ k≤ d. The next result establishes a lower bound on the number generic monic elements in
Fq[T] of degree d.

Proposition 3.3. Let G ⊂ Fq[T] be the set of monic elements of degree d which are generic in the
sense above. Then

|G| ≥ qd
(
1− d(2e− d + 1)

2q

)
.

In particular, for q> d(2e− d + 1)/2 the set G is non-empty.

Proof. Let f := Td + s1Td−1 + · · · + sd ∈ G and let (r1, . . . , rd) be the sequence of remainders in
the Euclidean algorithm applied to the pair (g,f ). By hypothesis deg(rj)= d − j for 1≤ j≤ d, which
by Lemma 3.2 is equivalent to the condition Gj(s1, . . . , sd) �= 0 for 1≤ j≤ d. It follows that

G =
d⋂
j=1

(
F
d
q \ V(Gj)(Fq)

)= F
d
q \

d⋃
j=1

V(Gj)(Fq).

As a consequence,

|G| = qd −
∣∣∣∣∣

d⋃
j=1

V(Gj)(Fq)

∣∣∣∣∣≥ qd −
d∑

j=1
|V(Gj)(Fq)|.

According to (2.1), we have
d∑

k=1
|V(Gk)(Fq)| ≤ qd−1

d∑
k=1

(e− d + k)= qd−1 d(2e − d + 1)
2

,

which readily implies the proposition.

4. Analysis of the average degree in the Euclidean algorithm
Let e, d be positive integers with e> d. For any m≥ 0, we denote by Fq[T]m the set of monic
polynomials of degree m with coefficients in Fq. From now on we fix g ∈ Fq[T]e and consider the
random variable

Xg :Fq[T]d → {0, . . . , d}, Xg(f )= deg( gcd (g, f )),
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defined by the degree of the greatest common divisor gcd (g, f ), where Fq[T]d is endowed with the
uniform probability. Applying the Euclidean algorithm to a pair (g,f ) with f ∈ Fq[T]d we obtain
a positive integer k with 1≤ k≤ d, a unique polynomial quotient sequence (q1, . . . , qk+1) and a
unique polynomial remainder sequence (r1, . . . , rk), satisfying the following conditions:

g = f · q1 + r1, deg(r1)<deg(f ),
f = r1 · q2 + r2, deg(r2)<deg(r1),
...

...
rk−2 = rk−1 · qk + rk, deg(rk)<deg(rk−1),
rk−1 = rk · qk+1.

In this section we study the average degree of the gcd, namely the expected value of Xg :

E[Xg]=
d∑
i=0

i
|Bi|
qd

=
d∑
i=1

i
|Bi|
qd

=
d∑

i=1

d∑
j=i

|Bj|
qd

, (4.1)

where Bi:= {f ∈ Fq[T]d :Xg(f )= i} for 0≤ i≤ d.
For this purpose, we obtain asymptotically optimal estimates for the cardinality of the sets⋃d
j=i Bj with 1≤ i≤ d. Taking into account that

⋃d
j=1 Bj is the set of f ∈ Fq[T]d such that the

resultant of f and g vanishes, we rely on an analysis of the resultant res(g, Td + Sd−1Td−1 + · · · +
S0) of g with a generic monic polynomial of degree d. More precisely, the number of zeros of this
resultant in F

d
q equals the cardinality of the set

⋃d
j=1 Bj.

According to the well-known product formula for resultants, this resultant can be factored
depending on the factorisation pattern of g, and thus its number of zeros in F

d
q can be expressed

in terms of such a factorisation pattern. Combining simple combinatorics arguments with (2.1)
we obtain our estimates for

∣∣ ⋃d
j=i Bj

∣∣ in terms of the factorisation pattern of g. In Section 4.1 we
consider the case i= 1, which as a byproduct yields a proof of Theorem 1.2. Then in Section 4.2
we consider the case 2≤ i≤ d, and prove Theorem 1.1.

4.1. The set of elements which are relatively prime with g

We start with an estimate on
∑d

j=1 |Bj| =
∣∣ ⋃d

j=1 Bj
∣∣. For this purpose, observe that

d⋃
j=1

Bj = {f ∈ Fq[T]d :res(g, f )= 0},

where res(·, ·) denotes resultant.We recall that g has factorisation pattern (λ1, . . . , λe) ∈Z
e≥0, with

λ1 + 2 λ2 + · · · + e λe = e, if g has λi irreducible factors in Fq[T] of degree i (counting multiplic-
ities) for 1≤ i≤ e. We shall also consider the reduced factorisation pattern (λ∗

1, . . . , λ∗
e ) ∈Z

e≥0 of
g, where λ∗

i is the number of distinct irreducible factors of g in Fq[T]i for 1≤ i≤ e, and denote
by g∗ the square-free part of g, namely the product of all distinct irreducible factors of g (without
multiplicities). In particular, we have that (λ∗

1, . . . , λ
∗
e ) is the factorisation pattern of g∗. We have

the following result.

Proposition 4.1. Let e,d be integers with e> d > 0. Let g be an element of Fq[T]e, g∗ its square-free
part and (λ∗

1, . . . , λ∗
e ) the factorisation pattern of g∗. Let k be the least integer with λ∗

k > 0. If k≤ d,
then
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λ∗
k q

d−k −
(

λ∗
k
2

)
qmax{d−2k,0} ≤

∣∣∣∣∣
d⋃

j=1
Bj

∣∣∣∣∣≤ λ∗
k q

d−k +
d∑

i=k+1
λ∗
i q

d−i.

Proof. For f ∈ Fq[T]d we have res(g, f )= 0 if and only if res(g∗, f )= 0. As a consequence, we shall
consider the resultant res(g∗, f ). Denote by gi:=∏λ∗

i
j=1 gi,j the product of all irreducible factors of

g∗ of degree i for 1≤ i≤ e. Let S:= (Sd−1, . . . , S0) be a vector of indeterminates and

F(S, T):= Td + Sd−1Td−1 + · · · + S0.
The product formula for the resultant (see, e.g. [1, Theorem 4.16]) implies

res(g∗, F(S, T))=
e∏

i=k
Ri:=

e∏
i=k

res(gi, F(S, T))=
e∏

i=k

λ∗
i∏

j=1
res(gi,j, F(S,T)).

Now, for any i with k≤ i≤ d and λ∗
i > 0, we have

Ri:=
λ∗
i∏

j=1
Ri,j, Ri,j:= res(gi,j, F(S, T)).

Since gi,j is an irreducible element of Fq[T], for s ∈ F
d
q we have Ri,j(s)= 0 if and only if gi,j divides

F(s, T). Further, as {F(s, T):s ∈ F
d
q } ⊂ Fq[T]d , we conclude that there is a bijection between the set

of Fq-rational zeros of Ri,j and the set of multiples in Fq[T]d of gi,j. As the latter has cardinality
qd−i, we conclude that |V(Ri,j)(Fq)| = qd−i. Therefore,

|V(Ri)(Fq)| =
∣∣∣∣∣

λ∗
i⋃

j=1
V(Ri,j)(Fq)

∣∣∣∣∣≤ λ∗
i q

d−i.

On the other hand, for i> d with λ∗
i > 0, there is no element of Fq[T]d having a non-trivial

common factor with gi defined over Fq. This implies that the set V(Ri)(Fq) is empty, namely
|V(Ri)(Fq)| = 0.

Now we focuss on the case i= k. If Rk:=
∏λ∗

k
j=1 Rk,j, we have

|V(Rk)(Fq)| ≤ |V(res(g, F(S, T)))(Fq)| ≤ |V(Rk)(Fq)| +
d∑

i=k+1

λ∗
i q

d−i.

Our previous argument shows that V(Rk)(Fq) is a union of λ∗
k sets V(Rk,j)(Fq) of cardinality qd−k,

which are pairwise distinct. Further, s∈ V(Rk,j1 )(Fq)∩ V(Rk,j2 )(Fq) for j1 �= j2 if and only if both
gk,j1 and gk,j2 divide F(s, T). As gk,j1 and gk,j2 are two distinct irreducible elements of Fq[T], this
holds if and only if gk,j1 · gk,j2 divides F(s, T). It follows that

|V(Rk,j1 )(Fq)∩ V(Rk,j2 )(Fq)| =
⎧⎨
⎩ qd−2k for d ≥ 2k,

0 for d < 2k.

In particular, the Bonferroni inequalities imply

λ∗
k q

d−k −
(

λ∗
k
2

)
qmax{d−2k,0} ≤ |V(Rk)(Fq)| =

∣∣∣∣∣
λ∗
k⋃

j=1
V(Rk,j)(Fq)

∣∣∣∣∣≤ λ∗
k q

d−k.

From this the statement of the proposition readily follows.
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As an immediate consequence of Proposition 4.1 we obtain an estimate on the probability that
a random element of Fq[T]d is relatively prime with g.

Theorem 4.2. Let e,d be integers with e> d > 0. Let g be an element of Fq[T]e, g∗ its square-free
part and (λ∗

1, . . . , λ∗
e ) the factorisation pattern of g∗. Let k be the least integer with λ∗

k > 0. If k≤ d,
then the probability P0:= |B0|/qd that a random element f ∈ Fq[T]d and g are relatively prime is
bounded in the following way:

1− λ∗
k

qk
−

d∑
i=k+1

λ∗
i
qi

≤P0 ≤ 1− λ∗
k

qk
+
(

λ∗
k
2

)
1

qmin{2k,d} .

In particular, for q> 2e we have P0 > 1
2 .

Proof. Observe that

|B0| =
∣∣{f ∈ Fq[T]d: gcd (g, f )= 1}∣∣=

∣∣∣∣∣Fd
q \

d⋃
j=1

Bj

∣∣∣∣∣= qd −
∣∣∣∣∣

d⋃
j=1

Bj

∣∣∣∣∣.
Then the statement readily follows from Proposition 4.1.

4.2. The average degree of the gcd with g

Now we estimate the cardinality of the sets
⋃d

j=i Bj with 2≤ i≤ d. If the square-free part g∗ of
g ∈ Fq[T]e has a factorisation pattern (λ∗

1, . . . , λ
∗
e ) as in Theorem 4.2, then all its irreducible factors

have degree at least k. It follows that B1 ∪ · · · ∪ Bk−1 is the empty set, which implies the following
corollary.

Corollary 4.3. With hypotheses as in Theorem 4.2, for 1≤ i≤ k, we have

λ∗
k q

d−k −
(

λ∗
k
2

)
qmax{d−2k,0} ≤

∣∣∣∣∣
d⋃
j=i

Bj

∣∣∣∣∣≤ λ∗
k q

d−k +
d∑

j=k+1
λ∗
j q

d−j.

Next we bound the sum of the cardinalities of
⋃d

j=i Bj for i≥ k+ 1.

Proposition 4.4. Let g ∈ Fq[T]e have factorisation pattern (λ1, . . . , λe) and let k be the least index
with λk > 0. We have

d∑
i=k+1

∣∣∣∣∣
d⋃
j=i

Bj

∣∣∣∣∣≤
d∑

i=k+1

(i − k) qd−i
∑

hk≤λk ,..., hi≤λi
k hk+···+i hi=i

(
λk
hk

)
· · ·

(
λi
hi

)
.

Proof. Observe that

Bi ∪ · · · ∪ Bd = {f ∈ Fq[T]d :deg gcd (g, f )≥ i}.
Fix a factor m ∈ Fq[T]j of degree j≥ i of g. Then the set Lm of multiples f ∈ Fq[T]d of m has car-
dinality |Lm| = qd−j. As a consequence, letting m vary over the set of factors in Fq[T]j of g we
conclude that ∣∣∣∣∣

d⋃
j=i

Bj

∣∣∣∣∣≤
d∑
j=i

ηj qd−j,
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where ηj is the number of distinct factors of g in Fq[T]j for i≤ j≤ d. It follows that
d∑

i=k+1

∣∣∣∣∣
d⋃
j=i

Bj

∣∣∣∣∣≤
d∑

i=k+1
(i− k) ηi qd−i.

It remains to express the ηi in terms of λ1, . . . , λd. For this purpose, we observe that

ηi ≤ [Xi]

( i∏
j=k

(1+ Xj)λj
)

=
∑

hk≤λk,..., hi≤λi
k hk+···+i hi=i

(
λk
hk

)
· · ·

(
λi
hi

)
,

where [Xi]f denotes the coefficient of Xi in the monomial expansion of f ∈K[X]. This proves the
proposition.

Now we obtain an estimate for the average degree of gcd (g, f ) for random f ∈ Fq[T]d .

Theorem 4.5. Let e, d be integers with e> d > 0, g an element of Fq[T]e with factorisation pattern
(λ1, . . . , λe) and k the least index with λk > 0. Denote by λ∗

k the number of distinct irreducible
factors of g in Fq[T]k. If k≤ d, then the average degree E[Xg] of the greatest common divisor of g and
a random element f of Fq[T]d is bounded in the following way:

k λ∗
k

qk
−
(

λ∗
k
2

)
k

qmin{2k,d} ≤E[Xg]≤
k λ∗

k
qk

+
d∑

i=k+1

i
qi

∑
hk≤λk ,..., hi≤λi
k hk+···+i hi=i

(
λk
hk

)
· · ·

(
λi
hi

)
.

Proof. According to (4.1),

E[Xg]=
d∑

i=1

d∑
j=i

|Bj|
qd

.

By Corollary 4.3, for 1≤ i≤ k,

λ∗
k q

d−k −
(

λ∗
k
2

)
qmax{d−2k,0} ≤

∣∣∣∣∣
d⋃
j=i

Bj

∣∣∣∣∣≤ λ∗
k q

d−k +
d∑

i=k+1

λi qd−i.

By Proposition 4.4, we have
d∑

i=k+1

∣∣∣∣∣
d⋃
j=i

Bj

∣∣∣∣∣≤
d∑

i=k+1
(i− k) qd−i

∑
hk≤λk,..., hi≤λi
k hk+···+i hi=i

(
λk
hk

)
· · ·

(
λi
hi

)
.

We conclude that
k λ∗

k

qk
−
(

λ∗
k

2

)
k

qmin{2k,d} ≤E[Xg]≤k λ∗
k

qk
+

d∑
i=k+1

k λi

qi

+
d∑

i=k+1

i− k
qi

∑
hk≤λk ,..., hi≤λi
k hk+···+i hi=i

(
λk

hk

)
· · ·

(
λi

hi

)

≤k λ∗
k

qk
+

d∑
i=k+1

i
qi

∑
hk≤λk ,..., hi≤λi
k hk+···+i hi=i

(
λk

hk

)
· · ·

(
λi

hi

)
,

which proves the theorem.
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To simplify the upper bound of Theorem 4.5 we recall that the inner sum in such an upper
bound is actually an upper bound for the number ηi of distinct factors of g in Fq[T]i, namely

ηi ≤ [Xi]

( i∏
j=k

(1+ Xj)λj
)

=
∑

hk≤λk,..., hi≤λi
k hk+···+i hi=i

(
λk
hk

)
· · ·

(
λi
hi

)
,

with equality when g is square-free. Using the generalised Vandermonde identity (see, e.g. [7, page
248]), we have

ηi ≤
∑

hk≤λk,..., hi≤λi
k hk+···+i hi=i

(
k λk
k hk

)
· · ·

(
i λi
i hi

)
≤
(
k λk + · · · + i λi

i

)
. (4.2)

On the other hand, taking into account that the expansion of the analytic function h:C→C,
h(z):=∏i

j=k (1+ zj)λj has non-negative coefficients at 0, from, e.g. [4, Proposition IV.1] we
conclude that

ηi ≤ h(1)= 2λk+···+λi . (4.3)

The accuracy of (4.2) and (4.3) depends on the actual factorisation pattern (λ1, . . . , λe). For exam-
ple, if g ∈ Fq[T]e is a polynomial with an ‘equal-degree factorization’ (that is, kλk = e), then for
large k the bound (4.3) is preferable, while for large λk the bound (4.2) is more accurate.

Finally, for the results on the average-case complexity of the Euclidean algorithm we shall use
a further upper bound on E[Xg]. This bound, although not as precise as the one of Theorem 4.5,
has a simple expression which suffices for the purposes of the next section.

Lemma 4.6. Let e, d be integers with e> d > 0 and let g ∈ Fq[T]e. Then

E[Xg]≤ de
qk

.

Proof. Let (λ1, . . . , λe) be the factorisation pattern of g and let k be the least index with λk > 0.
By Proposition 4.1,

E[Xg]=
d∑

k=1

d∑
j=k

|Bj|
qd

≤
d∑

k=1

d∑
j=1

|Bj|
qd

≤ d

(
λk
qk

+
d∑

i=k+1

λi
qi

)
≤ de

qk
.

5. Average-case analysis of the Euclidean Algorithm
Let e, d be positive integers with q> d(2e− d + 1)/2 and e> d and let g ∈ Fq[T]e be fixed. In this
section we analyse the average-case complexity of the Euclidean algorithm applied to pairs (g,f )
with f ∈ Fq[T]d , and prove Theorem 1.3.

Given positive integers m, n with m> n and (f1, f2) ∈ Fq[T]m × (Fq[T]n \ {0}), and an arith-
metic operation w ∈ {÷,−,×}, by dw(f1, f2) we denote the number of operations w used in the
‘synthetic’ polynomial division algorithm applied to (f1, f2) (see, e.g. [10]). It turns out that

d÷(f1, f2)=m− n+ 1, d−,×(f1, f2)= n(m− n+ 1). (5.1)

Endowing Fq[T]d with the uniform probability, for any w ∈ {÷,−,×} we consider the random
variable twg :Fq[T]d →N which counts the number of operations w that the Euclidean Algorithm

https://doi.org/10.1017/S0963548321000274 Published online by Cambridge University Press

https://doi.org/10.1017/S0963548321000274


Combinatorics, Probability and Computing 179

performs on input (g,f ) for each f ∈ Fq[T]d . Furthermore, tdivg (f ) denotes the number of polyno-
mial divisions involved. Our aim is to study the expected value E[twg ] of twg for w∈ {÷, div,−,×},
namely

E[twg ]=
1
qd

∑
f∈Fq[T]d

twg (f )=
1
qd

d∑
k=0

∑
f∈Bd−k

twg (f ).

As explained before, applying the Euclidean algorithm to an input (g,f ) with f ∈ Fq[T]d we
obtain a unique polynomial quotient sequence (q1 . . . qh+1) and a unique polynomial remainder
sequence (r1 . . . rh) satisfying the following conditions:

g = f · q1 + r1, deg(r1) < deg(f ),

f = r1 · q2 + r2, deg(r2) < deg(r1),
...

...

rh−2 = rh−1 · qh + rh, deg(rh) < deg(rh−1),

rh−1 = rh · qh+1.

(5.2)

The number of polynomial divisions is h, and (5.1) implies that the number of arithmetic opera-
tions performed is uniquely determined by the sequence (deg(r1), . . . , deg(rh)). The upper bounds
for E[twg ] are obtained by considering sequences of maximum length for the f ∈ Bd−k for each k,
combined with the upper bound of Lemma 4.2 for the average degree of the gcd. On the other
hand, for the lower bounds we consider the behaviour of the Euclidean algorithm on inputs f
which are generic with respect to g. For these f , the corresponding number of operations is pre-
cisely determined, and Proposition 3.2 shows that its number is large enough to yield significant
conclusions.

5.1. The estimates on the average-case complexity
In the next lemmas, we estimate the average number of polynomial divisions, divisions in Fq, and
the remaining arithmetic operations in Fq, performed by the Euclidean algorithm (5.2). We start
with polynomial divisions.

Lemma 5.1. The average number E[tdivg ] of polynomial divisions performed by the Euclidean
algorithm applied to pairs (g,f) with f ∈ Fq[T]d is bounded as follows:

(d + 1)

(
1− d(2e− d + 1)

2q

)
≤E[tdivg ]≤ (d + 1)

(
1+ de

q

)
.

Proof. For f ∈ Bd−k with 0≤ k≤ d, we claim that tdivg (f )≤ k+ 1. Indeed, the maximum number
of polynomial divisions in (5.2) is achieved from a sequence of remainders of maximum length.
Since f ∈ Bd−k, in such a sequence the degree of each successive remainder decreases by 1, that
is, the sequence has length h= k. Taking into account that there is a further division to perform,
to check that rh divides rh−1, we deduce our claim. As k 
→ k+1

d−k is an increasing function for
k ∈ [0, d − 1], we obtain
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E[tdivg ]≤ 1
qd

d∑
k=0

∑
f∈Bd−k

(k+ 1)= 1
qd

( d−1∑
k=0

k+ 1
d − k

(d − k)|Bd−k| + (d + 1)|B0|
)

≤ d
qd

d−1∑
k=0

(d − k)|Bd−k| + (d + 1)
|B0|
qd

≤ d E[Xg ]+ d + 1.

Using the bound E[Xg ]≤ de/q of Lemma 4.6, we deduce the upper bound in the statement of the
lemma.

Next we show the lower bound. Recall that f ∈ Fq[T]d is generic (with respect to g) if the corre-
sponding remainder sequence is of the form (r1, . . . , rd), where deg(rj)= d − j for 1≤ j≤ d. For
such an f , the number of polynomial divisions is precisely d + 1. By Proposition 3.3, it follows that

E[tdivg ]≥ 1
qd

(d + 1)|G| ≥ (d + 1)

(
1− d(2e− d + 1)

2q

)
.

This finishes the proof of the lemma.

Next we analyse the case w= ÷.

Lemma 5.2. Denote byE[t÷g ] the average number of divisions performed by the Euclidean algorithm
applied to pairs (g,f) with f ∈ Fq[T]d. Then

(e+ d + 1)

(
1− d(2e − d + 1)

2q

)
≤E[t÷g ]≤ (e+ d + 1)

(
1+ de

q

)
.

Proof. Let f ∈ Bd−k with 0≤ k≤ d. According to (5.1), the number of operations ÷ in each step
of (5.2) is

d÷(g, f )= deg(g)− deg(f )+ 1,
d÷(f , r1)= deg(f )− deg(r1)+ 1,

...
d÷(rh−1, rh),= deg(rh−1)− deg(rh)+ 1.

Therefore,

t÷g (f )= deg(g)− deg(rh)+ h+ 1= e− (d − k)+ h+ 1≤ e− d + 2k+ 1. (5.3)

As k 
→ e−d+2k+1
d−k is increasing for k∈ [0, d − 1], from (5.3) we deduce that

E[t÷g ]=
1
qd

d∑
k=0

∑
f∈Bd−k

t÷g (f )≤
1
qd

d−1∑
k=0

e− d + 2k+ 1
d − k

(d − k)|Bd−k| + (e+ d + 1)
|B0|
qd

≤ (e+ d − 1)E[Xg ]+ e+ d + 1.

Combining this with Lemma 4.6 readily implies the upper bound.
To prove the lower bound, we argue as in the proof of Lemma 5.1. For a generic f ∈ G, the

remainder sequence is of length d, and therefore t÷g (f )= e+ d + 1. It follows that

E[t÷g ]≥
1
qd

(e+ d + 1)|G| ≥ (e+ d + 1)

(
1− d(2e− d + 1)

2q

)
.

This proves the lemma.
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Finally, we consider the remaining case w ∈ {−,×}. We have the following result.

Lemma 5.3. Let E[t−,×
g ] be the average number of operations w ∈ {−,×} performed by the

Euclidean algorithm applied to pairs (g,f) with f ∈ Fq[T]d. Then

de

(
1− d(2e− d + 1)

2q

)
≤E[t−,×

g ]≤ de

(
1+ de

q

)
.

Proof. For f ∈ Bd−k with 0≤ k≤ d, by (5.1) the number of operations dw withw∈ {−,×} in each
step of (5.2) is

dw(g, f )= deg(f )(deg(g)− deg(f )+ 1),
dw(f , r1)= deg(r1)(deg(f )− deg(r1)+ 1),

...
dw(rh−1, rh)= deg(rh)(deg(rh−1)− deg(rh)+ 1).

Denote r0:= f . We claim that the maximum number of operations w performed in the whole
Euclidean algorithm is achieved with a sequence of remainders (r0, . . . , rk) with deg(rj−1)−
deg(rj)= 1 for 1≤ j≤ k. Indeed, let (r0, . . . , rh) be a remainder sequence such that deg(rj−1)−
deg(rj)> 1 for a given j. Denote by (α0, . . . , αh) the corresponding sequence of degrees. We
compare the number of operations w performed by the Euclidean algorithm to obtain this
sequence with that of a remainder sequence with degree pattern (α0, . . . , αj−1, α∗

j , αj, . . . , αh),
where αj−1 − α∗

j = 1. Since the number of w operations is determined by the degree pattern of the
remainder sequence under consideration, it suffices to compare the cost of the jth step of the first
sequence with the sum of those of the jth and (j+ 1)th steps of the second sequence. In particular,
we see that our claim for this case holds provided that

αj
(
(αj−1 − αj)+ 1

)≤ α∗
j (αj−1 − α∗

j + 1)+ αj(α∗
j − αj + 1).

This can be checked by an easy calculation. Arguing successively in this way, the claim follows.
As a consequence, the maximum number of operationsw performed is achieved in a sequence

of k remainders (r1, . . . , rk) with deg(rj−1)− deg(rj)= 1 for 1≤ j≤ k, namely with deg(rj)= d − j
for 1≤ j≤ k. It follows that

twg (f )≤ deg(f )(deg(g)− deg(f )+ 1)+
k∑

j=1
deg(rj)(deg(rj−1)− deg(rj)+ 1)

= d(e− d + 1)+ 2
k∑

j=1
(d − j)= d(e − d + 1)+ k(2d − k− 1). (5.4)

Since k 
→ d(e−d+1)+k(2d−k−1)
d−k is increasing for k∈ [0, d − 1], by (5.4) we obtain

E[twg ]=
1
qd

d∑
k=0

∑
f∈Bd−k

twg (f )

≤ 1
qd

d−1∑
k=0

d(e − d + 1)+ k(2d − k− 1)
d − k

(d − k)|Bd−k| + de
|B0|
qd

≤ deE[Xg ]+ de.

The upper bound follows easily by Lemma 4.6.
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On the other hand, for f ∈ G, by (5.4) we conclude that twg (f )= de. Then Proposition 3.3 implies

E[t÷g ]≥
1
qd

de|G| ≥ de

(
1− d(2e− d + 1)

2q

)
,

which finishes the proof of the lemma.

Summarising Lemmas 5.1, 5.2 and 5.3, we have the following result.

Theorem 5.4. Let e, d be positive integers such that q> d(2e − d + 1)/2 and e> d. Let g ∈
Fq[T]e and w ∈ {÷, div,−,×}. The average number E[twg ] of operations w performed on (uniform
distributed) inputs from Fq[T]d is bounded in the following way:

∣∣∣∣E[t
div
g ]

d + 1
− 1

∣∣∣∣≤ de
q
,

∣∣∣∣ E[t÷g ]
e+ d + 1

− 1
∣∣∣∣≤ de

q
,

∣∣∣∣E[t
−,×
g ]
de

− 1
∣∣∣∣≤ de

q
.

6. Conclusions and perspectives
We have developed an average-case analysis of the Euclidean algorithm applied to pairs of poly-
nomials (g, f ) ∈ Fq[T]e × Fq[T]d with e> d, where g is fixed. Our results show that, on average,
the behaviour of the Euclidean algorithm in this case mimics that of the general case where g and
f vary over the set Fq[T]e × Fq[T]d . For this purpose, we have shown that, for fixed g, on ‘most’
pairs (g,f ) as above the Euclidean algorithmperforms the highest possible number of steps, namely
d. This is shown by comparing the ‘formal’ execution of the Euclidean algorithm on polynomi-
als whose roots are indeterminates with its actual execution on g and a monic polynomial f of
degree d.

For given values of q, e and d with e> d, we performed some simulations where we executed
the Euclidean algorithm on pairs (g,f ), where g ∈ Fq[T]e was fixed with a given factorisation pat-
tern and f ran through a random sample S ⊂ Fq[T]d. The aim was to analyse to what extent
the estimates on the error terms underlying the asymptotic main term on the average degree of
gcd (g, f ) (Theorem 4.5), the probability that gcd (g, f )= 1 (Theorem 4.2) and the probability that
a random f ∈ Fq[T]d is ‘generic’ with respect to g (Proposition 3.3) were accurate. The numerical
experiments we performed suggest that the estimates of Theorems 4.5 and 4.2 are rather accurate.
On the other hand, it seems that the estimate on the number of polynomials which are generic
with respect to g is somewhat pessimistic. Our numerical experiments suggest that this number
depends on the factorisation pattern of g, while the lower bound of Proposition 3.3 depends only
on q, e and d. In this sense, we wonder whether such an estimate can be achieved.

Finally, a critical step in our methodology consists in comparing the ‘formal’ execution of the
Euclidean algorithm with its execution on pairs (g, f ) as above. The set of input pairs on which the
Euclidean algorithm does not behave as expected are expressed in terms of the set of Fq-rational
zeros of certain multivariate polynomials. We think that our methodology might be applied to the
analysis of other algorithms, such as the Berlekamp–Massey algorithm for linear feedback shift-
register synthesis, whose similarity with the Euclidean algorithm for decoding has already been
established in the literature (see, e.g. [9]).
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