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I. Background
A. Paradigm Shift in Health Research
Health research in the United States is undergo-
ing a paradigm shift: broadening the ranks of health 
researchers and expanding the methods of health 
research. Part of this expansion involves the growth of 
“big data,” the gathering and analyzing of vast troves of 
information about large numbers of people as a means 
to understand population health. Big data health 
research is an orienting focus of major federal and 
private research initiatives, including the Precision 
Medicine Initiative,1 the Electronic Medical Records 
and Genomics Network,2 and the Personal Genome 
Project.3 This research often includes significant pub-
lic engagement and greater involvement of human 
research participants, including an active role in plan-
ning and conducting the research itself.4 

Big data and an expanded public role in research are 
cornerstones of citizen science, which may be defined 
as “a range of participatory models for involving non-
professionals as collaborators in scientific research.”5 
Citizen science includes enlisting non-experts in the 
collection, reporting, and analysis of health-related 
data; expanding health research from its traditional 

university- or industry-based settings through non-
expert or public involvement in the conduct and gov-
ernance of research; and crowdsourcing research to 
address specific population or community health 
needs.6 

The growth of nontraditional health research some-
times blurs the line between professional and citizen 
science.7 Nontraditional health researchers include, 
for example, independent researchers, citizen sci-
entists, patient-directed researchers, do-it-yourself 
(DIY) researchers, and self-experimenters, and it is 
likely that new research arrangements and activities 
will be developed in the future.8 

Several factors help to explain the appeal and 
growth of these new forms of health research.

1.  Many people are critical of traditional health 
research, which they view as slow, expensive, unre-
sponsive, and dominated by commercial interests.9

2.  Crowdsourcing, N of 1 studies, and other alterna-
tive research methodologies have been excluded 
from traditional research funding mechanisms.10

3.  The popularity and growth of social media and 
online patient communities facilitates collabora-
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tion, recruitment, participation, and dissemination 
of results.

4.  The growth of DIY culture and the availability of 
direct-to-consumer (DTC) health-related (includ-
ing genomic) testing has encouraged research by 
nonprofessionals.11

5.  Public familiarity with digital health data and 
research platforms have demystified health 
research and made it seem similar to other forms 
of data analysis and consumer health technologies.

6.  Smartphones with health apps and other mobile 
technologies have led to the collection of vast 
amounts of biometric data.

The potential of unregulated health research using 
mobile devices was on display in a groundbreaking 
study of Parkinson’s disease in 2015. To take advan-
tage of new software supporting health research on 
mobile devices, Sage Bionetworks, an independent 
nonprofit research organization based in Seattle,12 

conducted the first major smartphone-based health 
research study. The Parkinson’s disease mPower study 
recruited participants online in partnership with col-
laborating Parkinson’s disease organizations. The 
study used a novel, highly visual, self-guided, online 
consent process. Study data were generated by using 
the smartphone to record the voices of the partici-
pants, their posture and stability, their reaction time, 
and other measures of symptoms of Parkinson’s dis-
ease. Approximately 17,000 participants, an unprece-
dented number, enrolled in the study over a six-month 
period. Although this study was not federally funded or 
otherwise subject to regulation, including IRB review, 
the study protocol was submitted and approved by the 
WIRB-Copernicus Group, an independent IRB. 

The new paradigm for health research challenges 
the regulatory requirements and research ethics 
norms that govern traditional approaches to human 

subject protections.13 This new paradigm creates new 
tensions for research ethics and policy by disrupting 
the conventional definitions of health experts, funders, 
researchers, participants, and research settings. A 
fundamental question is whether it makes sense to 
apply a single set of regulations to research ethics 
with widely varying origins, methods, and funding 
sources.14 Despite such challenges, the potential value 
of new research methods was recognized by Congress 
when it enacted the Crowdsourcing and Citizen Sci-
ence Act of 2017.15 That act grants federal agencies 
the authority to use crowdsourcing and citizen sci-
ence in their research. In addition, the 21st Century 
Cures Act16 directs the Food and Drug Administration 
(FDA) to create a trial framework to use “real world 
evidence” in its medical device oversight.17 

This article reports the results of and builds 
upon a three-year study at the intersection of health 
research using mobile devices and unregulated health 
research.18 The use of mobile devices in health research 

has increased significantly, and it is generally subject 
to the same regulations as other health research con-
ducted by entities covered by the federal research reg-
ulations.19 Unregulated health research uses various 
methods, including crowdsourcing information, DIY 
research, and N of 1 studies, which are beyond tradi-
tional health research. This article focuses on the inter-
section of these two important trends. (See Figure 1.)

Mobile devices and their health apps create new 
research risks based on significantly increased scale. 
By utilizing DTC genetic testing, publically accessible 
data repositories, biometric data collection and analy-
sis, and other methods unregulated researchers can 
produce large-scale studies that raise concerns about 
balancing risks and benefits, informed consent, pri-
vacy, and other issues. Although these are traditional 
matters for researchers, participants, funders, and 
IRBs, unregulated health researchers largely operate 

This article reports the results of and builds upon a three-year study  
at the intersection of health research using mobile devices and unregulated 
health research. The use of mobile devices in health research has increased 

significantly, and it is generally subject to the same regulations as other  
health research conducted by entities covered by the federal research 

regulations. Unregulated health research uses various methods,  
including crowdsourcing information, DIY research, and N of 1 studies,  

which are beyond traditional health research. This article focuses on  
the intersection of these two important trends. 
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by their own rules. This article reviews the benefits, 
risks, and policy alternatives to unregulated health 
research using mobile devices. 

B. Unregulated Health Research and Researchers
The new health research described above is gener-
ally “unregulated” and conducted by “unregulated 
researchers.”20 As used in this article, “unregulated” 
means not subject to the federal regulations for the 
protection of human research subjects adopted by 16 
federal departments and agencies (“Common Rule”)21 
or promulgated by the Food and Drug Administra-
tion (FDA).22 The research and researchers defined 
as “unregulated” may still be subject to other fed-
eral regulations. These include regulations on unfair 
or deceptive trade practices enforced by the Federal 
Trade Commission (FTC),23 or the privacy, security, 
and breach notification rules promulgated under 
the Health Insurance Portability and Accountability 
Act (HIPAA)24 and the Health Information Technol-
ogy for Economic and Clinical Health Act (HITECH 
Act).25 “Unregulated” research and researchers also 
may be subject to regulation under state research laws 
or other state legislation.26 

The definition of research used in this article follows 
the Common Rule definition, which provides in rele-
vant part: “Research means a systematic investigation, 
including research development, testing, and evalua-
tion, designed to develop or contribute to generaliz-
able knowledge.”27 Similarly, the definition of “human 
subject” (or “participant” in this article) follows the 
Common Rule definition, which provides in relevant 
part: “Human subject means a living individual about 
whom an investigator (whether professional or stu-
dent) conducting research: “(i) Obtains information 
or biospecimens through intervention or interaction 
with the individual, and uses, studies, or analyzes the 
information or biospecimens; or (ii) Obtains, uses, 
studies, analyzes, or generates identifiable private 
information or identifiable biospecimens.”28 Although 
research with deidentified specimens or data is not 
considered human subjects research under the Com-
mon Rule, our focus on unregulated research does not 
make such a distinction.

This article analyzes a wide range of unregulated 
health research with human participants, but it focuses 
on nontraditional and emerging types of researchers, 
such as independent researchers, citizen scientists, 
patient-directed researchers, and DIY researchers.29 
The context is health research using mobile devices. 
The article does not consider all possible unregulated 
researchers, such as corporations or foundations. Nor 
does it consider all forms of unregulated research that 
can affect human health, including environmental 

research,30 citizen science gamification,31 and citizen 
scientists and biohackers engaging in interventional 
clinical research and self-experimentation.32 Although 
these issues are important, they are beyond the scope 
of this project.

C. Mobile Devices
The 2007 introduction of the iPhone permanently 
altered the long-term research landscape. It repre-
sented the replacement of devices that merely made 
phone calls with fully functional pocket computers 
that also made phone calls. The iPhone and all the 
other smartphones provided a design into which an 
increasing amount of hardware could be integrated, 
emulated in software, or attached to the phone via 
an app and network. According to recent estimates, 
81% of North American adults own a smartphone,33 
and more than half of smartphone users are collect-
ing “health-associated information” on their smart-
phones.34 There are more than 325,000 mobile health 
apps available from the Apple App Store, Google Play 
Store, and other sources.35 

Because of its direct connectivity, the smartphone 
creates unique research opportunities, such as the 
ability to pull and push information directly to and 
from the end user. It also allows developers to simplify 
complex processes, such as authorization to transfer 
data stored in online portals to secondary locations. 
Through ever-expanding hardware, smartphones 
increasingly contain sensors that can be repurposed 
from their initial use to surveil populations (e.g., GPS 
coordinates) and measure at least some elements of 
health (e.g., accelerometers). And via its connection 
to secondary mobile devices that tether with apps, a 
smartphone forms an expandable platform to connect 
app-navigated health devices and plug-ins, such as 
glucose meters, electrocardiograms, ultrasound, pulse 
oximetry, and heart rate monitors.36 

Figure 1
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Mobile devices with biometric measuring capabili-
ties have obvious research implications. Smartphones 
facilitate access to hundreds of millions of potential 
research participants in the United States alone and 
can increasingly measure those participants in highly 
granular and personal ways. In 2015, Apple acceler-
ated the role of smartphones in research by releas-
ing an open source toolkit called ResearchKit, which 
makes it easy to build mobile research applications.37 
A robust debate on the ethical, legal, and social impli-
cations of ResearchKit began shortly thereafter.38 
A companion open source Android toolkit called 
ResearchStack was released in 2016. No clear count 
of mobile research apps exists, but based on known 
implementations, more than thirty studies were 
launched in the first year of ResearchKit alone,39 and 
a similar number of consents for mobile health apps 
were studied by the Global Alliance for Genomics and 
Health.40

Mobile devices intersect with a broader consumer 
technology market built on the integration of persis-
tent behavior surveillance with advertising, with the 
smartphone deeply connected to the relevant busi-
ness models.41 Their apps represent controllable ways 
to interact with and monitor users. These apps can 
exploit many features of the phone in ways that con-
sumers may not anticipate, like, or even understand.42 
In addition, the numerous uses of smartphones often 
create an information overload for consumers in look-
ing at terms of service and privacy policies,43 which are 
often written at levels that can baffle even graduate-
level readers.44 The common response of clicking “I 
agree” without carefully reading (or reading at all) the 
terms of service or privacy policies raises the issue of 
whether the consumer has provided valid consent to 
the uses described in these documents.45

Like other dominant sectors in consumer technol-
ogy, mobile devices are characterized by a software 
monopoly. As of 2019, the vast majority of U.S. resi-
dents with smartphones used either Google or Apple 
app stores, with estimates as high as 99.74% using one 
of the two based on their choice of mobile operating 
system.46 These two companies decide what apps are 
appropriate to maintain in their app stores, dictate 
requirements on what apps must and must not display 
to consumers, and act to review and take down apps 
that violate their guidelines. They also possess the 
power to make or break an app based on, for example, 
how that app appears in searches, by placement on a 
featured page, or location within the app store.47 

Apple and Google differ in hardware, however, as 
only an Apple phone runs an Apple operating system, 
and vice versa, whereas Google’s Android is present on a 
dizzying variety of handsets. This allows Apple far more 

control over their hardware ecosystem. Apple leverages 
this to promote some privacy-supporting features;48 
Google’s deep connection to advertising revenue means 
Android is by default less protective of privacy.49 They 
also differ in their approach to app stores; whereas 
Apple enforces a variety of community norms, Google 
takes a broad hands-off governance role.50

Apple and Google currently leverage existing soft-
ware standards, such as SMART (Substitutable Medi-
cal Applications, Reusable Technologies) on FHIR 
(Fast Health Interoperability Resources), to enable 
access to health records by any healthcare provider 
with a compatible EHR system;51 and the SMART on 
FHIR stack is broadly adopted by the emergent health 
data app community. Efforts around “consumer-led 
data transfer,” such as the CARIN Alliance, have pro-
mulgated forms of normative community regulation 
through codes of conduct that can also be leveraged in 
regulatory thinking.52 

D. Use Cases
As noted above, this analysis is designed to address 
scenarios that involve health research being con-
ducted by unregulated researchers via mobile devices. 
This scope potentially includes a wide variety of sce-
narios, although there is no formal typology available 
to organize and reference specific types of scenarios. 
For this reason we have identified a set of use cases 
that will help ground the sections that follow, includ-
ing the discussion of ethical considerations (Part II) 
and the related policy recommendations (Part III). 
For definitional purposes, there are at least two char-
acteristics of any study involving unregulated mobile 
health research: (1) whether the mobile health data 
were originally collected explicitly for research use, 
and (2) whether the data are being used for research 
purposes by the original collector/holder of the data. 

The first factor is important because it determines 
whether app users are likely to understand that they 
are participants in a research study and not just users 
of an app. The fact that an app was created explic-
itly for a research purpose is also important because 
it points to the intention of the app developer or the 
organization funding the development of the app to 
serve as a researcher, thereby presenting additional 
expectations, such as informed consent. The second 
factor, whether an app is being used for research by 
the original collector, is important because the origi-
nal collector of the data (typically the developer or 
funder of the app) has had direct contact with the app 
users and could thus be held responsible for ensuring 
the participant is informed of the research, has had 
an opportunity to give affirmative consent, etc. When 
research is conducted by a secondary recipient of the 
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data, the lack of direct contact between the researcher 
and the participant means that the researcher is con-
strained in their ability to directly obtain consent, etc. 
Another important difference between the original 
data collected and the secondary recipient is that app 
users are typically not aware the secondary recipient 
has acquired their data.

These two criteria, original purpose of data collec-
tion and proximity of the research to the participant, 
can be used to form a 2 x 2 table (Table 1) containing 
four representative scenarios involving unregulated 
mobile health research. Although these four cells rep-
resent the general use cases, it is important to examine 
a range of additional characteristics or variations of 
the four scenarios that are also relevant to the ethical 
analyses and policy considerations addressed in this 
article. 

First, there are numerous types of unregulated 
researchers, including for-profit commercial com-
panies, independent research organizations (i.e., not 
affiliated with academic or other institutions, such 
as Sage Bionetworks), independent app developers, 
individual community/citizen scientists, patient-led 
groups (e.g., PatientsLikeMe), and individual and 
group self-experimenters (e.g., Crohnology). 

Second, app users may include children or other 
individuals who lack capacity to make decisions 
regarding research participation and data inclusion. 
This presents additional issues, such as verifying the 
identity of the app user to ensure that any necessary 
consent is valid.53 

Third, data used in unregulated research vary in 
sensitivity. For example, GPS data may increase the 
risk that de-identified data could be re-identified, 
whereas data relating to certain behaviors or health 

conditions may be stigmatizing. The combination of 
different types of data, both public and app-/research-
generated, may further increase its sensitivity. 

Fourth, an app’s design may or may not provide for 
return of research results or health-related informa-
tion. Unregulated research may generate novel indi-
vidual findings that unregulated researchers may 
want to return to participants either through the app 
or by re-identifying app users. This situation raises a 
variety of issues including the quality and validity of 
the findings provided, the scientific rigor, validity of 
data and quality, app users’ expectations and under-
standing of the limitation of these findings and their 
privacy interests. Return of results is a complicated 
matter discussed separately in this symposium.54 

E. Quality Issues
Some unregulated health research using mobile 
devices satisfies even the most exacting methodologi-
cal standards; other unregulated research raises seri-
ous concerns. Quality issues commonly discussed in 
the literature include poor study design, use of health 
apps that convey erroneous health information or 
inaccurately record biometric data, insufficiently rig-
orous data analysis, and publication of conclusions 
beyond what the study supports.55 

The lack of scientific rigor in unregulated health 
research has significant consequences. A poorly 
designed study raises ethical issues because even mini-
mal risks are not justified.56 Flawed research may create 
serious risks to participants and society, as discussed 
below.57 Also, low quality unregulated mobile health 
research may tend to discredit all similar research. 

One methodological area of concern is the selection 
and utilization of participants for inclusion in unregu-

App’s primary purpose

Research app
Data collection for research purpose

Non-research app
Data collection not for research purpose 
(e.g., health and fitness app)

Data used by 
unregulated 
researcher 
who is

Original collector 
/ holder of data 

Independent research organization develops 
an app to collect task performance data 
for a study on Parkinson’s disease; self-
experimenters develop an app to collect their 
own biometric data for self-experimentation  

For-profit company uses data collected by its 
pedometer app to study exercise tolerance 
over time 

Not original 
collector / 
holder of data 

Patient-led group uses data from a databank, 
which was collected via a research app and 
stored for other research uses

Citizen scientist uses data from a melanoma-
tracking app to develop an algorithm for 
detecting potentially malignant moles 

Table 1 
Framework for Categorizing Unregulated Mobile Health Research
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lated research.58 Much of the recruitment and conduct 
of the research takes place on the internet, and such 
methods have been criticized as placing too great a 
reliance on self-recruitment and web-based tools that 
produce inadequately sized or convenience samples.59 
The proportion of highly educated, digitally literate, 
and well-off people who take part in internet-based 
research raises concerns about the representative-
ness of the participants.60 Self-reporting of symptoms 
presents other issues,61 including whether participants 
have been trained adequately to observe conditions 
and record health data.62 

The methodological concerns raised by some types 
of unregulated health research strongly suggest that 
humility and setting “modest goals” are important. 
Such an approach necessitates “an acknowledgement 
that methodological questions regarding data quality 
are still in need of addressing and addressing convinc-
ingly, as well as an acknowledgement about the lim-
its of what can be expected from public expertise and 
contributions.”63 

F. Risk of Harms
The lack of legal regulation of certain health research 
using mobile devices would not be a concern if par-
ticipants were not placed at risk. Unfortunately, some 
mobile device and app-based health research poses a 
significant risk of harm. To date, most of the reported 
incidents of harm from the use of health apps on 
mobile devices do not involve research. But, research 
uses of mobile health apps raise similar issues as 
health surveillance or wellness uses. Examples include 
incorrect information and inaccurate measuring, lead-
ing to actions or decisions that are adverse to health 
and wellbeing. The expected increase in unregulated 
health research using mobile devices strongly suggests 
that the risk of app-based harms from health research 
is also likely to grow.64 Many of the risks described 
below stem from poor quality in research design, data 
capture, or analysis. The risk of harm to individuals 
and groups65 is mainly in the following four broad 
categories.

1. Physical and psychological harms can result when 
apps used in mobile health research provide errone-

ous health information that participants rely upon to 
their detriment. These include improperly diagnosing 
a condition, recommending that the individual forgo 
essential treatment or medications, or advising the 
individual to take harmful or ineffective doses of med-
ications or supplements. In one example, the leading 
app for managing and diagnosing skin cancer cor-
rectly classified just 10 of 93 biopsy-proven melano-
mas.66 In another example, a systematic assessment of 
46 smartphone apps for calculating insulin dose based 
on planned carbohydrate intake, found that 67% of the 
apps miscalculated dose recommendations, which put 
users at risk of poor glucose control or catastrophic 
overdosing.67 In 2019, the FDA warned patients and 
healthcare providers of the risks associated with unap-
proved or unauthorized devices for diabetes manage-
ment, including glucose monitoring systems, insulin 
pumps, and automated insulin dosing systems.68 

In some cases, harm relates not to the accuracy of 
the health app, but its use. In one study, some indi-
viduals with insomnia who used sleep trackers to 

improve their sleep became so obsessed with the data 
produced by the trackers during their sleep that their 
insomnia worsened, a condition known as orthosom-
nia.69 Other tracking apps used by consumers have 
caused similar harms. For example, orthorexia ner-
vosa is obsessive behavior in pursuit of a healthy diet, 
which is associated with the use of Instagram, a photo 
and video-sharing social networking platform.70 Calo-
rie tracking apps have led to disordered eating caused 
by self-imposed dietary interventions.71 Whether a 
health app is used in a research or a consumer setting, 
individuals may be harmed if not adequately informed 
of the psychological as well as physical risks associated 
with its use. 

2. Dignitary harms, including invasion of privacy 
and harm to one’s reputation, can result from insuf-
ficient privacy protections that lead to the disclosure 
or sale of sensitive information.72 For example, in an 
assessment of the 36 top-ranked apps for depres-
sion and smoking cessation, 29 transmitted data 
for advertising and marketing purposes to Google 
and Facebook, but only 12 of 28 transmitting data 

The expected increase in unregulated health research using mobile devices 
strongly suggests that the risk of app-based harms from health research  
is also likely to grow. Many of the risks described below stem from poor 
quality in research design, data capture, or analysis. The risk of harm to 
individuals and groups is mainly in the following four broad categories.
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to Google and 6 of 12 transmitting data to Facebook 
disclosed this fact.73 In a study of 211 Android diabe-
tes apps, permissions required to download the app 
authorized collection of tracking information (17.5%), 
activating the camera (11.4%), activating the micro-
phone (3.8%), and modifying or deleting information 
(64.0%).74 

Mental health data is especially sensitive, and 
individuals who use mental health apps are likely to 
be especially vulnerable and perhaps not as attuned 
to the privacy risks as they ought to be. One app for 
monitoring people with bipolar disorder and schizo-
phrenia is reported to be “so precise it can track when 
a patient steps outside for a cigarette break or starts a 
romantic relationship — and where that new partner 
lives.”75 Although this app is used in academic research 
(and presumably regulated), other mental health apps 
used in other settings are already being marketed for 
depression, anxiety, PTSD, and other conditions.76 
These practices raise three concerns: (1) adequacy of 
disclosure regarding generation and use of the indi-
vidual’s information; (2) adequacy of informed con-
sent that uses click-through agreement to download 
mental health apps; and (3) the possible invasion of 
privacy of other individuals identified by geolocation 
features of the app. 

3. Economic harms can result from medical identity 
theft and other harms caused by inadequate data secu-
rity or access to an individual’s personal information. 
For example, apps can access a mobile device user’s 
contacts, text messages, photos and videos, credit card 
information, and facial features,77 thereby facilitating 
identity theft. In 2017, there were 1,579 data breach 
incidents, exposing nearly 158 million Social Secu-
rity numbers, although it is not known how many of 
these resulted from health apps.78 Inadequate security, 
however, is a well-documented problem with mobile 
health apps.79 

4. Societal harms can result in one of two ways. 
First, socially-identifiable groups or communities may 
be harmed when questionable research conclusions 
lead to increased levels of stigmatization or discrimi-
nation. Second, improperly designed or performed 
research can lead to erroneous scientific conclusions 
that are detrimentally relied upon by numerous indi-
viduals — a societal response to the physical and 
psychological harms mentioned above. Unregulated 
health research differs widely in its aims, methods, 
and quality. As with any research, one must assume 
that some percentage of unregulated health research 
is poorly designed or performed.80 Unlike regulated 
research, however, unregulated research has few 
checks on scientific rigor, such as an IRB considering 
whether there is a favorable risk-benefit ratio, grant 

funders evaluating the scientific merits of a proposal, 
or a peer reviewed journal evaluating the data analy-
sis.81 Consequently, erroneous findings of the research 
can be widely disseminated over the internet through 
social networks and other platforms where significant 
numbers of individuals could learn of and be harmed 
by a study’s scientifically unsound conclusions.82 Even 
retracted and repudiated research can thrive on the 
internet and cause serious harms around the world, 
as evidenced by the “scientific” articles supporting the 
anti-vaccination movement 83 and articles advocat-
ing harmful self-help measures to treat cancer and 
autism.84 

II. Ethical Considerations
A. Introduction
Unlike many other countries, in the United States 
the laws and regulations pertaining to research with 
human participants is highly fragmented, which 
results in notorious gaps in coverage.85 Whether there 
is any regulation and, if so, the nature of the regula-
tion depends on the funding source, the identifiability 
of the specimens and data, and the existence of any 
applicable state law. Regardless of these differences in 
legal status and applicable rules, regulated and unreg-
ulated research share a common ethical imperative to 
engage in sound scientific inquiry without undue risk 
of harm to participants in the conduct of the research 
and to society in the determination and dissemination 
of research findings. In Part II, we explore the com-
mon ethical foundations of regulated and unregulated 
health research, and consider them in the context of 
research using mobile devices and health apps. 

This exploration begins by considering the norma-
tive grounding for research with mobile devices and 
health apps. For regulated researchers, their com-
pliance obligations are already prescribed in detail 
by applicable laws, although the context of mobile 
devices and health apps presents some novel chal-
lenges. Besides legal obligations, many traditional 
researchers, such as academic medical centers, do not 
want to violate the trust of their patient communities 
or the shared commitment to ethical conduct of their 
professional staff. For unregulated health researchers, 
the focus of our study, it may be more difficult to sat-
isfy the following, often-conflicting goals inherent in 
all health research. The primary goal is to safeguard 
the autonomy, privacy, and other welfare interests of 
research participants.86 A secondary goal is to mini-
mize the burdens on citizen scientists, health app 
developers, and other unregulated researchers to pre-
serve their flexibility and capacity to innovate. To point 
the way for achieving these goals we have endeavored 
to identify essential ethical principles and best prac-
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tices that should apply to all research, regardless of the 
current legal regime.87 

B. Balancing Risks and Benefits
A basic principle of research ethics is that all research-
ers are ethically obligated to minimize the risks and 
maximize the potential benefits of research participa-
tion.88 Even though research via a mobile health app 
typically does not involve invasive testing or medical 
interventions, it nonetheless exposes participants to 
risks including physical harms, dignitary and psycho-
logical harms, economic harms, and societal harms. 
Unregulated researchers have the same ethical obliga-
tion as other researchers to minimize the above-noted 
harms to individuals who participate in their research. 
At a minimum, this means assessing the potential 
risks to participants in these four areas and identifying 
strategies to minimize any identified risks. Although 
specific risks will vary from study to study, minimiz-
ing the risks of research via mobile health apps gener-
ally means using a rigorous study design, transmitting 
the least amount of identifiable and/or sensitive data 
needed to achieve the aims of the study, using strin-
gent criteria for quality when selecting health results 
or advice that will be provided to participants, and 
reminding users that health apps are no substitute for 
appropriate, individualized medical care. 

While it is fairly intuitive that the risks of research 
should be minimized, it is far less clear how inves-
tigators are expected to maximize the benefits of 
research.89 Interventional research with human par-
ticipants is based conceptually on the idea of equipoise 
— that the research is being conducted because it is 
truly unknown whether a new intervention or prod-
uct (like a wearable) truly provides benefits, whether 
these benefits outweigh its risks, and whether the bal-
ance of risks and benefits are superior to some relevant 
alternative.90 If these things were already known, then 
research is unnecessary (and any risks created by the 
research are ethically unjustified). In most cases, the 
obligation to maximize the benefits of research sim-
ply means that research should be conducted in such a 
way that participants are not precluded from receiving 
the benefits of interventions that are already known to 
work. Consider, for example, an app that is designed 
to use wearable data to inform a user’s workout plan. 
Even if the developers of the app would eventually 
want to test whether the app could provide benefits to 
users in the absence of a personal trainer, they could 
maximize the benefits to participants by first conduct-
ing research with participants who are also receiv-
ing the benefits of work with a personal trainer. Only 
once research of this type had established the benefits 
and risks of the app in this context would research be 

conducted to compare the app and a personal trainer 
head-to-head. 

Another threat to an appropriate balance of risks 
and benefits in unregulated research is the enthusiasm 
of researchers about the potential of the product, like a 
new wearable or app they are testing. For example, the 
recruitment materials for a study may make implicit 
or explicit representations about the benefits of a new 
wearable when in fact the research is being meant to 
determine whether the wearable is, in fact, safe and 
effective. This confusion about equipoise is problem-
atic not only because it may prevent a participant from 
appropriately considering the risks and benefits of 
research participation, but also because research based 
on the assumption that an intervention or product is 
beneficial is vulnerable to confirmation bias.91 

For these reasons, all researchers, including unregu-
lated researchers, should work to suspend their enthu-
siasm for a new intervention or product when they are 
conducting research. As much as possible, research 
should be designed and conducted from a perspective 
of equipoise. The obligation to maximize the benefits 
of research should instead be regarded as an obliga-
tion to conduct research in the most rigorous way pos-
sible so that future users and society as a whole can 
benefit from the generalized knowledge gained by 
conducting the research, such as establishing whether 
a new wearable or app is safe and effective. 

Because researchers may be too invested in the suc-
cess of a study to assess its risks and benefits objectively, 
it is important for strategies to minimize risks and 
maximize benefits to undergo review by an individual 
or entity that is independent from the researcher and 
is not invested in the outcome of the research. This is 
discussed in greater detail in section II-F.

C. Consent/Permission
Informed consent has long been considered a corner-
stone of research ethics. It is a fundamental demon-
stration of the ethical principle of respect for persons92 
and, with few exceptions, is required for traditionally 
regulated research. Federal regulations set forth spe-
cific elements of information that must be disclosed 
to prospective participants, as well as the conditions 
under which consent is obtained.93 Even so, informed 
consent often fails to achieve its goal of adequately 
informing participants of key study elements. A sub-
stantial body of empirical research has documented 
problems with consent form length and reading com-
plexity.94 Further, individual-level risk factors, such as 
low literacy, low educational attainment, and lack of 
English fluency (for studies conducted primarily in 
English),95 may hinder comprehension. Interventions 
to improve consent comprehension have met with 
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only limited success, although systematic reviews of 
such studies highlight methodologic challenges.96 

The movement of research into mobile app forms 
creates at least two new problems. First, as noted else-
where in this article, mobile platforms can remove 
many of the regulatory obligations to obtain informed 
consent by facilitating research outside the traditional 
institutions to which regulations normally attach. 
Second, developers and researchers who voluntarily 
integrate an informed consent process face barriers 
related to the specific interaction of mobile devices 
and comprehension.

A range of approaches has been suggested for 
informing app/device users about research use 
of their data,97 many of which do not constitute 
informed consent. For example, “general notifica-
tion” is an approach involving a brief, broad disclo-
sure that data could be used for research, but offer-
ing users no choice in the matter. “Broad permission” 
similarly involves a brief disclosure, but allows users 
a simple yes/no choice. Although these kinds of mod-
els have some advantages (e.g., low burden, efficiency 
for research), there are significant concerns that they 
provide too little detail; users are likely simply to 
click through such disclosures without reading them, 
and those who do read them may not fully grasp or 
remember them.98 Approaches that could meet ethi-
cal and regulatory requirements for informed con-
sent include broad consent, categorical or “tiered” 
consent, and consent for each specific research use. 
Each of these also entails important advantages and 
disadvantages from both the user and researcher per-
spective, many of which have been echoed in other 
research arenas such as biobanking.99 

Regardless of the approach chosen, key design prin-
ciples include simple language,100 integration of visual 
elements (e.g., photos, drawings), combined with 
teach-back approaches.101 Further, experts have sug-
gested including design features that would require 
some increased attention or additional action by app 
users in response to research-related disclosures.102 
Sage Bionetworks has released a series of toolkits103 
and papers104 related to e-consent, facilitating the 
implementation of best practices by app developers.105 

D. Privacy and Security
Privacy and security are fundamental aspects of the 
ethical conduct of research involving human partici-
pants. Adopted by the World Medical Association 
(WMA) in 1964, the Declaration of Helsinki estab-
lishes a duty of physicians involved in medical research 
to protect “privacy…and confidentiality of personal 
information of research subjects.”106 Consistent with 
the mandate of the WMA, the Declaration of Helsinki 

is addressed primarily to physician-researchers, 107 but 
it also “encourages others who are involved in medi-
cal research involving human subjects to adopt these 
principles.”108 

First prepared by the Council for International Orga-
nizations of Medical Sciences in collaboration with 
the World Health Organization in 1982, the Interna-
tional Ethical Guidelines for Health-Related Research 
Involving Humans (International Ethical Guidelines) 
address the use of “data obtained from the online envi-
ronment and digital tools.”109 In particular, the current 
(2016) International Ethical Guidelines provide:

When researchers use the online environment 
and digital tools to obtain data for health-related 
research they should use privacy-protective 
measures to protect individuals from the pos-
sibility that their personal information is directly 
revealed or otherwise inferred when datasets 
are published, shared, combined or linked. 
Researchers should assess the privacy risks of 
their research, mitigate these risks as much as 
possible and describe the remaining risks in the 
research protocol. They should anticipate, con-
trol, monitor and review interactions with their 
data across all stages of the research.110 

The International Ethical Guidelines also state that 
researchers should, through an “opt-out procedure,” 
inform persons whose data may be used in the context 
of research in the online environment of the purpose 
and context of the intended data uses, the privacy and 
security measures used to protect such data, and the 
limitations of the measures used and the privacy risks 
that may remain despite the implementation of safe-
guards.111 If a person objects to the use of his or her 
data for research purposes, the International Ethical 
Guidelines would forbid the researcher from using 
that data.112 

In addition to the ethical principles set forth in the 
Declaration of Helsinki and the International Ethical 
Guidelines, a number of U.S. federal and state laws 
impose privacy- and security-related obligations on 
certain research studies or certain classes of research-
ers. For example, the Common Rule requires IRBs 
that review and approve research funded by a sig-
natory agency to determine, when appropriate, that 
“adequate provisions to protect the privacy of subjects 
and to maintain the confidentiality of data” exist.113 
Similarly, the HIPAA Privacy Rule requires covered 
entities114 to adhere to certain use and disclosure 
requirements,115 individual rights requirements,116 and 
administrative requirements117 during the conduct of 
research. Under the HIPAA Privacy Rule, researchers 
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working for covered entities must obtain prior written 
authorization from each research participant before 
using or disclosing the participant’s protected health 
information (PHI) unless the use or disclosure falls 
into one of four research-related exceptions to the 
authorization requirement.118 Moreover, the HIPAA 
Security Rule requires researchers working for cov-
ered entities to adhere to certain administrative,119 
physical,120 and technical121 safeguards designed to 
ensure the confidentiality, integrity, and availability 
of electronic protected health information (ePHI) 
and to protect against reasonably anticipated threats 
or hazards to the security and integrity of ePHI.122 
Finally, the HIPAA Breach Notification Rule requires 
researchers working for covered entities to provide 
certain notifications in the event of certain breaches 
of unsecured PHI.123 

In light of the ethical and legal principles discussed 
above, mobile health researchers should implement 
reasonable privacy and security measures during the 
conduct of mobile health research. For example, some 
generally applicable privacy measures include report-
ing their study results without any individually iden-
tifying information, not permitting research results 
to be used for marketing and other commercial sec-
ondary uses without prior explicit consent from each 
research participant, and not using “click-through” 
or other non-explicit forms of consent. With regard 
to security, mobile health researchers should imple-
ment reasonable administrative, physical, and techni-
cal safeguards designed to protect the security of par-
ticipant data, such as by safeguarding their physical 
equipment from unauthorized access, tampering, or 
theft; and encrypting research data or otherwise mak-
ing data unintelligible to unauthorized users.

E. Heightened Obligations
The Common Rule recognizes several categories of 
participants whose vulnerabilities require careful 
assessment in the research context, including people 
with diminished capacity to make decisions about 
participating in research, such as children; those who 
may lack the autonomy to make decisions due to the 
institutional context in which the research would take 
place, such as prisoners or students; and pregnant 
women for whom decisions would affect both them-
selves and their fetus.124 In the context of unregulated 
mobile health research investigators are not legally 
bound to follow federal regulations and definitions of 
vulnerable populations, although many of the same 
populations should be regarded as potentially vulner-
able to research-related harms, thereby obligating 
researchers to develop safeguards for their inclusion 
in health research. 

Researchers also have greater ethical responsibili-
ties when health research involves sensitive topics 
or participants with vulnerabilities that may or may 
not align with the populations identified in federal 
research regulations.125 Specifically, health research 
using mobile technologies that involves potentially 
sensitive or stigmatizing information, such as mental, 
sexual, or reproductive health information, warrants 
heightened attention to protect individuals’ privacy, 
confidentiality, and security, as noted in the Inter-
national Ethical Guidelines.126 Further, mobile tech-
nology-mediated research poses a unique challenge 
in authenticating participants’ identities that does 
not exist when research is conducted face-to-face. 
Researchers establishing this authentication process 
must be particularly vigilant when it comes to assess-
ing prospective participants’ age and capacity to con-
sent to participate in health research.127 

Additionally, unregulated health research may cre-
ate or exacerbate the potential for other harms to indi-
viduals and groups. For example, groups that dispro-
portionately rely upon mobile devices for access to the 
internet, such as those with a low-income, members 
of racial minorities, and rural residents, may be more 
vulnerable in the context of mobile health research.128 
Further, people with rare diseases and mental health 
conditions may be more likely to be identifiable 
through digital phenotyping, which involves quan-
tification of granular information about individuals 
using active and passive data collected from mobile 
and wireless devices.129 Therefore, app developers 
and unregulated researchers should carefully assess 
whether any groups face vulnerability to research-
related harms and, if so, ensure that using their infor-
mation in unregulated mobile health research does 
not reinforce old forms of discrimination or health 
disparities, or generate new ones.130 

F. Independent Ethics Review
Independent oversight of biomedical and behavioral 
research, widely recognized as an international norm,131 
provides fundamental protection for human research 
participants. Oversight bodies serve to assess the ethi-
cal acceptability of research, evaluate compliance with 
applicable laws and regulations, and guard against 
researchers’ biases.132 In the U.S., oversight by an IRB is 
required for research conducted or funded by the fed-
eral government, as well as research under the jurisdic-
tion of the FDA. In general, IRBs are charged with prior 
review of research involving human subjects to ensure 
that risks are minimized and are reasonable relative to 
anticipated benefits, participants are selected equitably, 
informed consent is sought and documented as appro-
priate, and there are adequate provisions for monitor-
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ing participant safety and for protecting their privacy 
and the confidentiality of their data.133 

Researchers whose studies are not subject to these 
regulations may voluntarily seek IRB review (e.g., from 
an independent IRB134) to obtain ethical oversight as 
well as meet journal requirements to publish their 
results. However, researchers choosing to forgo IRB 
review would not be in violation of legal requirements. 

There are several significant reasons why some 
form of independent oversight would be beneficial for 
much unregulated research.135 First, many researchers 
are unable to objectively and reliably assess and moni-
tor the ethical issues surrounding their own research. 
Second, whether or not research is technically subject 

to regulation, the same basic principles and require-
ments for the ethical conduct of research still apply.136 
Third, given the specific challenges and shortcomings 
in obtaining effective informed consent in unregulated 
health environments, protections beyond consent take 
on even greater importance.

Strong arguments concerning the need for indepen-
dent oversight notwithstanding, there are reasonable 
questions about the ability of traditional IRBs to serve 
in this role for unregulated mobile health research. 
Criticisms of traditional IRBs highlight time consum-
ing and/or low-quality review processes, excess focus 
on consent forms, and lack of validated measures of 
IRB performance leading to unjustifiable variability 
in IRB procedures and decision-making.137 Critics also 
claim that there is little evidence concerning the actual 
protection provided to participants.138 Regarding 
review of studies involving mobile apps and devices, 
empirical research suggests IRB professionals may 
be unfamiliar with these novel technologies, uncer-
tain about the risks involved, and unclear on how to 
become informed — all of which could lead to delays 
and variability in IRB review.139 

A range of alternative approaches to independent 
oversight, both formal and informal, have been pro-

posed. Examples include an oversight board estab-
lished specifically for unregulated researchers; a 
forum through which researchers could get feedback 
and consultation from experts; and ethics training 
and formal certification for researchers as a replace-
ment for independent oversight.140 Questions abound 
concerning any such approach and significant work 
would be needed to identify and develop effective 
models that are acceptable to all stakeholders, stan-
dardized, sustainable, and can be evaluated. The his-
tory of abuses in research with human subjects in the 
U.S. and around the world has amply demonstrated 
the limits of relying on researchers to self-regulate as a 
way to protect participants and their data.

G. Responsible Conduct and Transparency
All researchers, regulated or not, have ethical obli-
gations for responsible conduct of research141 and 
transparency.142 The obligation of all researchers to 
conduct their research responsibly fundamentally dis-
tinguishes scientific from non-scientific inquiry. This 
mandate includes appropriate study design, proper 
data gathering and analysis, and data sharing and 
publication practices. Other issues under responsi-
ble conduct of research include conflicts of interest, 
author credit on publications, intellectual property, 
data integrity, and plagiarism.143 

From the original Declaration of Helsinki in 1964 
to the modern open science movement,144 transpar-
ency has been recognized as essential to ensuring the 
reliability of scientific outputs. However, lack of trans-
parency regarding matters such as research funding 
and secondary uses of data, seriously erode trust in 
research. Importantly, the ethical obligation for dis-
closure of relevant information about health research 
extends beyond participants (who traditionally receive 
disclosures in the informed consent process) to the 
research community and the public. Whereas a lack of 
transparency to participants goes to the validity of con-
sent, the lack of transparency to the research commu-

A range of alternative approaches to independent oversight, both formal and 
informal, have been proposed. Examples include an oversight board established 

specifically for unregulated researchers; a forum through which researchers 
could get feedback and consultation from experts; and ethics training and 

formal certification for researchers as a replacement for independent oversight. 
Questions abound concerning any such approach and significant work would 
be needed to identify and develop effective models that are acceptable to all 

stakeholders, standardized, sustainable, and can be evaluated.
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nity and the public goes to the legitimacy of the scien-
tific inquiry and the validity of research findings. The 
ethics of transparency have been codified by groups 
ranging from the World Health Organization’s Code of 
Conduct for Responsible Research145 to the grassroots 
cybersecurity research movement, I Am the Cavalry’s 
Hippocratic Oath for Connected Medical Devices.146 

There are several unique barriers faced by unregu-
lated health researchers as they attempt to uphold 
their ethical obligations for responsible conduct and 
transparency. First is the “black box” problem. It can 
be difficult even for experienced researchers to under-
stand the engineering that underlies mobile health 
tools. Which data are collected, how they are stored, 
and with whom they are shared may be obscurely 
presented, if at all. When developing mobile health 
devices, researchers may not realize the “hackabil-
ity” of their devices,147 thereby permitting the unethi-
cal exploitation of their devices. In addition, mobile 
health data may collect far more information than 
needed to accomplish the researcher’s goals; for exam-
ple, recording an individual’s exact GPS coordinates 
when a less precise displacement vector would do. 

H. Proposed Ethical Frameworks
Beyond the ethical principles discussed above, a range 
of other principles have been proposed to guide the use 
of digital health data in unregulated research. These 
include, but are not limited to, recommendations that 
digital health information be accurate;148 that experts 
(in experimental design, data analysis, research ethics) 
be accessible;149 and that the most appropriate ethical 
frameworks/governance structures for any given proj-
ect will vary depending on the characteristics of the 
researchers, participants, and research design.150 

Differences between traditional research and citizen/
community/patient-directed studies have led some to 
question whether the traditional paradigm of ethi-
cal review (e.g., IRB/REC involvement) is appropri-
ate in participant-led initiatives.151 Some have argued 
that IRB/REC involvement may “promote decisions 
specific to data ownership, data management, and 
informed consent that directly conflict with the aims 
of research that is explicitly participant-led.”152 In 
response, several more fluid and adaptable approaches 
have been put forth.

Some scholars153 have proposed a citizen science 
governance framework that exists along a continuum 
in which “people-related” choices (e.g., regarding 
project membership and privacy of members personal 
data) and “information-related” decisions (e.g., pri-
vacy of, access to, and ownership of data) are made 
using a more rigid top-down approach (e.g., platform 
developer) or more flexible, bottom-up (e.g., project 

managers) approach depending on the specific needs 
and goals of the project. In determining the most 
appropriate framework, some commentators recom-
mend that studies make explicit the “full spectrum of 
meanings of ‘citizen science,’ the contexts in which it 
is used, and its demands with respect to participation, 
engagement, and governance.”154

Other experts suggest that the specific ethics/gover-
nance expectations and obligations be, in part, deter-
mined by the researcher context; specifically, whether 
unregulated researchers are operating within state-
recognized or state-supported institutions and/or are 
engaged in profit-making.155 When research occurs 
within such institutions or for-profit, then standard 
ethics review (identical obligations of oversight) 
would be appropriate.156 A risk-based approach can be 
used to divide all other types of projects (non-institu-
tional and non-profit) into two categories. Studies in 
which the research involves more than minimal risk 
should require some form of ethics review, possibly 
equivalent to expedited review, or through open pro-
tocol crowd-sourcing ethics review. Studies involving 
no more than minimal risk would not require formal 
ethics review, but would still require oversight with 
respect to basic ethical principles and legal require-
ments.157 A range of ethical approaches also may be 
gleaned from international sources.158 After reviewing 
these many sources of ethical frameworks, we have 
used fundamental ethical and policy considerations to 
guide our recommendations. 

III. Ethical Issues and Policy 
Recommendations 
A. Introduction
The opinions of policymakers, stakeholders, aca-
demics, and others on unregulated health research 
diverge widely. On the one hand, some experts advo-
cate extending the Common Rule to all research-
ers, arguing that regardless of the funding source all 
research participants should be entitled to the same 
protections, such as a balancing of risks and benefits, 
informed consent, and confidentiality. Some of these 
experts take an all-or-nothing approach. If political 
considerations make it impossible to obtain compre-
hensive coverage under the Common Rule, they reject 
the idea of accepting lesser protections, such as volun-
tary ethics consultation for researchers and optional 
external ethics review, because they believe it errone-
ously assumes that partial protections are sufficient. 
Some view these measures as a “watered-down version 
of the Common Rule.”

On the other hand, many unregulated researchers 
and their advocates strongly object to any regulation 
or governmental involvement in unregulated health 
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research, including mobile device-enabled research.159 
They view regulation of this research as unnecessary 
and burdensome governmental meddling into valu-
able scientific inquiry. Some even oppose optional 
government consultation or educational assistance to 
unregulated researchers on the grounds that it is the 
first step to regulation.

After careful consideration, we decline to endorse 
either of these positions toward unregulated research. 
In the sections that follow, we make the case for a 
middle ground approach based on pragmatism. We 
recognize that such a position requires a deft balanc-
ing of all interests and that our position is susceptible 
to criticism from both sides of the issue. To address 
both sides, we begin with the argument that there is 
no need to have any new efforts directed at unregu-
lated health research, including research using mobile 
devices and health apps. 

In our view, the current laissez faire approach to 
unregulated health research in the U.S. is not in the best 
interests of participants, researchers, or the public. We 
begin by noting that most other countries regulate all 
biomedical research regardless of the funding source, 
160 and therefore the U.S. is an international outlier in 
this regard. Nevertheless, recent experience with the 
Common Rule amendment process (discussed in the 
following section) makes it highly unlikely that in the 
foreseeable future Congress will extend the Common 
Rule to all research. There might be some expansion 
of state research laws, but the likelihood and desirabil-
ity of state legislation and enforcement in this area is 
unclear. In the current political atmosphere, we believe 
that sensible, reasonable, and demonstrably effective 
measures, though inferior to comprehensive coverage 
of the Common Rule, are still far superior to doing 
nothing. It also could be asserted that many of our 
recommendations to assist unregulated researchers 
should be available to regulated researchers as well. We 
do not quarrel with that view; we merely note that our 
task is to address unregulated research using mobile 
devices and not to address all of health research.161 

We similarly reject the position of many unregulated 
researchers that an increased emphasis on research 
safeguards and ethical conduct is unnecessary. 
Although unregulated research using mobile devices 
rarely involves invasive or high-risk procedures, it 
still may cause a variety of harms.162 At a time when 
unregulated research is expanding, it is necessary and 
appropriate to consider a wide range of measures to 
protect the interests of research participants and the 
public. No researchers, regardless of their funding, 
training, or motivation should engage in conduct that 
creates unreasonable risks to research participants, 

and oversight is a key way of ensuring ethical ground-
ing of all research with human participants.163 

Our recommendations utilize a combination of 
methods, including education, consultation, trans-
parency, self-governance, and regulation. We support 
a risk-based approach to research ethics oversight 
whereby all no-risk or minimal-risk research would be 
exempt or subject to expedited ethics review. This prin-
ciple, as applied to unregulated research, means that 
the level of risk would determine the degree to which 
traditional research ethics requirements apply.164 We 
believe that in the absence of expanded coverage of the 
federal research regulations the measures that follow 
will help protect participants in unregulated health 
research using mobile devices while still facilitating 
innovative methods of scientific discovery.

B. Federal Research Regulations
The National Research Act165 was enacted in 1974 in 
the aftermath of public disclosures and congressional 
hearings documenting the outrageous and unethical 
research practices involved in the Tuskegee Syphilis 
Study.166 The Department of Health, Education, and 
Welfare (HEW) first published regulations for the pro-
tection of human subjects in 1974.167 The Department 
of Health and Human Services (HHS), the successor 
to HEW, led an inter-agency process that culminated 
in 1991 with publication of regulations for research 
conducted or funded by signatory federal depart-
ments and agencies.168 Because of their broad applica-
bility, the Federal Policy for the Protection of Human 
Subjects became known as the “Common Rule.” The 
jurisdictional basis of the Common Rule was the fed-
eral government’s conduct or funding of the research. 
Separate regulations were promulgated by the Food 
and Drug Administration (FDA) in 1981, applicable 
to research conducted in anticipation of a submission 
to the FDA for approval of a drug or medical device.169 

When it was originally adopted in 1991, the Com-
mon Rule’s coverage of federally-funded researchers 
was generally considered sufficiently comprehensive 
because the predominant model of research, especially 
biomedical research, involved centralized research at 
large institutions. These recipients of federal funding 
also generally agreed to abide by the Common Rule in 
all research conducted at their institutions, regardless 
of the funding source.170 The Institute of Medicine,171 
the National Bioethics Advisory Commission,172 and 
other expert bodies have proposed that the federal 
research regulations should apply to all human sub-
ject research regardless of the funding source. The 
recent growth in unregulated research described in 
this article has added another dimension to this ongo-
ing policy debate.
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The lengthy and contentious rulemaking culminat-
ing with the recent revisions to the Common Rule,173 
published in 2017 and effective in 2019,174 illustrates 
the difficulty in expanding the scope of the federal 
research regulations. In 2011, HHS, in coordination 
with the White House Office of Science and Tech-
nology Policy, published an Advanced Notice of Pro-
posed Rulemaking, requesting public comments on 
how the existing federal research regulations might 
be modernized and improved.175 One specific area in 
which comment was sought was extending the Com-
mon Rule to all studies, regardless of the source of 
funding. In 2015, the Common Rule agencies issued a 
Notice of Proposed Rulemaking,176 which limited the 
proposed expansion of the Common Rule to all clini-
cal trials or alternatively those clinical trials present-
ing greater than minimal risk, regardless of the fund-
ing.177 By 2017, the final rule issued by the Common 
Rule departments and agencies abandoned altogether 
the proposal to expand the coverage of the Common 
Rule.178 

In light of this recent experience and the lack of 
political and public support for such a fundamental 
change, we have chosen not to focus our recommenda-
tions on expanding the coverage of the Common Rule 
to include all biomedical research regardless of the 
funding source.179 

C. State Research, Data Protection, and Genetic 
Testing Laws
1. state research laws
Recent state legislative activity in the areas of research 
regulation and consumer protection180 indicates a 
greater willingness of states to become involved with 
these issues, in part because of inaction by Congress. 
Because mobile research applications can collect data 
from participants who reside in different states, uni-
formity of laws (and uniformity of interpretation of 
such laws) is critical for implementation and compli-
ance. Therefore, if state regulation is viewed as the 
best way to obtain comprehensive regulation of health 
research, the adoption of a model or uniform state law 
is preferable to wildly varying state enactments. Of 
the state research laws enacted thus far, we believe the 
Maryland law is the best. 

a. Maryland
In 2002, Maryland enacted its state research law for 
“the purpose of requiring a person conducting human 
subject research to comply with federal regulations 
on the protection of human subjects.”181 Accordingly, 
Maryland regulates “all research using a human sub-
ject,” regardless of whether such research is federally 
funded,182 and prohibits “a person” from “conduct[ing] 

research using a human subject unless the person 
conducts the research in accordance with the federal 
regulations on the protection of human subjects (the 
Common Rule).”183 

One reason the Maryland law is desirable in the con-
text of mobile device-mediated health research is its 
unrestricted use of the word “person.” The Maryland 
law applies to all researchers, including traditional 
scientists, independent scientists, citizen scientists, 
and patient researchers, as well as any other person 
who conducts research.184 Other state research laws 
discussed below apply to a narrower class of research-
ers, such as researchers who are licensed physicians or 
researchers who conduct research in a licensed health 
care facility. 

A second desirable feature of Maryland law is its 
definition of “federal regulations on the protection of 
human subjects.” The definition specifically references 
“Title 45, Part 46 of the Code of Federal Regulations 
[the Common Rule], and any subsequent revision of 
those regulations.”185 The Maryland law anticipates the 
possible revision of the Common Rule and expresses a 
clear desire for Maryland research to be conducted in 
accordance with the most current version of the Com-
mon Rule. 

If the Maryland law were used as a model for other 
states, it would promote uniform requirements and 
protections with both the federal Common Rule and 
state research laws. As with all issues of federalism, 
however, the downside of uniformity and prevent-
ing a patchwork of state laws is that it prevents other 
states from adopting innovative approaches. Pioneer-
ing research laws implemented in state “laboratories 
of democracy”186 might identify improved ways to 
address emerging issues, such as health research with 
mobile devices. 

b. Other State Research Laws
Six other states, Virginia, New York, California, Illinois, 
Wisconsin, and Florida, also have enacted research 
laws. None of these laws address the unique features 
of mobile device-mediated research. They also are 
not comprehensive or provide weaker protections for 
research participants than the Common Rule. 

Of these other state laws, Virginia provides the most 
comprehensive coverage for non-federally funded 
human research,187 including detailed requirements 
for the formation of human research review com-
mittees,188 criteria for review committee approval of 
research,189 and mandatory provisions for informed-
consent-to-research statements.190 Compliance with 
unique state laws would prove difficult for mobile 
device-mediated health researchers who collect data 
from study participants residing in various states. 
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The New York research law establishes a policy of 
protecting state residents against “pain, suffering or 
injury resulting from human research conducted with-
out their knowledge or consent.”191 However, the New 
York law narrowly defines “human research” as inves-
tigations involving physical or psychological interven-
tions.192 The New York law would thus leave unpro-
tected participants of mobile device-mediated, solely 
information-gathering research studies. 

The California Protection of Human Subjects in 
Medical Experimentation Act193 establishes a detailed 
“bill of rights”194 and a series of explicit informed con-
sent requirements195 designed to benefit subjects of 
medical experiments,196 as well as damages for research 
conducted without consent.197 The law, however, only 
applies to “medical experiments” and would not pro-
tect participants of mobile device-mediated informa-
tional research studies.

The Illinois Act Concerning Certain Rights of Medi-
cal Patients applies only to physician-researchers who 
conduct research programs198 involving hospital inpa-
tients or outpatients and therefore would not apply 
to most participants in health research using mobile 
devices because they are not hospital inpatients or 
outpatients.

The Wisconsin Patients’ Rights law199 only protects 
“patients,” defined as certain individuals with mental 
illness, developmental disabilities, alcoholism, or drug 
dependency who receive treatment for such condi-
tions in certain licensed health care facilities.200 

Finally, Florida’s Patient’s Bill of Rights and Respon-
sibilities Act, 201 only applies to patients of licensed 
health care providers and health care facilities.202 

2. state data protection laws
In addition to state research laws, many states have 
data breach, data security, and data privacy laws that 
are potentially applicable to mobile device-mediated 
research.203 In particular, all fifty states and the Dis-
trict of Columbia have enacted data breach notifica-
tion laws that require the notification of data sub-
jects of certain informational breaches in certain 
contexts.204 In addition, thirty-six jurisdictions have 
enacted statutes designed to protect the security 
of certain data sets, and fifteen jurisdictions have 
enacted statutes designed to protect the privacy of 
certain data sets.205 In some states, these statutes 
already apply to mobile device-mediated research-
ers who conduct informational health research.206 In 
other states, minor amendments to the definitions of 
“covered entity,” “personal information,” and “doing 
business in the state” would be necessary before 
the statutes would apply to mobile device-mediated 
health research.207 

A concern about both state research and data 
protection laws is that unregulated researchers are 
unlikely to know that such laws even exist, and there-
fore public education programs should be part of any 
legislative strategies.

3. state genetic testing laws
Many states have laws regulating genetic testing that 
may be relevant to unregulated health research using 
mobile devices, even if the testing is performed by a 
DTC genetic testing company or other entity unaffili-
ated with the researchers. Among the most common 
types of provisions are those requiring informed con-
sent,208 establishing the privacy and confidentiality of 
genetic information,209 and prescribing certain reten-
tion or disclosure practices.210 

D. National Institutes of Health
The National Institutes of Health (NIH) is the world’s 
largest public funder of biomedical research, with 
a 2019 research budget of $39.2 billion.211 More 
than 80% of the research budget funds extramural 
research.212 Beyond its size and budget, there are addi-
tional reasons why NIH would be a logical entity to 
play a leading role in health research conducted by 
unregulated researchers using mobile devices. First, 
NIH currently has numerous programs promoting the 
development of novel and emerging research strate-
gies, such as its Common Fund initiatives.213 Second, 
NIH has a variety of programs for scientific education 
and workforce development, including science educa-
tion resources for students and educators.214 Third, 
NIH already has demonstrated an interest in mobile 
health215 and citizen science216 through ongoing pro-
grams, and as evidenced by funding this grant through 

Box 1
Recommendations for the States

1-1. States that do not currently regulate all non-federally 
funded research should consider enacting a comprehensive 
law (or amending existing laws) to regulate all research 
conducted in the state.
1-2. States considering such legislation should review the 
Maryland research law, which contains a broad definition 
of “person” performing research and expressly applies the 
most recent version of the Common Rule.
1-3. States should consider extending the application of 
data breach, data security, and data privacy statutes to all 
mobile device-mediated research.
1-4. States should consider extending the application of 
genetic testing laws to all research conducted in the state.
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the National Cancer Institute, National Human 
Genome Research Institute, Office of Science Policy 
and Office of Behavioral and Social Sciences Research 
in the Office of the Director.217 

There are three main reasons why some individu-
als and groups might not view NIH as an appropriate 
entity to play a leading role in this area of research. 
First, NIH may be regarded as epitomizing the tradi-
tional research establishment to which many citizen 
scientists, DIY researchers, self-experimenters, and 
other unregulated researchers object. Second, NIH 
maintains a detailed system of compliance and over-
sight for its extensive grant portfolio, and the pros-
pect of NIH — even symbolically — knocking on the 
door of every basement and garage laboratory would 
be most unwelcome. Third, NIH is not a source that 
independent health app developers would likely con-
sult to obtain source data and guidance on developing 
apps used for health research.

We believe these concerns can be addressed. We 
envision that the role of NIH would be limited to 
serving as an information clearinghouse, supporter 
of research infrastructure development, and conve-
ner working with a range of governmental and non-
governmental groups and individuals. NIH would 
not have any regulatory role nor would it be involved 
in the direct funding of unregulated research. NIH 
would maintain a low profile and a light touch in pro-
moting quality in unregulated health research and 
in safeguarding the welfare of research participants. 
This limited role for NIH is in keeping with its extant 
legal authority. Although the goals for the conduct 
of regulated and unregulated research are aligned, 
alternative procedures are necessitated by the current 
legal provisions. It remains to be seen how effective 

alternative means would be when applied to unregu-
lated researchers; nevertheless, measures adopted to 
aid unregulated researchers (e.g., training programs) 
could serve as a way to assess the efficacy of similar 
measures for regulated researchers.

The recommendations that follow propose that 
NIH expand its efforts to assist unregulated research-
ers, research participants, and health app developers. 
NIH’s first priority in this area should be to serve as a 
repository of information essential to all stakeholders 
in unregulated health research. We recommend that 
an advisory board of diverse stakeholders (e.g., citizen 
scientists, DIY researchers, patient-directed research-
ers, app developers) be appointed to assist NIH in 
its activities, thereby providing practical information 
and enhancing the credibility of NIH’s efforts. NIH 
should fund studies on unregulated health research 
to determine the most effective ways of encouraging 
voluntary adoption of best practices and developing 

open-source tools. In consultation with the Office for 
Human Research Protections (OHRP), NIH should 
work to create and disseminate educational tools about 
research protections. In consultation with OHRP, and 
with input from grantees, NIH should also study the 
feasibility of supporting cost-free, independent, exter-
nal research review organizations to advise unregu-
lated health researchers how to ensure that all their 
research is consistent with essential ethical principles. 
An alternative model with less direct involvement of 
NIH is for grantees to take the lead in information 
sharing, education programs, and consultation ser-
vices for unregulated researchers.218 

Finally, surveillance is a cornerstone of public health 
efforts to assess trends over time and then evaluate the 
impact of interventions.219 This concept, however, has 

The recommendations that follow propose that NIH expand its efforts 
to assist unregulated researchers, research participants, and health app 

developers. NIH’s first priority in this area should be to serve as a repository 
of information essential to all stakeholders in unregulated health research. 

We recommend that an advisory board of diverse stakeholders  
(e.g., citizen scientists, DIY researchers, patient-directed researchers,  

app developers) be appointed to assist NIH in its activities, thereby providing 
practical information and enhancing the credibility of NIH’s efforts.  

NIH should fund studies on unregulated health research to determine  
the most effective ways of encouraging voluntary adoption  

of best practices and developing open-source tools. 
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not yet been applied to mobile health research because 
there is no specific reporting of mobile health research 
and no required adverse event reporting for unregu-
lated researchers. Therefore, a surveillance program 
should be established to estimate the amount of 
mobile health research, including unregulated health 
research over time, as even those basic figures are not 
known. Surveillance also would include assessing 
and categorizing adverse events using rigorous stan-
dards for case definitions. Over time, these data can 
be used to improve how mobile research applications 
are developed and used in research, with the ultimate 
goal of reducing adverse events.

E. Food and Drug Administration (FDA)
The Food and Drug Administration (FDA) has juris-
diction over research with human participants in two 
main ways. First, clinical research conducted in con-
templation of a submission to the FDA for approval 
of a drug or medical device is subject to detailed regu-
lations similar to the Common Rule.220 Among other 

things, the regulations require informed consent,221 
review by an IRB,222 and disclosure of investigators’ 
financial conflicts of interest.223 Second, the FDA has 
jurisdiction over medical devices that may be used in 
research, which potentially creates a pathway for the 
FDA to regulate research with human participants 
conducted by unregulated researchers. This section 
and the recommendations that follow are concerned 
with this second aspect of FDA jurisdiction.

The Food, Drug, and Cosmetic Act (FDCA), as 
amended,224 provides the FDA with a broad public 
health mandate that includes regulation of medical 
devices. Congress defines devices that are subject to 
FDA regulation as including any “instrument, appa-
ratus, implement, machine, contrivance...” that is  
“[i]ntended for use in the diagnosis of disease or other 
conditions, or in the cure, mitigation, treatment, or pre-
vention of disease, in man or other animals” and compo-
nents and accessories of such devices also are regulable 
as devices.225 Mobile health apps potentially fall within 
the scope of this definition. In recent years, this created 

Box 2
Recommendations for the National Institutes of Health (NIH)

2-1. NIH should expand its support for unregulated health researchers and centralize responsibility for providing assistance. NIH 
may accomplish this by establishing a new Office of Unregulated Health Research, designating an existing Institute or Center to 
oversee initiatives on unregulated health research, funding grantees to provide assistance to unregulated researchers, or through 
other means.
2-2. NIH should appoint an advisory board of diverse stakeholders to assist the NIH official or entity in charge of unregulated 
health research.
2-3. Unregulated health researchers need accessible, consolidated, updated, and curated information about research laws and 
ethical considerations from a trusted source. NIH should provide technical and understandable information about mobile and 
wireless technologies for app developers, researchers, and research participants. Therefore, NIH should develop and maintain a 
website containing the following. 

a.  Information and FAQs identifying the laws applicable or inapplicable to health research, including the Common Rule, FDA, 
FTC, state research laws, and the HIPAA Privacy Rule;

b.  Information about externally developed best practices and ethical principles for unregulated health research;
c.  Directory of open source tools for health research apps, including sample consent documents, privacy protection 

measures, and security information; and
d.  Directory of resources for technical assistance.

2-4. NIH should fund studies on unregulated mobile health research to determine the most effective ways of encouraging 
compliance with best practices, attaining and maintaining quality, and developing open-source tools.
2-5. NIH should, in consultation with OHRP, work with citizen science groups and other organizations of unregulated researchers 
to support educational programs for mobile health app developers, unregulated researchers, and participants, as well as to 
provide technical support.
2-6. NIH, in consultation with OHRP, should consider the feasibility of establishing or supporting cost-free, independent, research 
review organizations to advise unregulated researchers on identifying and resolving ethical challenges raised by their research.
2-7. NIH, in consultation with OHRP, the National Science Foundation (NSF), and other public and private entities should 
support the establishment of a surveillance system to monitor, categorize, and track the rate of health research using mobile 
devices. The surveillance system also should capture the incidence and nature of adverse events caused by health research using 
mobile devices in both regulated and unregulated research.
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concerns that the cost and burdens of FDA oversight 
might chill innovation in mobile medical applications 
and wellness products that could benefit consumers.226 

To allay these concerns, the FDA issued guidance 
documents in 2013 and 2015 indicating its intent to 
regulate mobile apps only if they performed medical 
device functions that could pose a risk to patient safety 
if the mobile app failed to function as intended.227 In 
2016, the 21st Century Cures Act228 formalized this 
policy by amending the FDCA’s definition of a device to 
remove five categories of software from the FDA’s juris-
diction.229 One of the exclusions relates to software for 
encouraging wellness or a healthy lifestyle, provided the 
software does not cross the line into “diagnosis, cure, 
mitigation, prevention, or treatment of a disease or 
condition.”230 This category, often referred to as general 
wellness software, includes such things as fitness track-
ers and medical calculators (e.g., for body mass index). 

In 2019, the FDA issued final guidance that fur-
ther clarifies the line between regulated and unregu-
lated wellness software after 21st Century Cures.231 
This is part of a larger, ongoing effort that the agency 
launched several years ago to implement a Digital 
Health Innovation Action Plan and create a Center of 
Excellence in Digital Health to improve its oversight 
of software.232 The FDA embraces a risk-based frame-
work for regulating health information technology in 
concert with the Federal Communications Commis-
sion (FCC) and the Office of the National Coordina-
tor for Health Information Technology (ONC), as 
directed by the Food and Drug Administration Safety 
and Innovation Act (FDASIA) of 2012,233 with the aim 
of limiting regulatory duplication or overstepping.234 
Additionally, ONC, FDA, FTC, and the HHS Office for 
Civil Rights (OCR) have published an online, interac-
tive decision tree to aid app developers in correctly 
identifying the federal laws that apply to their apps.235 

We endorse the FDA’s focus on clarity and efficiency 
in digital health regulation, but there are unresolved 
issues relating to research that uses mobile health 
apps when — as often will be the case — such research 
is not regulated by the Common Rule. There is a risk 
that such research might encourage participants to 
use low-risk general wellness devices in new ways 
for which the devices are not safe and effective. This 
potential for repurposing and misuse exists because of 
the way the FDA determines whether a device is a low-
risk general wellness device that is exempt from FDA 
oversight versus a medical device subject to FDA regu-
lation. This determination does not necessarily reflect 
intrinsic properties of the device itself, in terms of the 
health characteristics that it is capable of measuring 
or the quality of the data it produces. General wellness 

devices sometimes produce data that closely resemble 
data from an FDA-regulated medical grade device. 

For regulatory purposes, the distinction between a 
general wellness device and a medical device turns on 
the device’s intended use.236 The FDA’s algorithm for 
assessing the intended use of a device is set out in the 
agency’s regulation at 21 C.F.R. § 801.4. As a general 
matter, a device’s intended use refers to the objective 
intent of the “the persons legally responsible for the 
labeling”237 of the device, which in most instances is 
the device’s manufacturer. Section 804.1 allows the 
FDA to consider direct and/or circumstantial evidence 
of the manufacturer’s intent. Direct evidence would 
include claims the manufacturer or its representatives 
made about the device, such as in its labeling, adver-
tising matter, and oral and written statements about 
the device.238 The allowed circumstantial evidence 
includes facts showing that the manufacturer knew 
that the device was being misused for purposes other 
than those for which it was labeled and advertised.239 

In practice, however, it is unlikely that the FDA 
would hold a manufacturer responsible for other peo-
ple’s misuse of its device, even if the manufacturer was 
aware of the misuse. As a leading treatise observes, 
“FDA has rarely attempted to classify a product as a 
drug or device in the absence of relevant representa-
tions by the manufacturer or distributor.”240 In other 
words, the agency generally bases its decisions on the 
direct evidence: statements the manufacturer made in 
labeling, advertising, and marketing of the device. The 
FDA has never disclaimed its authority to establish a 
product’s intended use based on circumstantial evi-
dence of a known misuse, but it is rare for the FDA to 
assert that authority,241 and even rarer for the FDA to 
prevail in court when it does.242 The recent FDA guid-
ance on general wellness devices treats manufacturers’ 
claims about a device as the main source of evidence 
the agency will use to distinguish (unregulated) general 
wellness devices from (regulated) medical devices.243

A device that is lawfully on the market, but which is 
being used in research in a novel way that goes beyond 
its intended uses, potentially becomes an investiga-
tional device that requires an investigational device 
exemption (IDE).244 The IDE regulations aim to pro-
tect study participants when they are exposed to risk 
from devices being used in ways that the FDA has not 
established are safe and effective, and to ensure that the 
devices produce valid data. The IDE regulations apply 
to research sponsored by device manufacturers trying 
to generate data for submission as part of an FDA pre-
market review, but the agency emphasizes that its IDE 
requirements also may apply in other research settings. 
There are many unresolved questions about whether 
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and how these regulations would apply to unregulated 
health research using mobile devices.

The FDA gains its authority to regulate research as 
an incident of its authority to regulate medical prod-
ucts such as drugs and devices. This implies that the 
FDA’s research regulatory mandate is narrower in 
scope than the Common Rule. Part 812 allows the FDA 
to regulate studies of devices (“clinical investigations of 
devices to determine safety and effectiveness”)245 but 
not studies that merely use devices as tools to explore 
basic scientific or medical questions. The agency’s 
own training materials state that no IDE is required 
for “basic physiological research” that is “investigating 
a physiological principle” with “no intent to develop 
the device for marketing,” if the investigation is “only 
using the device to address the research question.”246 

Although the FDA generally does not regulate 
“investigations to expand medical knowledge or con-
duct fundamental research,”247 there are a few excep-
tions that allow the FDA to regulate such research. 

One exception is for broad scientific studies that 
incorporate a device study. “If the expansion of medi-
cal knowledge or the conduct of fundamental research 
involves an investigation to determine the safety or 
effectiveness of a device, an IDE will be required.”248 
A second exception allows the FDA to require an IDE 
if a broad scientific study uses a device in novel ways 
that pose “significant risk” for the research subjects.249 
In some contexts, the FDA has taken the position 
that research poses significant risk if patient-specific 
results are returned to participants. The FDA has not 
clarified how these principles apply to citizen science 
projects. Such studies often are observational rather 
than interventional in nature, so the risk they pose 
may be minimal. Moreover, it is hard to characterize 
research as “returning” patient-specific results to par-
ticipants, when the participants collected the data and 
had possession of it in the first place. 

Another regulatory risk involves unlawful promo-
tion of unapproved uses of legally marketed devices.250 
The IDE regulations prevent research sponsors, inves-
tigators, and persons acting on their behalf from com-
munications that promote an investigational device 
that has not been cleared or approved251 or that rep-
resent the device as safe and effective for the purposes 
for which it is being studied.252 There is a risk that the 
FDA might deem a citizen science project to be pro-
moting unapproved uses of general wellness devices. 
This could chill constitutionally protected scientific 
speech unless the boundaries of the FDA’s efforts to 
regulate such “promotion” are carefully drawn. 

Many citizen science and other nontraditional 
research projects are “sponsor-investigator” studies in 
which the sponsor and the investigator are the same 
person. Sponsor-investigator studies are believed to 
pose special risks for human research participants, 
because they lack the inherent checks and balances of 
having a separate sponsor and investigator keeping an 
eye on one another’s activities. In 2005, an FDA offi-
cial noted a high incidence of participant protection 
problems in such studies.253 Some of the FDA’s train-
ing materials suggest that the FDA can require an IDE 
for sponsor-investigator studies, regardless of whether 
the study sponsor aims to submit data to the FDA, to 
develop a new device for marketing, or to expand the 
intended uses of a legally marketed device.254 This 
position has been questioned,255 but the agency has 
not reversed it, and it adds to the regulatory uncer-
tainty around citizen science projects. 

F. Federal Consumer Protections through the FTC and 
CPSC 
Federal agencies tasked with ensuring consumer 
protection with regard to commercial products and 

Box 3
Recommendations for the Food and Drug 
Administration (FDA)

3-1. The FDA should continue its interagency collaborative 
efforts to reduce regulatory duplication and identify and 
assess areas unaddressed by current regulations. One area 
for immediate interagency consideration is how best to 
ensure transparency in validation of mobile health app 
algorithms, in situations where the FDA has jurisdiction to 
regulate such devices.
3-2. The FDA should increase its engagement with the 
health app developer community to raise awareness of its 
guidance documents, including those issued in September 
2019.
3-3. The FDA should require developers of mobile health 
apps subject to its jurisdiction to make transparent 
disclosures regarding the intended use (including research) 
and technical capacities of their apps, especially mobile 
medical apps.
3-4. The FDA’s guidance documents do not address how 
its regulations apply to citizen-led research using data from 
mobile health apps. In particular, the FDA should clarify 
the following: (1) when such research may require an IDE; 
(2) what forms of research using data from mobile health 
apps constitute “significant risk” research under the IDE 
regulations; (3) how the concept of a “sponsor-investigator 
study” applies to nontraditional and citizen-led research; 
(4) what forms of communication about citizen science 
projects could subject organizers to charges of unlawful 
promotion of unapproved uses of a device; and (5) what 
constitutional constraints limit the FDA’s power to 
regulate nontraditional, citizen-led research efforts.
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services, such as the Federal Trade Commission 
(FTC) and the Consumer Product Safety Commis-
sion (CPSC), are well-positioned to regulate mobile 
platform-based health research because they can take 
more comprehensive approaches to regulation.256 As 
mentioned above, the FDA’s jurisdiction does not 
extend to some mobile health apps’ software functions 
and uses, such as fitness trackers and medical calcula-
tors, and therefore regulatory responsibility could fall 
to consumer protection agencies.

The FTC is responsible for preventing unfair com-
petition and unfair or deceptive acts or practices by 
entities engaged in or affecting commerce. It can seek 
monetary redress for consumer injuries, make leg-
islative recommendations, and prepare reports. The 
FTC’s preventative mission positions it to use self-
regulation enforcement mechanisms; this means that 
the FTC does not need to wait until consumers are 
harmed before it can act. By using selective enforce-
ment within an industry the FTC can protect mobile 
technology-mediated health research participants, 
including their health privacy, through regulation of 
unfair trade practices.257 

The FTC could be particularly useful in regulating 
the adequacy of consumer technology companies’ and 
app developers’ privacy policies and practices, trans-
parency, and fairness practices in the research they 
undertake or facilitate. The FTC has brought enforce-
ment actions against flagrant offenders of consumer 
protection in the health space since 2011, with a par-
ticular focus on commercial entities that have claimed 
to identify or cure health conditions such as acne, 
skin cancer, and vision problems.258 Its enforcement 
actions have focused on truth-in-advertising, substan-
tiation requirements to support product claims, and 
privacy and security breaches and insufficiencies.259 
Further, the FTC co-produced a web-based interactive 
tool with HHS, ONC, OCR, and FDA, housed on the 
FTC website, to guide app developers about the federal 
laws that apply to the development and implementa-
tion of mobile health apps.260 These efforts indicate 
that the FTC is familiar with and monitoring mobile 
health, which could include mobile health research, for 
instance in surveilling the fairness of algorithms used 
and generated in unregulated mobile health research.

The CPSC is a federal agency authorized to pro-
tect consumers through surveillance functions and 
enforcement. In the digital arena, the CPSC issued a 
report to guide consumer safety and protection in rela-
tion to digitally connected devices entitled “A Frame-
work for Safety for the Internet of Things.”261 In this 
framework the CPSC focuses on the potential for these 
devices to result in physical harms, illness, and death 
of consumers. Although narrow in scope, this frame-

work illustrates that the CPSC sees the Internet of 
Things, within which mobile-platform enabled health 
research is a component, as within its jurisdiction. 
Furthermore, recognition that digital connectivity can 
result in psychological, emotional, and social harms 
that can be deeply injurious suggests that unregulated 
mobile health research could be subject to the CPSC’s 
regulation. 

The CPSC’s jurisdiction may extend to circum-
stances and conditions not covered by the FDA, but 
the CPSC has limited regulatory tools. Thus, unless 
its regulations and enforcement powers are strength-
ened, merely having jurisdiction does not necessarily 

Box 4
Recommendations for the Federal Trade 
Commission (FTC) and the Consumer 
Product Safety Commission (CPSC)

4-1. The FTC should increase its efforts to encourage 
self-regulation of unregulated mobile health researchers 
by providing guidance and educational resources to app 
developers, unregulated researchers, and participants in 
unregulated mobile health research through, among other 
things, best practice guidelines and web-based, interactive 
educational tools.
4-2. The FTC should promote privacy, transparency, and 
fairness in unregulated mobile health research using pre-
ventative and remedial approaches, such as the following.

a.  The FTC should increase targeted enforcement 
actions against developers of unregulated mobile 
health research platforms who engage in deceptive or 
unfair trade practices (e.g., making false or misleading 
statements, failing to provide adequate privacy or 
security for mobile Internet-connected devices) and 
seek monetary redress and other appropriate relief 
on behalf of injured consumers. 

b.  The FTC should develop and provide multi-media 
educational materials for consumers about the 
kinds of harms and complaints being monitored, and 
publicize bad actors in the unregulated mobile health 
research sector through consumer advisories. 

4-3. The CPSC should increase surveillance and monitor-
ing of research software, applications, and systems enabled 
through mobile, internet-connected devices by establish-
ing a consumer hotline or website for reporting safety 
concerns, such as data breaches, and it should assess mon-
etary penalties against researchers and developers who 
violate consumer product safety regulations pertaining to 
internet-connected mobile devices.
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translate into the ability to exercise meaningful regu-
latory oversight. 

G. Consumer Technology Companies and App 
Developers
Consumer technology companies fall along a spec-
trum of size and power, but taken together represent 
the dominant players in unregulated mobile health 
data collection. These companies are familiar with 
regulation through their interactions with Congress, 
the FCC, the FTC, and other government agencies, 
but the health policy issues represent a relatively novel 
space for most companies. 

Consumer technology companies may be divided 
into two categories — platforms and startups — each 
of which has two sub-categories. We break down plat-
forms into app stores and handset manufacturers, and 
startups into those making research apps and wear-
ables. This division recognizes that companies that 
have achieved market dominance have significantly 
more economic power to create actual change than 
early stage startups, as well as more exposure to regu-
lation via traditional channels over time. Startups also 
have radically different resource levels and incentives 
compared to platforms. In this division, we also note 
that the primary regulators of startups may well be 
the platforms that broker access to customers for the 
startup.

Apple is perhaps the clearest example of a con-
sumer platform as regulator, recently acting to pro-
tect consumer privacy with a unilateral technical 
change around email login.262 Within our topic area, 
Apple already encodes visual informed consent (i.e., 
an interface that requires app users to slow down and 
reflect on key issues through the use of icons, videos, 
and other methods)263 into ResearchKit developer 
documentation and requires ResearchKit apps to have 
IRB approval regardless of whether the Common Rule 
applies.264 

A wide variety of consumer technology platforms 
exist. Microsoft’s Windows is a platform, as is Ama-
zon. For our purposes, we will focus on a very small 
subset of consumer technology companies that are 
most relevant to unregulated mobile health research: 
app stores as platforms, phone+wearables and their 
related mobile applications as platforms (i.e., from 
Apple or Google), research apps from startups, and 
“wearable” devices from startups. This focus excludes 
certain cases, but allows us to look at the vast major-
ity of interactions with technology companies driving 
mobile research.

Platforms at their most basic are “digital infrastruc-
tures that enable two or more groups to interact.”265 
The race to create a platform that enables many 

groups to interact defines much of the contempo-
rary consumer technology space; massive amounts of 
capital pour into platforms to claim the network effect 
through subsidized products.266 The vast majority of 
consumer technology companies involved in unregu-
lated health research aspire to platform status. Thus, 
for our purposes, what distinguishes a platform from a 
startup is simply the question of market adoption. Has 
the company achieved enough power to serve a soft-
power regulatory function, or is the company likely to 
make choices in hopes of achieving that power while 
being regulated in turn by larger platforms? This type 
of ontology is necessary to delineate apps that are truly 
about self-tracking or “n of we” such as those seen in 
quantified self267 — primarily observational, with little 
aspiration to scale to thousands or millions or billions 
of users — from those funded by venture capital aspir-
ing to monetize research data. 

The app store duopoly puts Apple and Google in 
a de facto regulatory position, a situation that is not 
likely to change in the near future. Their differing 
review regimes represent forms of governance268 that, 
for example, lead to a difference in the ability of devel-
opers to implement spyware or to submit “copycat” 
applications269 ranging from innocuous clones to apps 
that actively install malware and spyware. Android 
users are also shown to be vulnerable to “grayware” — 
“potentially harmful apps” falling somewhere between 
utility and exploitation, typically just outside the ille-
gal space.270 Our policy recommendations for these 
two companies therefore leverage this “soft power” to 
regulate the vast world of applications used in mobile 
health research. 

Hardware manufacturers is a broad category. It 
includes phone handsets, although phones are often 
quite secure hardware platforms compared with other 
types of devices, such as the booming and varied field 
of “wearable health trackers.” Hardware companies 
must balance consumer-facing priorities and ease of 
pairing with an app on a mobile device with secu-
rity features. New features that would significantly 
improve privacy and security — for example, encryp-
tion of all data “at rest” (on the device itself ) typically 
drains battery performance,271 and thus is often left 
off devices during the design phase. Google’s choice 
not to mandate encryption on its Android phones 
by default, for example, has led to a gap with Apple 
phones in terms of encryption, with only around 10% 
of Android phones encrypted at rest versus nearly 
95% of iPhones.272 Google has responded to this gap, 
with Android Q poised to require forms of encryp-
tion across its ecosystem.273 These issues move beyond 
encryption and cover issues such as how devices are 
identified over time, how they integrate into other 
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systems, and what data are gathered as part of quality 
control, each of which expose the user and the app to 
potential security attacks.274 

Complicating factors further is the widespread redis-
tribution of wearable hardware data from the cloud 
systems of the hardware companies. Some hardware 
companies like Fitbit encourage users to access, share, 
and redistribute their own data, without discussions 
of how that access and redistribution can re-identify 
users via the mosaic effect.275 This leads to outcomes 
such as Strava’s open data portal revealing the location 
of secret military bases via exercise patterns — with 
those devices now being banned for deployed troops.276 
These data are also often widely re-sold or shared with 
third parties such as insurance plans,277 where they 
can represent emergent attack vectors for re-identi-
fication over time 278 (early research indicates only six 
days of full step counts are sufficient to re-identify an 
individual out of 100,000,000 participants).279 

H. Organizations of Unregulated Researchers
As previously mentioned, unregulated research-
ers include citizen scientists, DIY researchers, self-
experimenters, and patient-based research networks 
that promote research among their members. Terms 
such as citizen scientist and DIY researcher originally 
signified that researchers were amateurs or lay-peo-
ple conducting research without scientific training 
and outside of traditional research settings. Today, 
however, they also include individuals with scientific 
backgrounds working outside of traditional research 
settings, not-for-profit patient and research organiza-
tions, and corporate entities.284 Unregulated research-
ers may work independently, out of their homes or in 
community laboratories, or they may work in collabo-
ration with more traditional regulated researchers.285 
Some unregulated researchers, such as self-experi-
menters and crowd-sourcing data suppliers, may pas-
sively or actively participate in unregulated research 
efforts,286 giving existing mobile-platform data about 
themselves or collecting or generating new data via a 
mobile-platform to unregulated researchers. Previous 
research has shown that unregulated researchers are a 
heterogeneous group with varying degrees of relation-
ship with regulated researchers and regulators.287 

Although entities covered by the Common Rule 
have developed fairly uniform conceptions of the pri-
vacy protections and risks of participation in research 
with human participants, unregulated researchers and 
unregulated research organizations may consider the 
elements of traditional research ethics differently than 
regulated researchers.288 For instance, some unregu-
lated researchers may value speed or openness of data 
collection and management to answer research ques-

tions over privacy of individual participants or eschew 
research funding so long as research questions can be 
answered efficiently.289 While they may lack a common 
vocabulary or set of values with regard to best prac-
tices for mobile health research, some shared features 
of citizen science organizations are their reliance on 
information communication technologies to collect, 
supply, and analyze data, crowdsourcing research 
participation, and “grassroots” strategies to fund 
research.290 

Some organizations of unregulated researchers (e.g., 
PatientsLikeMe, Quantified Self, and the Citizen Sci-
ence Association) are well positioned to promote best 
practices for mobile health-based research through 
education. For example, in 2011, DIYBio published a 

Box 5
Recommendations for Consumer 
Technology Companies and App Developers

5-1. Google should join Apple in requiring a signed 
informed consent document for any mobile health research 
applications emerging from the use of ResearchStack. 
5-2.  Apple and Google should require developers to upload 
IRB approval letters as PDFs, and make those documents 
available in-line to consumers contemplating installing 
a mobile research app. This disclosure requirement is 
compatible with both traditional institutional review and 
with unregulated research where there is more than 
minimal risk.280

5-3. Apple and Google should implement and enforce a 
“floor” for privacy policies and terms of use.  For example, 
such a floor could include provisions that no data may be 
transferred to third parties without specific consent for 
each use.281

5-4. Developers of research apps should leverage the 
existing, community-standard toolkits, such as ResearchKit 
and ResearchStack, each of which contains informed 
consent workflows and developer tools. These apps should 
(1) accommodate independent review when required by 
the app store platforms; (2) allow for isolation of malicious 
code elements; (3) publish a “software bill of materials” for 
any code integrated from a repository such as GitHub; and 
(4) publish a privacy disclosure notice.282

5-5. Makers of wearable devices should implement 
encryption both for data at rest and in transit.  We further 
encourage federal and state investment in fundamental 
encryption research and development to support 
encryption on wearables that is easier to include for 
developers without overly damaging battery performance. 
5-6. Security also should be implemented once the data 
have left the wearable and moved to the consumer’s phone 
(or directly to the servers of the wearable company), and 
therefore we recommend that manufacturers of wearables 
adhere to basic cybersecurity practices.283 
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Draft Code of Ethics, including provisions regarding 
open access, transparency, education, and safety.291 
These organizations also may serve as liaisons between 
the NIH, regulatory bodies, app developers, research 
participants, and individual unregulated researchers.

Our recommendations propose that organizations 
of unregulated researchers should assume a greater 
role in educating and guiding their members about 
research.

IV. Conclusion
The general legal and ethical provisions for research 
with human participants in most of the world are easy 
to summarize. All researchers are legally required 
and ethically compelled to adhere to established rules 
and norms of research ethics. Thus, for example, 
researchers must minimize risks and maximize ben-
efits to participants, participants must provide know-
ing and voluntary informed consent, and a research 
ethics committee must approve the research protocol. 
Things are more complicated in the United States, 
where federal research regulations apply to most, but 
not all, research. In the handful of states that have 
their own research laws, almost all of them are limited 
in scope, protections, or both. Thus, there is a discrete 
and growing category of “unregulated” research.

Recent technological and societal developments in 
the U.S. have increased the amount of unregulated 
research performed, although there are no estimates 
available on the amount of unregulated research 
or number of unregulated researchers. The widely 
assumed increase in unregulated research is attribut-
able to, among other things, development of research 
apps for smartphones and other mobile devices, avail-
ability of direct-to-consumer genetic and other bio-

medical testing, formation of social media groups 
interested in health research, and growth of big data 
analytics for compilation and analysis of diverse data 
sets. The societal concern is that some unregulated 
research, mostly conducted by citizen scientists and 
others without formal training in scientific research, 
may be of low quality and suffer from a lack of ethics 
review, fail to adhere to generally recognized ethical 
norms for the treatment of research participants, and 
result in findings that expose research participants or 
larger groups of individuals (e.g., those with certain 
health conditions) to a range of harms from privacy 
violations to psychological and physical injury.

Extending federal research regulations to cover all 
research with human participants would be the easi-
est and most effective way to address the problem, 
but it is not viable politically and therefore it would 
be pointless to recommend. We also reject the view 
that the current laissez faire approach to unregulated 
research should be retained. Our preferred, middle 
ground option, is a suite of measures including edu-
cation, consultation, transparency, self-governance, 
and regulation to ensure the quality of unregulated 
research and inform researchers and potential partici-
pants about key issues in research ethics. Our recom-
mendations are directed to state governments, federal 
agencies, technology companies, app developers, and 
organizations of unregulated researchers.

The ethical bases of our recommendations are 
widely respected research ethics pronouncements 
in the U.S. (e.g., Belmont Report) and internation-
ally (e.g., Nuremberg Code, Declaration of Helsinki). 
The unifying characteristic of our recommendations 
is pragmatism. We believe that our recommenda-
tions are realistic, feasible, and likely to produce posi-
tive results. They are also designed to be freestand-
ing. Thus, even if all of our recommendations are not 
adopted, the adopted ones will make a valuable contri-
bution to the conduct of unregulated health research 
using mobile devices. At the same time, implementa-
tion will require coordination and oversight to ensure 
that the multiple entities giving force to the recom-
mendations do not establish conflicting regimes. 
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Box 6
Recommendations for Organizations of 
Unregulated Researchers

6-1. Organizations of researchers conducting studies 
in unregulated environments, such as community 
organizations, member associations, and patient research 
networks, should adopt guidance and/or standards for 
their members, including on the following issues:

a.  Guidance on how best to transparently 
communicate the goals, risks, benefits, and data 
handling procedures of their research prior to 
enrolling a participant. 

b.  Guidance on privacy policies and terms of service 
for mobile device-based research.

c.  Guidance on the privacy policies and terms of 
service of third party developed devices or apps.
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