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PROBLEMS AND SOLUTIONS

PROBLEMS

00.1.1. Determinant of a Skew—Symmetric Majrproposed by Steve Law-
ford. Let S= {s; } be amn X nskew—symmetric matrign = 2). Show by induction
thatSis singular fom odd and nonsingular far even

00.1.2. A Necessary and Sufficient Condition of a Sequence of Random Vari-
ables Converging to a Normal Distributipproposed by Hua Liand’rove the
following theorem

THEOREM Let X,,..., X, be ii.d. randomuvariables with nordegenerate
distributions There exist B> 0 and A, such that B*(Z L, X; — A,) corverges
to the standard normal distribution (9,1) if and only if

P(IX: > 1)

im =A"2forx>0.
x=e P(|Xq] > X)

00.1.3. A Relationship Satisfied by Two Representations of a Positive Semi-
Definite Matrix proposed by Heinz Neudecker and Michel van de Vel@am-
sider(real) matricesF andG of orderm X n and rankr. Let
FF’' = GG.

Prove then thaf = GQ, whereQQ' (and henc&’Q) is symmetric idempotent of
rankr andk can be chosen to be any integer in the closed intgrval.

SOLUTIONS

99.2.1. An Empirical Likelihood Ratio Test for a Unit ReetSolution® pro-
posed by Nikolay Gospodinov and Victoria Zinde-WalBlegin by noting a few
results about the sundsy{ for | = 1,2,3. First recall

1 1 2

T D= T > Vel = % (W(1)? - D); (1)
also

1

ﬁgytz_lzazjwu)zdr (2)

(see e.g., Phillips, 1987, pp. 296-297.
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144 PROBLEMS AND SOLUTIONS
To obtain limits forl = 2 and 3moments have to be evaluat€bnsider a sum

> Yoo Uit

such that for each term # i, #...# iy, L=1i; = T; v; = 6 fori > 0; andy, +
v, +...+v,=m. Then expectation of aterm is zero if any of the...,v, equals
1; E(yg°ui* --- ui¥) is bounded by

B= max VePE(ubt) -+ E(u¥v).

votvrt ... tye=m

Thus the expectation of the sum is boundedByimes the number of contrib-
uting terms(where none of the,,...,v equals ong

It is easy to check that in the expression (¢ — y2.,0?)? there is at most
O(T?) such contributing termsthus E(% (¢Z — y2i102))? is uniformly
bounded by martingale Law of Large Numbefg.g., White, 1984 p. 58), it
follows that

1
=5 S —yEio?) 20
thus recalling2)
1 2 4 2
= S yE=o* | W(r)2dr. (3)

In 2 the number of contributing terms anthus E(i) is at mostO(T);
similarly, by noting the number of contributing terms

1 2
E[m (l/ft3 - E(l/fta))} =0(1).

By martingale Law of Large Numbers

1 as
752 2 W8 —EW) =50

and thus noting the lower order Bf(y/3),

T5/2 24— = (4)

Now construct the Lagrangian for the maximization prohlem

T T T
L(plw-wp’l’a/\’/“b) = ZlOQPI_)\E pt‘ﬂt_l‘«(z pt_l)
t=1 t=1 t=1
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over the domaimp, > 0,..., py > 0. The first-order conditions are

1
S Mh—p=0, t=1..T (5)
Pt
T
Elptlﬂt:(); (6)
.
Sp-1=0 7)
t=1

By multiplying thetth equation in(5) by p; and summing over atlusing(6) and
(7), we getu = T and from(5)

—1<1+A‘/">1 t=1..T 8
P= 5 = =1... (8)
Substitute(8) into (6) to get
i e\t
—|(1+rx=) =0
> = ( A T) 0 9)
By an infinite expansionwe can verify that the left-hand side (d) can be
written as
1 1 1 P\t
;Eem—A;EwEHZ;EwE‘(HA;) : (20)
This suggests defining
1
? 2 i
/\(§)=1—+§; (11)
2
ﬁ 2 i

for some¢ with || < K < co. In view of (1) and(3), A({) in (11) is bounded in

< g, with

probability, and for anys by Markov's inequalitywe have|A({) %
probability arbitrarily close to 1 for a large enougland allt = T; then the values
of (1+A(§) %)1 are uniformly bounded in probabilitifhen the last term in
(10) is 0,(1) from (4), and(10) gives

1
{ F Z ‘ﬂtz + Op(l)-
This expression has a positive plim ¥ 0 and a negative one fgr<< 0; thus

for large enougl, there exists &, such thath = A({) defined by(11) is a
solution of(9) and{ = op(1).
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Next,
T T dft
ELR = —22|nTn:22|n<1+A—>
t=1 t=1 T

and expanding each ternobtain

1 1,1 1,1 i\ 3
ELR=2[?)\2%—5/\2§2¢t2+§A3§2¢t3<1+wt/\?) }

12)

with eachw, between 0 and.For A, the last sum ir{12) similarly to that in(10)
converges in probability to,@nd(12) provides

1 2
e <?2¢t> N (W(1)2 — 1)2
- oM s —
=N 4fW(r)2dr

where the limit is obtained by using) and(3).

Remark. There is a typographical error in the statement of the probtem
limit distribution has a 4not a 2 in the denominatqgrand then it represents the
square of the Dickey—Fuller distribution

NOTE

1. An excellent solution has been proposed independently\byight, the poser of the problem

REFERENCES

Phillips, PC.B. (1987 Time series regression with a unit roeiconometriceb5, 277-301
White, H. (1984 Asymptotic Theory for Econometriciaf$éew York: Academic Press

99.2.2. Asymptotic Normality of the Nonparametric Part in Partially Linear
Heteroskedastic ModelsSelution proposed by Hua LiangNolfgang Hardle
and Axel Werwatz\We first prove the following two lemmaghe first is a slight
version of Theorem 9.1 by Chow and Teichef1988; therefore we omit its
proof.

LEMMA 1. Let é,,k = 1,...,k,, be independent randomariables with

E&w = 0, and E£2, = o < oo. Assume thatim, ., Sk, 0% = 1 and
maX, <=k, o5 — 0. ThenEt":1 Enk =% N(0,1) in distribution if and only if
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kn
> EE31(|én] > 8) >0 foranys > 0as n— co. (1)
k=1

LEMMA?2. Let\,...,V, be independent randovariables with EY= 0 and
inf; EV2 > C > 0 for some constant number. The function Hv) satisfying
Jo vH(v) dv < oo such that

P{|Vk| > v} =H(v) forlarge enoughh >0 andk=1,...,n. (2)

Also assume thdh,;, i =1,...,n,n=1} is a sequence of real numbers satisfying
Zinzl aﬁi = 1 If max:l_sisn‘ ani‘ 4 O, then fOf a‘li = ani/a'i (V)7

n
> ayVi »“ N(0,1) asn— oo.
i=1

Proof. Denoteén= auwVi, k=1,...,n. We have>,_; E€3 = 1. Moreover it
follows that

n n
> EEAN(|€ad > 8) = 2 aiREMZ I (|ank] > 8)
k=1 k=1

n aZ
=3 HEVRI(JanMi] > 8)
k=1 Ok

= (ir;f 0?) " SUPE{VI1 (|amVi| > 8)}.
k
It follows from the condition2) that
SUPE{V?I (|a\Vi| > 8)} = 0 for anys > 0 asn — oo.
k

Lemma 2 is therefore derived from Lemma 1

Proof of Theorem. Under assumptions 1;-2 direct calculation derives that
Var{gn(t)} = éw%(t)aﬁ + O{éwﬁi(t)mz}.
Furthermore
On(t) — Egn(t) — iilwni(t)si = iilwni('[))<iT(>~(T)~()_1)~(T~ = Op(n~Y?),
which yields
ilwm(t)XiT(WX)lXTé

VVar{g,(t)}

= Op(n~Y2n13) = 0p(1).
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It follows that

2“: wni (1) & n
93(\3) —{ Eg:(}t) _ Izi +0p(1) & Zl ak e + 0p(1),
ar gn( ) Ew,%(t)(f.z o

wherea}; = (wni(t))/\/Z{Llwﬁi(t)m*. The proof of the theorem immediately
follows from the conditions of the theorem and Lemma 2
REFERENCE

Chow Y.S. & H. Teicher (1988 Probability Theory 2nd ed New York: Springer-Verlag

99.2.3. Asymptotic Efficiency of OLS Estimator in Models with Deterministic
Regressors-Solution proposed by Jinyoung Hahfihe joint likelihood equals

n m w ,
i:Hl Eexl{_g (Vi — X 3)2],

wherew = o ~2 Consider parameter values arouig, wo):
1 1

B =p(n) =B+ Ea, ©=0(n)=w+ Ef-

Writing the joint likelihood ath = (6,¢) asR, n, we obtain

dPnh n w n wo n
| — = 5 log— — =X B+ — ' — X/ Bo)?,
0g dPy . 2 wo Z X B) > i:El(y X{ Bo)

wherehy = (0,0). After some algebrgt can be shown that

dR, n
| hV——th+op(1)
d n, hg
where
wo'Y 0
o= o 1|
208
and
V i€ 5 = i
( \Flzlx -8 > |21(8 0'0)>

https://doi.org/10.1017/50266466600161109 Published online by Cambridge University Press


https://doi.org/10.1017/S0266466600161109

PROBLEMS AND SOLUTIONS 149

converges in distribution tN(0, Q). This shows that the model is locally asymp-
totically normal Now, notice that the sequence of paramete{&,£) = B is
regular by observing that

V(o) — Kn(ho)) = V7 (%) 5= i(h).

The convolution theorem can then be obtained by the applicdtoaxample of
van der Vaart and Wellnerid996 Theorem 311.2.

REFERENCE

van der VaaitA.W. & J.A. Wellner (1996 Weak Convergence and Empirical Processes with Appli-
cations to StatisticdNew York: Springer-Verlag

99.2.4. Prediction in the Spatially Autocorrelated Error Component Model—
Solution® proposed by Seuck Heun Song and Byoung Cheol Jegprder the
observations such that all the time periods observed in the first regional unit are
stacked on top of those observed in the second regionalamttso onln vector
form, equation(3) can be rewritten as

d=[In—2W)'RIt]r=B"'® I, (4)

whereB=1y— AW, v’ = (v13,...,¥17,...,un7) @NAD" = (P11, ..., P17,..., INT)s
Iy andly are identity matrix of dimensioN andT, respectivelyand&) denotes
the Kronecker producthereforethe overall disturbance vector (%) becomes

e=(In®ipp+ BRIy, %)

whereuw = (u4,..., wn)' andit is a vector of ones of dimensidnln matrix form
the variance covariance matrix ofis given by

Q=c(In® )+ (BB '@ I+], (6)

wherelJ; is a matrix of ones of dimensioh
Goldberger1962 showed thatfor any ), the best linear unbiased predictor
(BLUP) fory; r+sis given by

Yit+s = X 1+sBoLs T WQ gy, (7)

wherew’ = E(si 1+s€)’, & 1+s= Mi + di1+s = ii + bvris, Wwherevr, gis the
N X 1 vector of(T + S)th time period apdb{ is theith row of B~%, ande = (Iy ®
ir)u+ (BT ® It)v andégs =y — XBoLs.

Using the spectral decomposition Qfderived by Baltagi{198Q p. 1548, it
follows that

- 1
Q' =(Z®¥) + - (BBREy), (8)

gy,
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whered; =} /T, Er = It — JrandZ=[To2Iy + 02(B'B)"*] %, and the last term
of equation(7) is given by

WO 8g s = E(g71158)Q tegLs

E{(pi + b rrs) [(IN@ it + (BT @ I1)r] 10 Megis

o2l ®ir)Q tegLs

. - 1 R
il ®ir) <Z® Jr + 2 BB® ET)SGLS

v

= O';E(Ii,z® i'i’)éGLS
T

N
U;ka Zik 2, &, 9
=1 t

=1

wherel; in the third equation is thigh column ofl , and the third equality follows
from the fact thaju; is independent of andv, sis independent of. Also, the
fifth equality follows from the fact thait; J; = i+ andi{Er = 0, andz, in the last
equation is thei, k)th elements of = [To 21y + 0/2(B'B) ']~ Thereforethe
BLUP fory; t. s is given by

N T
Yites = X 1rsBais + 02 D) Zik D, Eur- (10)
k=1 t=1
NOTE
1. An excellent solution has been proposed independently.BeBagi and D Li, the posers of
the problem
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ERRATUM

NeudeckerHeinz and Michel van de VelderRelationship between Two Eigen-
matrices of 8 Rea) Symmetric Matrix

Michel van de Velden’s name was omitted from the title of Problen®.29
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