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The Evolution of Spite, Recognition,
and Morality
Patrick Forber and Rory Smead*y

Recognition of and responsiveness to the behavioral dispositions of others are key fea-
tures of moral systems for facilitating social cooperation and the mediation of punish-
ment. Here we investigate the coevolutionary possibilities of recognition and conditional
social behavior with respect to both altruism and spite. Using two evolutionary models, we
find that recognition abilities can support both spite and altruism but that some can only
coevolve with spite. These results show that it is essential to consider harmful social be-
haviors as both a product of and an influence on the core features of our moral systems.
1. Introduction. A behavior is altruistic when the actor incurs a cost to
confer a benefit on another. The self-sacrificial nature of altruism has placed
it at the forefront of discussions surrounding the evolution of morality (Al-
exander 1987; Sober and Wilson 1998; Sterelny 2012; Tomasello and Vaish
2013). Altruism has also captured the attention of theoretical biologists be-
cause of the evolutionary puzzle it presents. How could such behavior
evolve when it is clearly better, in terms of individual Darwinian fitness,
to accept benefits from others but avoid paying the associated costs? Evolu-
tionary solutions to the puzzle of altruism involve, in some way or other, pos-
itive assortment among behaviors (Hamilton 1975; Skyrms 1996; Fletcher and
Doebeli 2009). If the benefits of altruism tend to flow toward altruists, the
self-sacrificial behavior can generate a relative advantage. If wecan fullyun-
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derstand how nature has solved this puzzle, the thought goes, we will have the
beginnings of an account of the evolution of moral systems: social coopera-
tion lays the foundation for developing and enforcing norms of behavior.
As Alexander (1987, 1) puts it: “moral systems are societies with rules.” To
follow and enforce those rules, we must be able to recognize individuals
and their behavioral tendencies to act accordingly. One way this can happen
is for individuals to behave conditionally: only help those who help or harm
those who do not help.1 In both cases, it is essential that individuals be able to
recognize the behavior of other individuals and adjust their own behavior ac-
cordingly.

This is only the beginning of an answer to the evolutionary puzzle, how-
ever.What different mechanisms can generate the necessary recognition and
conditional behavior? Can these coevolve with altruism? How might these
mechanisms influence other social behaviors? To investigate these ques-
tions, we model two prominent mechanisms for conditional social behavior:
exogenous signals deployed before one-shot interactions and reciprocity in
repeated interactions. Using these models, we investigate the relationship
between these mechanisms and spite, costly behavior that harms others.
Our findings are twofold. First, both sets ofmechanisms support spite as well
as altruism. Second, in some central cases, spite but not altruism can co-
evolve with recognition and conditional behavior. Insofar as recognition
and conditional behavior are central to our accounts of the evolution of mo-
rality, it is essential to consider harmful social behaviors as both a product of
and an influence on the core features of our moral systems.
2. Altruism, Spite, and Hamilton’s Rule(s). We can characterize both al-
truism and spite in the context of a simple interaction. Suppose there are
two individuals and one has an opportunity provide a benefit (b) to the other
individual at a cost of (c) to herself. Doing so would be altruistic. Alterna-
tively, individuals may have the opportunity to harm (h) other individuals at
a cost (c) to themselves. Given that the benefit (or harm) does not directly
affect the actor, both behaviors present evolutionary puzzles (Lehmann,
Bargum, and Reuter 2006; West and Gardner 2010): why do such costly be-
haviors occur in nature?

Genetic relatedness was one of the earliest answers considered. From the
gene’s eye view, helping family reproduce may be more advantageous than
producing offspring. The generalization of this trade-off is known as Ham-
1. While our focus in this article is on conditional behavior, there are many other poten-
tial solutions that do not involve conditional behavior, including kin selection (Hamilton
1964), group selection (Sober and Wilson 1998), and spatial interactions (Pollack 1989;
Nowak and May 1992).
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ilton’s rule. As Hamilton came to realize, relatedness need not be interpreted
in genetic terms (Hamilton 1964; Price 1970; Skyrms 1996). If the relatedness
coefficient is interpreted as positive or negative assortment, then Hamilton’s
rule can be generalized for both altruism and spite (Smead and Forber 2013).
Suppose r1 represents the degree of positive assortment (increasing the chances
of encountering the same behavioral type). Then Hamilton’s rule can be gen-
eralized to r1 > c=b. There is an analogous rule regarding the evolution of
spite. If r2 represents the degree of negative assortment (increasing the
chances of encountering a different behavioral type), then we can express
Hamilton’s condition for spite as r2 > c=h.

Conditional social behavior is one common way to facilitate the assort-
ment needed to stabilize altruism: simply make the altruistic sacrifice con-
ditional on the recipient being an altruist, and only altruists receive the ben-
efit. This creates positive assortment among the behaviors even if individual
encounters are random (Michod and Sanderson 1985). Of course, how ex-
actly this conditionality works is paramount. We consider two types of con-
ditional social behavior: social behavior that is conditional on some exog-
enous signal about the type of individual (sec. 3) and social behavior that is
conditional on past behavior (sec. 4). In each case there are parallels and dif-
ferences between the evolution of spite and altruism. And, as we will see, the
differences identify a surprising role for spite in the evolution of recognition.
3. Signals and Conditional Social Behavior. One common mechanism
of assortment is conditional behavior combined with a phenotypic marker
that reliably identifies an individual’s type, commonly referred to as a “green-
beard” (Dawkins 1976; Gardner and West 2009). The idea is that altruism
could evolve if altruists were able to conditionally direct their helping behav-
ior only toward one another by way of some identifying marker. To illustrate,
suppose there are two types in the population: altruistic greenbeards (A) and
egoists (E). Type A has an identifiable marker and only provides help (b at
cost c) to those with the samemarker. TypeE never gives help and has no such
marker. The fitnesses of each type are F(A, x) 5 (b 2 c)x and F(E, x) 5 0,
respectively, where x is the frequency of type A in the population. Note that
A will always have higher fitness, provided b > c.

A spiteful greenbeard (S) works in an analogous but opposite way. Type
S has an identifiable marker and only harms those who lack the marker. The
fitness for a spiteful greenbeard is F(S, x) 5 2c(1 2 x), where x represents
the frequency of type S. The fitness of type E (never engages in spite and
has no marker) is F(E, x) 5 2hx. Greenbeard spite will be favored when-
ever x=(1 2 x) > c=h. Even in this highly idealized model, differences be-
tween the evolutionary dynamics of spite and altruism begin to arise.Whether
greenbeard spite is favored depends on its frequency in the population, which
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is not true of greenbeard altruism. Also, greenbeard spite may be favored even
if c > h, provided there are enough spiteful greenbeards in the population.

The greenbeard models can be generalized in a useful way. The marker is
really just a kind of signal that is perfectly correlated with a behavioral type.
Real identifying markers would not be so perfectly aligned. Perhaps the green-
beards of altruists do not develop with perfect reliability, perhaps the abil-
ity to correctly identify greenbeard markers is imperfect, or perhaps it is pos-
sible to mimic the greenbeard trait in a semireliable way (sometimes called a
“falsebeard”).

Consider a model of signals and conditional social behavior. Let g rep-
resent the success rate of a signal about one’s type for eliciting the appro-
priate conditional social behavior, for example, the reliability of a greenbeard
trait for successfully eliciting cooperation from other greenbeards. We later
separate the production and recognition of this signal, but for now we sim-
ply consider g as the probability of a conditional altruist successfully eliciting
help from another conditional altruist (with probably 12 g, they are treated as
a different type). Likewise, to capture the possibility of mimics, let f represent
the success rate of a different type eliciting conditional behavior reserved for
similar types. In the altruism case, f is the probability that an egoist elicits help
from a conditional altruist. The fitnesses of each type can be expressed as fol-
lows, where x is the proportion of A in the population:

F(A, x) 5 xg(b 2 c) 2 (1 2 x) fc: (1)

F(E, x) 5 xfb: (2)

We can model the prospects for signal-based conditional spite in an anal-
ogous way. Let g represent the probability of a conditionally spiteful indi-
vidual avoiding spite from another such individual. Let f represent the suc-
cess rate for an egoist also avoiding spiteful behavior. The fitnesses of each
type can be expressed as follows, where x represents the proportion of S:

F(S, x) 5 x(1 2 g)(2h 2 c) 2 (1 2 x)(1 2 f )c: (3)

F(E, x) 5 x(1 2 f )(2h): (4)

In both cases, we can derive the conditions under which altruism and spite
will be favored: F(A, x) > F(E, x) and F(S, x) > F(E, x), respectively. Con-
ditional altruism will be favored over deceptive egoists when

g 2 f ≥
fc

x(b 2 c)
: (5)

Conditional spite will be favored over deceptive egoists when

g 2 f ≥
(1 2 f )c

x(h 1 c)
: (6)
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The formal similarities between conditions (5) and (6) are apparent. How-
ever, framing things in terms of signals that vary in reliability generates im-
portant differences. While both conditions require that the signaling types
identify one another more reliably than they misidentify mimicking egoists,
a highly successful mimic is a more serious threat to conditional altruism than
to conditional spite (more on this below). Notice also that the cost-to-harm
ratio in (6) plays a different role than the cost-to-benefit ratio in (5).

The differences become most apparent when we consider the stability
conditions for each type of greenbeard, which include F(A, 1) ≥ F(E, 1)
and F(S, 1) ≥ F(E, 1) for altruism and spite, respectively. For altruism, this
amounts to

g 2 f ≥ g
c

b
: (7)

For spite, the condition is

g 2 f ≥ (1 2 g)
c

h
: (8)

These conditions represent necessary, but not sufficient, conditions for neu-
tral stability. Writing expressions (7) and (8) as strict inequalities would make
them sufficient, but not necessary, for evolutionary stability (Maynard Smith
1982).

Provided g > f and x ≈ 1, a very reliable signal g ≈ 1 can guarantee that
conditional spite has strictly higher fitness than any potential invading type.
But, a very high degree of reliability does not necessarily translate to stabil-
ity for altruism. An effective (but still imperfect) mimic can threaten to invade
no matter the success rate of the signal among the altruists. In other words,
spite can be stable even if their signal is relatively easy to fake; the same is not
true for altruism. Furthermore, if g ≫ f, it is possible for extremely costly spite
to be stable—acts that are more costly to the actor than harmful to the recip-
ient. Extremely costly altruism, however, cannot be stable, for if c > b then
equation (7) cannot be satisfied.

The reason for these asymmetries is that in a population of conditionally
spiteful types, there is nothing to be gained by attempting to fake a reliable
signal. If the signal is reliable, there is very little harming behavior occurring
in the population (and likewise, very few individuals paying the cost). Most
individuals are already in a best-case scenario of avoiding harm and not pay-
ing the cost to harm. In the case of the conditional altruism, however, there is
still the temptation to acquire the benefit without paying the cost. Although
conditional behavior based on identifiable signals can create both positive
and negative assortment, the asymmetry of these cases shows that such a mech-
anism is more conducive to spite than to altruism.

The same moral is borne out in other more sophisticated models in which
similar asymmetries have been noted. For instance, Lehmann, Feldman, and
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Rousset (2009) investigate the coevolution of a neutral marker with asso-
ciated spiteful or altruistic behavior (they use the terms “harming” and “help-
ing”). They find that under certain conditions, harming behavior (spite) is
more likely to coevolve with genetic markers than helping behavior (altru-
ism). Interestingly, one of the earliest discoveries of a greenbeard effect in-
volved conditional harming behavior in the red fire ant where workers would
kill queens that did not bear the marker (Keller and Ross 1998).

3.1. The Evolution of the Signal. While type-specific signals can stabi-
lize conditional spite and conditional altruism, it remains to be seen whether
such signals can coevolve with the social behaviors. Signals require both a
sender (e.g., the bearer of a greenbeard marker) and a receiver (e.g., the in-
dividuals who may identify the marker and act accordingly; Skyrms 2010).
Any investigation to the evolution of signal-mediated conditional social be-
havior would need to consider both the production of the signal as well as the
ability to recognize the signal.

Note that the variables g and f above are not fully specified in this regard.
They represent only the probability that the relevant conditional behavior is
invoked on the basis of the type sending the signal. Any failure to invoke the
corresponding conditional behavior could be due to a failure in the signal (e.g.,
a beard is not green enough) or a failure in recognition by the other individual
(e.g., beard color blindness).

To consider these possibilities, we can introduce a variable representing
the reliability of a particular type of conditional strategy producing the signal gs
and the reliability of others with that conditional strategy recognizing the sig-
nal gr. Assuming these are independent, the global g parameter is the prod-
uct g 5 gs gr. For simplicity, we treat the success rate of mimics f as con-
stant.2

The fitness functions in the case of conditional altruism and conditional
spite become

F(A, x) 5 xgsgrb 2 xgsgrc 2 (1 2 x) fc, (9)

F(S, x) 5 2x(1 2 gsgr)h 2 x(1 2 gsgr)c 2 (1 2 x)(1 2 f )c: (10)

We can now consider selection on gs and gr. To evaluate how selection
may influence gs, suppose that gr 5 1 and that mutants are introduced into
the population (A0 and S 0 for the altruism and spite cases, respectively) that
differ from the natives only in the reliability of producing their type-specific
signal g0

s ≠ gs.
2. The models here could be expanded by dividing the f factor in a similar way into fs
and fr. Doing so complicates the results but does not change the central message, so we
have left out a discussion of these results for brevity.
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In the case of altruism, the mutant has the fitness

F(A0, x) 5 xg0
sb 2 xgsc 2 (1 2 x)fc: (11)

Under these assumptions, F(A0, x) > F(A, x) whenever g0
s > gs. Conse-

quently, we should expect selection to result in more reliable signals among
the conditional altruists.

The same is true for conditional spite, where a mutant spiteful individual
(S 0) has the fitness

F(S 0, x) 5 2x(1 2 g0
s)h 2 x(1 2 gs)c 2 (1 2 x)(1 2 f )c: (12)

In this case, we see an exact parallel with conditional altruism: F(S 0, x) >
F(S, x) whenever g0

s > gs. With both conditional spite and conditional altru-
ism, if recognition is reliable, we should expect the reliability of producing
the type-specific signal to increase under selection.

3.2. The Evolution of Recognition. Reliable signal production is only
half of the story. We need to also address the ability of others to recognize
and respond to the signal. Now suppose that signal production is perfect
(gs 5 1), but the ability to recognize signals is not (gr < 1). Mutants are in-
troduced who have a conditional strategy that is more or less effective at
identifying others with that same strategy (g0

r ≠ gr). As before, we assume
that the success rate of potential mimic signals is constant.

In the case of altruism, the fitness for the mutant (A0 with g0
r) is

F(A0, x) 5 xgrb 2 xg0
rc 2 (1 2 x)fc: (13)

HereF(A0, x) > F(A, x) if and only if g0
r < gr. That is, anymutant conditional

type that is less reliable at identifying others of the same type will have a
strict fitness advantage over the natives. Therefore, if conditional altruism
does evolve, we should expect the type-recognition ability of this population
to erode. Once this erodes, so does the barrier for egoistic invaders.

In the case of spite, the fitness for the mutant (S 0) is

F(S 0, x) 5 2x(1 2 gr)h 2 x(1 2 g0
r)c 2 (1 2 x)(1 2 f )c : (14)

Notice the difference: when conditional spite is common, any mutant that
is more reliable at identifying others of the same type (g0

r > gr) will have
a strict fitness advantage over the natives. Thus, if conditional spite evolves,
there will be persistent evolutionary pressure for better type recognition.

4. Reciprocity. The previous model considered conditional behavior based
on an exogenous signal. The signal influenced the interaction but was not part
of the helping or harming behavior. Such a signal is only one way that type
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recognition may be mediated. There may be circumstances in which there
simply are no indicators of an individual’s behavioral type outside of the be-
havior itself. Yet a limited source of information about behavioral type is still
available: observation of past behavior. This ties into another early solution
to the evolutionary puzzle of altruism: reciprocity (Trivers 1971; Axelrod and
Hamilton 1981). Reciprocity can generate the positive assortment of behav-
iors necessary for prosocial strategies to evolve (Michod and Sanderson 1985).
However, the connection between reciprocity and spite has been largely over-
looked. An examination of reciprocal spite reveals that reciprocity can pre-
vent as well as promote prosocial behavior, but there is also reason to think
reciprocal spite is less evolutionarily significant than reciprocal altruism.

The theory of repeated games provides a way to capture the potential ef-
fects of reciprocity. The general characterization of altruism and spite from
above can be represented with games: the Prisoner’s Dilemma and the Pris-
oner’s Delight. Imagine that two individuals get the option to confer a ben-
efit b on their partner in the case of the Dilemma (cooperate) or a harm h in the
case of the Delight (spite), at some cost c to themselves, andmust make their
decision simultaneously.

In game theoretic terms, the evolutionary puzzles for altruism and spite
are that such strategies are strictly dominated and do not form an equilibrium
of their respective games. However, if the game is played more than once,
there are strategies that will reciprocate and can stabilize both cooperation and
spite in the repeated game—the famous tit for tat is an example of such a strat-
egy in the Dilemma (Axelrod 1984). The Folk theorem shows us that there are
an infinite number of possible equilibria in the repeated games (Friedman
1971; Rubinstein 1979). Simply put, the theorem states that any pair of pay-
offs for which both players are earning more than their minimax payoff can
be maintained in equilibrium so long as there is a sufficient probability (p)
of a future round of play (see Fudenberg and Tirole 1991).

Applying the Folk theorem to the Dilemma shows that any payoff for
which both players receive more than 0 is a potential equilibrium payoff
for some pair of appropriately defined strategies and a sufficiently large
probability of a future interaction (see fig. 1, left). Note that many possible
equilibria are inefficient, when players receive substantially less than the
fully cooperative b 2 c payoffs. There is no guarantee of perfect coopera-
tion in the repeated game, and in fact there are strategies that can extort
other players (Press and Dyson 2012); this effectively turns the repeated Di-
lemma into a bargaining game (Binmore 2005). Nevertheless, compared to
the one-shot game, where cooperation cannot be sustained in equilibrium,
the repeated Dilemma is much more conducive to cooperation. Reciprocity
can only improve the evolutionary prospects for altruism.

The repeated Delight also has solutions that involve the use of the dom-
inated spite strategy. In this case, the minimax payoff is2h. This means that
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there will be many equilibria in the repeated Delight for which individuals
receive less than the optimal zero payoff (see fig. 1, right). Spiteful behavior
will occur with some regularity in these equilibria.

We can express precisely that altruism can be maintained in equilibrium,
provided that the current and expected future payoff outweighs the short-
term gain for not cooperating:

o
∞

i51

pi b 2 cð Þ > c: (15)

There is no directly analogous condition for the stability of spite because
repeated spite is already the worst punishment one individual can inflict on
another. Yet spite can be maintained in equilibrium if it occurs only some
of the time. Consider an alternating strategy that harms one’s partner every
Nth round and will harm persistently if the pattern is not reciprocated. This
strategy can be maintained in equilibrium if the current and future payoffs
outweigh the benefit of avoiding the cost to spite in every Nth round:

h o
∞

i51

pi 2o
∞

i51

pNi

� �
> c 1 1o

∞

i51

pNi

� �
: (16)

Notice that with larger values of N and p reciprocity can maintain a lim-
ited amount of spite that is more costly to the actor than it is harmful to the
recipient. This contrasts with the conditions enabling reciprocal altruism,
which require that the benefit to the recipient outweigh the cost to the actor,
aswell aswith thestandard inclusivefitnessapproaches tospite,which require
that spite be more harmful to others than it is costly to the actor.
Figure 1. Suppose b5 3 and c 5 1. Shading represents possible mean payoff (per
round) for any combination of repeated game strategies. Dark shading represents pay-
offs for feasible equilibria in the repeated Prisoner’s Dilemma (left) and Prisoner’s De-
light (right). Color version available as an online enhancement.
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Investigating evolutionary dynamics in repeated games involves restrict-
ing the strategy space to a finite subset. Here, we consider the case of an
infinite randomly mixing population in which individuals are playing an in-
finitely repeated game ( p 5 1). Suppose that all pure strategies with a one-
round memory are represented and are executed without errors. For a 2 � 2
symmetric game, there are 32 such strategies: two possible initial strategies
and two possible responses for each of the four possible outcomes in the pre-
vious round. Also suppose that initial frequencies are drawn from a uniform
distribution over the strategy space and that evolution operates according to
the discrete-time replicator dynamic (Weibull 1995).

In the context of the Dilemma (with b 5 3, c 5 1, and p 5 1), the con-
ditions for stability of cooperative equilibria are met. Indeed, the typical re-
sult of evolution is some combination of altruistic strategies (strategies that
result in a perfect cooperation rate when played among one another). Coop-
eration evolved in every simulated population.3 In the repeated Delight (with
h 5 3, c 5 1, and p 5 1), reciprocal spite is possible with strategies that al-
ternate between harming and not harming one’s partner.4 In this case, the con-
ditions for the stability of reciprocal spite are very similar to those of altruism.
Nevertheless, reciprocal spite evolves very rarely: only five in 105 simulated
populations reached an equilibrium with reciprocal spite. In each case, the pop-
ulations involved a collection of alternating strategies.

Reciprocal spite and reciprocal altruism are both evolutionarily possible
but with important differences. Reciprocal spite allows for the possibility of
extremely costly harming behavior, where the cost of an individual spiteful
act outweighs the harm done. Reciprocal altruism does not allow for extremely
costly helping behavior. Also, in limited models with restricted strategy spaces,
reciprocal altruism evolves far more readily than reciprocal spite.

It is also worth noting that reciprocity can be indirect when behaviors are
enforced by others not directly affected by transgressions. Alexander (1987)
argued that indirect reciprocity is the crucial feature of humanmoral systems.
Further, it has been shown that if there are reliable ways of tracking past be-
havior, conditional strategies can stabilize altruism by indirect reciprocity
(Nowak and Sigmund 2005), and similar mechanisms can support the evo-
lution of spite (Johnstone and Bshary 2004). Interestingly, in models where
the information transmission coevolves with social behavior, it has been ob-
served that cooperation through indirect reciprocity faces evolutionary obsta-
cles due to subversion of the information transmission (Smead 2010).
3. Simulations were written in C, and 105 independent trials were run.

4. Fudenberg and Maskin (1990) show that this kind of alternating strategy is evolution-
arily significant in the context of the repeated Prisoner’s Dilemma.

86/687872 Published online by Cambridge University Press

https://doi.org/10.1086/687872


894 PATRICK FORBER AND RORY SMEAD

https://doi.org/10.1086/68787
5. Recognition and Morality. Altruism and spite have a common evolu-
tionary core: assortment. In both cases the requisite assortment can come
about through recognition and conditional social behavior. Despite this com-
monality, the prospects for the coevolution of the specific mechanisms of as-
sortment stand in stark contrast for spite and altruism. Our models suggest that
assortment driven by recognition via exogenous signals can coevolve with
spite but not with altruism. The inverse is true for assortment driven by reci-
procity. Thus, both of these social behaviors may play different but essential
roles in the evolution of moral norms more generally.

The models here may be particularly relevant to understanding the evo-
lution of punishment. One standard account presumes that cooperation evolves
first among kin or small groups, usually involving mutually beneficial social
interactions, then the scope of cooperative behavior expands to include larger
number of individuals with the help of punishment to stabilize cooperation
against the increasing risks of free riding or subversion (Axelrod and Ham-
ilton 1981; Boyd et al. 2003; Binmore 2005; Sterelny 2012). Punishment re-
quires recognition of individuals and their behavioral tendencies for such
sanctions to maintain cooperative norms. Insofar as punishment is a deep
feature of human moral systems, understanding the evolutionary origins of
recognition will be a key component of a robust account of the evolution of
moral norms. The results here illustrate important evolutionary connections
behind the manner in which recognition occurs and the associated social in-
teractions. For instance, what kinds of social interactions can provide the nec-
essary scaffolding for the evolution of recognition? The answer to this ques-
tion depends on the type of information being used in the recognition process.
If it is direct information of past behaviors (as occurs in reciprocity), altruistic
interactions can support the evolution of recognition. But, if the recognition
is reliant on exogenous signals, altruistic interactions lead to a deterioration in
recognition ability. Conditional spite, however, can scaffold recognition when
exogenous signals matter.

Perhaps even more striking, the models we have explored here and else-
where show that conditional harming behavior can even evolve independently
from its potential use of as punishment to enforce prosocial norms. In contrast
to the standard account, the conditional harming seen in punishment may have
evolved first, scaffolding the evolution of recognition and thereby enabling
robust cooperation to evolve later.

Nietzsche made a conjecture about the origin of punishment. After de-
fending the methodological point that historical inquiry must respect that “the
cause of the origin of a thing and its eventual utility, its actual employment
and place in a system of purposes, lie worlds apart” (1887/1967, II 12)—a
point Gould and Lewontin (1979) famously echo in the context of evolution-
ary inquiry—Nietzsche claims: “In accordance with the [stated] major point
of historical method, it is assumed without further ado that the procedure
2 Published online by Cambridge University Press

https://doi.org/10.1086/687872


SPITE, RECOGNITION, AND MORALITY 895

https://doi.org/10.10
[of inflicting harm] itselfwill be somethingolder, earlier than its employment in
punishment, that the latter is only projected and interpreted into the pro-
cedure (which had long existed but been employed in another sense)”
(1887/1967, II 13). Nietzsche may very well be right.
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