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Let « be a bounded C2;¬ domain in R2 . We prove that the boundary-value problem
¢ v = 0 in « , @v=@n = ¶ sinh(v) on @ « , has in¯nitely many (classical) solutions for
any given ¶ > 0. These solutions are constructed by means of a variational principle.
We also investigate the limiting behaviour as ¶ ! 0 + ; indeed, we prove that each of
our solutions, as ¶ ! 0 + , after passing to a subsequence, develops a ¯nite number of
singularities located on @« .

1. Introduction and main results

A very common boundary condition in corrosion modelling is associated with the
names of Butler and Volmer. In its simplest form, it asserts that there is an exponen-
tial relationship between the boundary voltages and the boundary normal currents

@w

@n
= ¶ (e w ¡ e¡(1¡ )w) + 2g;

where the coe¯ cient 0 <  < 1 (frequently referred to as the transfer coe¯ cient)
is a `constitutive constant’; it depends on the constituents of the electrochemical
system, but only very mildly on their concentrations. The constant ¶ , on the other
hand, is highly concentration dependent; it may take negative, as well as positive,
values|values near zero corresponding to a transition between `active’ and `passive’
status of the boundary. The source term g represents externally imposed boundary
currents. If we take  = 1

2 and set v = 1
2 w, then the above boundary condition

simpli es to
@v

@n
= ¶ sinh(v) + g: (1.1)

We shall closely examine this version in the two-dimensional setting. We shall
assume that the domain in question, « » R2, contains no sources or sinks and
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constitutively is modelled by a simple Laplace operator, so that the voltage poten-
tial v satis es

¢v = 0 in « ; (1.2)

subject to the boundary condition (1.1) on all of @« . The externally imposed current
is equilibrated, that is, Z

@«

g d ¼ = 0:

For a detailed discussion of this and more elaborate models of corrosion, see, for
instance, [6]. The boundary-value problem (1.2) and (1.1) is easily seen to have
a unique solution for ¶ 6 0 (modulo a constant for ¶ = 0). In [12], it is proven
that there exists a positive value ¶ ¤ (depending on g) such that the unique solution
that exists for ¶ 6 0 may be `continued’ for values of ¶ in the interval 0 < ¶ < ¶ ¤ .
Numerical experiments presented in that same paper strongly suggest that solutions
exist for even larger values of ¶ ; the same experiments also indicate that the solution
will not be unique for ¶ > 0.

The special case of « = D = the unit disc is studied in detail in [4], the goal
being to examine the multiplicity of solutions and their `blow-up’ behaviour. For
that purpose, it is assumed that there are no externally imposed boundary currents,
so that the boundary condition reads

@v

@n
= ¶ sinh(v) on @« : (1.3)

The function v = 0 is now a solution for all values of ¶ . For ¶ < 0, it is the only
solution, but for ¶ > 0, the picture is radically di¬erent. At each non-negative
integer value of ¶ , a non-zero family of solutions branches o¬ the zero solution. The
fact that the bifurcation happens at non-negative integer values of ¶ owes to the
fact that these are the (Steklov) eigenvalues for the boundary-value problem, where
the nonlinear boundary condition (1.3) is replaced by its linearized counterpart
@v=@n = ¶ v. For ¶ = 0, the new family of solutions is trivial, it simply consists
of the constants, but the families corresponding to ¶ = 1; 2; : : : are much more
interesting. These solutions continue to exist for parameter values all the way down
to ¶ = 0 + , and, as ¶ ! 0+ , they exhibit very interesting blow-up behaviour. Quite
surprisingly, all these solutions are given by explicit formulae. Let k be any positive
integer, let K(x; y) denote the function K(x; y) = log(x2+y2), let pj, 0 6 j 6 2k ¡ 1,
denote the 2k points on the unit circle, which in `complex notation’ are given by
pj = eijº =k, and de ne

· k( ¶ ) :=

µ
k + ¶

k ¡ ¶

¶1=2k

:

Then the functions

v2k;¶ (x; y) :=

2k¡1X

j = 0

( ¡ 1)jK((x; y) ¡ · k( ¶ )pj)

are indeed solutions to the boundary-value problem (1.2), (1.3) for 0 < ¶ < k. We
may thus conclude that

https://doi.org/10.1017/S0308210500002316 Published online by Cambridge University Press

https://doi.org/10.1017/S0308210500002316


On the existence and b̀low-up’ of solutions 121

(i) given any ¶ > 0, there exist in nitely many non-trivial solutions to the
boundary-value problem (1.2), (1.3), namely v2k;¶ , k > [ ¶ ] + 1, where [ ¶ ]
denotes the integer part of ¶ .

These solutions have the properties that

(i) as ¶ ! 0 + , v2k;¶ develops 2k singularities located at the points pj , with
0 6 j 6 2k ¡ 1;

(ii) as ¶ ! 0 + , @v2k;¶ =@n converges to 2º
P2k¡1

j = 0 ( ¡ 1)j + 1 ¯ pj in the sense of mea-
sures; and

(iii) krv2k;¶ k2
L2(D) = 8kº log(1=¶ ) + O(1) as ¶ ! 0 + .

If we introduce the energy

E(v) = 1
2
krvk2

L2(D) ¡ ¶

Z

@D

[cosh(v( ¼ )) ¡ 1] d ¼ ;

then all these solutions also have energies that are of the order log(1=¶ ) as ¶ ! 0 + .
The goal of this paper is to show that the problem (1.2), (1.3) qualitatively

has a very similar `solution structure’ for an arbitrary two-dimensional bounded
C2;¬ domain « .

1.1. Existence

Concerning existence, we prove the following.

Let « » R2 be a bounded C2;¬ domain. The boundary-value problem (1.2)
and (1.3) has in¯nitely many classical solutions for any ¯xed ¶ > 0. To be quite pre-
cise, one may construct countably many families of solutions fvk;¶ g1

k = 2. The family
vk;¶ is de¯ned for 0 < ¶ < · k, where · k is the kth (Steklov) eigenvalue associated
with the linear boundary-value problem

¢’ = 0 in « ;
@’

@n
= · ’ on @« :

Each of these families of solutions satis¯es the following estimates as ¶ ! 0+ :

c ¤ (k) log

µ
1

¶

¶
6 krvk;¶ k2

L2( « ) 6 C ¤ (k) log

µ
1

¶

¶
; (1.4)

c ¤ (k) log

µ
1

¶

¶
6 E(vk;¶ ) 6 C¤ (k) log

µ
1

¶

¶
: (1.5)

Here, c ¤ (k) and C ¤ (k) are two positive constants, and E(v) denotes the energy
expression

E(v) = 1
2
krvk2

L2( « ) ¡ ¶

Z

@«

[cosh(v( ¼ )) ¡ 1] d ¼ :

It may happen that the Steklov eigenvalues · k have multiplicities greater than
one|in this case, it is not impossible that the sequence of solutions we construct
will contain elements that are repeated a  nite number of times. We do suspect,
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however, that such multiple eigenvalues give rise to additional solutions. Consider,
for example, the case of the unit disc. In this case,

· 1 = 0 and · 2k = · 2k + 1 = k for k > 1:

Earlier, we gave an explicit formula for the solution v2k;¶ ; additional solutions
arise by arbitrary rotation of this solution. The eigenvalue · 2k = · 2k + 1 = k, of
multiplicity two, is thus associated with a set of solutions to (1.2) and (1.3) of
genus two, much as one might have expected.

1.2. Blow-up

Let fvngn be a sequence of continuous functions de ned on ·« . We introduce the
following notion of blow-up points for fvng.

Definition 1.1. A point x 2 ·« is said to be a blow-up point for the sequence
fvng if and only if there exists a sequence of points xn ! x, xn 2 ·« , such that
jvn(xn)j ! 1 as n ! 1.

Concerning the blow-up behaviour of solutions, we prove the following.

Let « » R2 be a bounded C2;¬ domain, and let v ¶ n , ¶ n ! 0+ , be a sequence of
solutions to the boundary-value problem (1.2) and (1.3), satisfying (1.4) and (1.5),
and set

v0
¶ n

= v ¶ n
¡ j@« j¡1

Z

@«

v ¶ n d ¼ :

Then there exists a subsequence, for simplicity also called ¶ n, a regular ¯nite Borel
measure · , supported on @« , and a ¯nite non-empty set of points S » @« such
that1

@v ¶ n

@n
! · in the sense of measures, as ¶ n ! 0 + ;

and

S is the set of blow-up points for the sequence fv0
¶ n

g;

the set S is also exactly the set of points ¼ 2 @« for which · (f ¼ g) 6= 0:

The main technique used to classify solutions to the boundary-value problem (1.2)
and (1.3) is one that is frequently associated with the names of Lyusternik and
Schnirelman, or Palais and Smale. This technique characterizes critical values of
the energy as appropriate inf sup involving sets of a  xed genus > k. The associated
critical points are solutions to (1.2) and (1.3). Estimates for the critical values lead
to corresponding estimates for the energy and the L2-norm of the gradient.

1Here, c̀onvergence in the sense of measures’ refers to convergence in the weak* topology on
the dual of C0(@ « ); in other words,

Z

@ «

@v ¶ n

@n
’ d ¼ !

Z

@ «

’ d ·

for all ’ 2 C 0(@« ).
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The basis for our analysis of the limiting blow-up behaviour is a uniform
L1(@« ) estimate for @v ¶ =@n (which follows directly from the aforementioned energy
estimates) combined with an adaptation of techniques developed by Brezis and
Merle [3]. In the case of the unit disc, the measure · consists entirely of a sum of
Dirac delta functions supported on the set S. For more general domains, we can
currently not exclude that · has a non-zero regular part as well. An interesting
open question concerns the speci c form of this regular part (if, indeed, it exists),
as well as the exact location of the points of the set S.

We want to point out that our analysis does not claim to capture all solutions
to (1.2) and (1.3), or even all possible kinds of asymptotic behaviour. For example,
for certain (non-simply connected) domains it is not hard to construct a family of
solutions whose normal ®ux blows up everywhere on @« { this family fails to satisfy
the upper energy bounds in (1.4) and (1.5).

This paper is organized as follows. In x 2 we gather some preliminary results
and prove the existence of in nitely many solutions via an appropriate variational
approach. In x 3 we establish lower and upper bounds for the energy of the solu-
tions constructed in the previous section. In this section we also establish a uni-
form L1 bound for the normal derivatives. Finally, in x 4 we examine the limiting
behaviour of these solutions and their normal derivatives as ¶ ! 0 + .

2. Existence of in¯nitely many solutions

Let « » R2 be a bounded C2;¬ domain, and let ¶ denote a positive number. We
wish to study the existence, as well as the asymptotic behaviour, of non-trivial
( nite-energy) solutions to the boundary-value problem

¢v = 0 in « ;

@v

@n
= ¶ sinh(v) on @« :

9
=

; (2.1)

Denoting by k ¢ k the norm on L2( « ), we consider the functional

E(v) := 1
2
krvk2

L2( « ) ¡ ¶

Z

@«

[cosh(v( ¼ )) ¡ 1] d ¼ (2.2)

on H1( « ); as one can easily deduce from lemma 2.1 below, E is an even C 1

functional on H1( « ) and the critical points of E in this space are ( nite-energy)
solutions to (2.1). Due to the regularity of @« , standard elliptic regularity theory
implies that these critical points are indeed classical (C 1 ( « ) \ C1;¬ ( ·« )) solutions
to (2.1). In the following, the space H1( « ) is equipped with the scalar product

(ujv)1 :=

Z

«

ru(x) ¢ rv(x) dx +

Z

@«

u( ¼ )v( ¼ ) d ¼ ; (2.3)

the associated norm is denoted k ¢ k1.
We recall the two following results, which are both consequences of the fact that,

for any a; b 2 R, the Sobolev space H1=2(a; b) is continuously embedded in the
Orlicz space associated with the convex function © (t) := et2 ¡ 1 (see [1,8,12]). For
the convenience of the reader, we provide outlines of proofs that derive these results
from the more classical two-dimensional Moser{Trudinger inequality.
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Lemma 2.1. For any ¬ 2 R, there exist two constants, C > 0 and  > 0, such that
Z

@«

cosh(¬ v( ¼ )) d ¼ 6 C exp( kvk2
1) 8v 2 H1( « ):

Proof. It is a simple consequence of a well-known inequality that
Z

«

e¬ v dx 6 Ce kvk2
1 (2.4)

(see [1,11]). Indeed, theorem 7.15 of [11, p. 162] asserts that
Z

«

e(v=c1krvkL2 ( « ))2

6 c2j « j 8v 2 H1
0 ( « );

so
Z

«

e ¬ v dx 6
Z

«

e( ¬ c1krvkL2 ( « ))2

e(v=c1krvkL2( « ))2

dx 6 C0e
 0 krvk2

L2 ( « ) 8v 2 H1
0 ( « ):

Let « »» ~« , and, given any v 2 H1( « ), let ~v 2 H1
0 ( ~« ) be such that

~v = v on « and kr~vkL2( ~« ) 6 CkvkH1( « ):

Then
Z

«

e ¬ v dx 6
Z

~«

e ¬ ~v dx 6 ~Ce
~ kr~vk2

L2( ~« ) 6 Ce
 kvk2

H1 ( « ) 8v 2 H1( « ):

This veri es (2.4). It is also well known that
Z

@«

jwjp d ¼ 6 Cp

µZ

«

jrwjp dx +

Z

«

jwjp dx

¶

for any p > 1. We now pick a  xed 1 < p < 2 and estimate
Z

@«

e ¬ v d ¼ =

Z

@«

je¬ v=pjp d ¼ 6 C

µZ

«

jr(e ¬ v=p)jp dx +

Z

«

e ¬ v dx

¶
: (2.5)

By di¬erentiation and use of H�older’s inequality,
Z

«

jr(e ¬ v=p)jp dx =

Z

«

¯̄
¯̄ ¬

p
e¬ v=prv

¯̄
¯̄
p

dx

=

µ
¬

p

¶p Z

«

jrvjpe ¬ v dx

6 C

µZ

«

jrvj2 dx

¶p=2µZ

«

(e¬ v)2=(2¡p) dx

¶(2¡p)=2

6 Ckvkp
1e 0 kvk2

1 : (2.6)

For the last inequality, we used the estimate (2.4). Insertion of (2.6) into (2.5), and
use of (2.4), now yields

Z

@«

e ¬ v d ¼ 6 C(kvkp
1 + 1)e 0 kvk2

1 6 Ce kvk2
1 ;

which immediately leads to the estimate of this lemma.
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Lemma 2.2. If fvngn is a sequence in H1( « ) converging weakly to v 2 H1( « ),
then

sinh(¬ vn) ! sinh(¬ v) and cosh(¬ vn) ! cosh(¬ v)

strongly in L2(@« ) for any ¯xed ¬ 2 R.

Proof. Consider the  rst convergence result. The sequence fvngn is bounded in
H1( « ) and, from Sobolev’s imbedding theorem and the compactness of the imbed-
ding H1=2(@« ) » Lp(@« ), p < 1, we get that vn ! v in L4(@« ). By the mean-
value theorem,

sinh(¬ vn(x)) ¡ sinh(¬ v(x)) = ¬ (vn ¡ v)(x) cosh(¬ ¹ n(x));

with minfvn(x); v(x)g 6 ¹ n(x) 6 maxfvn(x); v(x)g. Therefore,

j sinh(¬ vn(x)) ¡ sinh(¬ v(x))j2 6 j¬ j2j(vn ¡ v)(x)j2 cosh(j¬ j(jvn(x)j + jv(x)j))2;

and so

k sinh(¬ vn) ¡ sinh(¬ v)kL2(@« )

6 j ¬ jkvn ¡ vkL4(@« )k cosh(j¬ vnj + j¬ vj)kL4(@« )

6 2j ¬ jkvn ¡ vkL4(@« )k cosh(j ¬ vnj) cosh(j¬ vj)kL4(@« )

6 Ckvn ¡ vkL4(@« )k cosh(8¬ vn)k1=8
L1(@« )

k cosh(8¬ v)k1=8
L1(@« )

6 Ckvn ¡ vkL4(@« ):

Here we have used the inequality cosh(x+y) 6 2 cosh(x) cosh(y) in the second line,
and lemma 2.1 in the last line. This establishes the  rst convergence result. The
proof of the second result follows along the exact same lines.

In order to construct a family of critical points for E, and thus a family of
solutions to (2.1), we have two possibilities. The  rst is to construct critical points
for the unde¯ned functional E on H1( « ), where unde¯ned refers to the fact that
E is neither bounded from below nor from above. The second possibility is to
introduce a functional J , which is bounded from one side, and which is such that
critical points for J on some submanifold § yield critical points for E in H1( « )
(via some simple transform). In what follows, we adopt the second approach.

As suggested in the works of Pohoµzaev [9] and Bahri [2] (see, for instance, [7, ch. 4
and 5]), we de ne

J(u) := sup
t>0

E(tu); u 6= 0:

Note that J(u) > 0, and

(i) J(u) = 1 if and only if u 2 H1
0 ( « ) = H1( « ) \ fu : uj@« = 0g;

(ii) J(u) = 0 if and only if E(tu) 6 0 8t > 0.

In the following three lemmas, we shall carefully examine the regularity properties
of J . First we show that, whenever 0 < J(u) < 1, there exists a (unique) real
parameter t(u) > 0 such that J(u) = E(t(u)u); indeed, t(u) is the solution to

tkruk2
L2( « ) ¡ ¶

Z

@«

sinh(tu( ¼ ))u( ¼ ) d ¼ = 0:
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We furthermore show that t(u) is a smooth function of u on the open set
f0 < J < 1g. This immediately implies that J is a C 1 functional on the open
set f0 < J < 1g. A slight extension of this argument yields that J is continuous
from H1( « )nf0g onto [0; 1] (it is very simple to see that J may not be continuously
extended to all of H1( « )). Finally, we also demonstrate how critical points for J on
the unit sphere yield critical points for E in H1( « ), by the simple transformation
u ! t(u)u.

Lemma 2.3. For ¯xed u 2 H1( « ) n f0g, de¯ne

f (t) := E(tu) = 1
2 t2kruk2

L2( « ) ¡ ¶

Z

@«

[cosh(tu( ¼ )) ¡ 1] d ¼ ; t 2 R:

Then f is an even function and f 2 C 1 (R). Suppose u is such that supt>0 f (t) is
¯nite and positive. Then there exists a unique positive real number t(u), satisfying
f (t(u)) = supt>0 f (t) = J(u). The map w 7! t(w) is well de¯ned in an H1( « )
neighbourhood of u, and it is of class C 1 .

Proof. It is clear that f is C 1 , even on R, with f (0) = 0. Assuming that supt>0 f(t)
is  nite and positive, we also easily conclude that u does not identically vanish on
@« , and thus that f (t) ! ¡ 1 as t ! +1. As a consequence, there exists t(u) > 0
such that f (t(u)) = maxt>0 f(t). A straightforward calculation shows that

f 0(t) = tkruk2
L2( « ) ¡ ¶

Z

@«

sinh(tu( ¼ ))u( ¼ ) d ¼ ;

f 00(t) = kruk2
L2( « ) ¡ ¶

Z

@«

cosh(tu( ¼ ))u2( ¼ ) d ¼ ;

f 000(t) = ¡ ¶

Z

@«

sinh(tu( ¼ ))u3( ¼ ) d ¼ :

From the expression for f 000, it follows that f 0 is strictly concave on ]0; +1[ (remem-
ber that u =2 H1

0 ( « ) and ¶ > 0). We also have that f 0(0) = 0 and f 0(t) ! ¡ 1 as
t ! +1. Since supt>0 f (t) > 0 = f (0), the derivative f 0 must take some positive
values on ]0; +1[. A combination of these facts gives that there exists a unique
t ¤ > 0 such that f 0(t ¤ ) = 0; moreover, f (t), as well as f 0(t), are positive for
0 < t < t ¤ . Using the fact that t ¤ is de ned by the relation

kruk2
L2( « ) = t¡1

¤ ¶

Z

@«

sinh(t ¤ u( ¼ ))u( ¼ ) d ¼ ;

we get

f 00(t ¤ ) = ¶

Z

@«

·
tanh(t ¤ u)

t ¤ u
¡ 1

¸
cosh(t ¤ u)u2 d ¼ < 0;

since s¡1 tanh(s) < 1 for all s 2 R n f0g. We conclude that there exists a unique
t(u) := t ¤ > 0 such that f (t(u)) = maxt>0 f (t), and from the last inequality and
the implicit functions theorem it follows that the mapping w 7! t(w) is well de ned
and C 1 in a neighbourhood of u.

Lemma 2.4. The functional J : H1( « ) n f0g ! [0; 1] is even and continuous. J is
¯nite on H1( « ) n H1

0( « ).
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Proof. That J is even is obvious, and so is the fact that it is  nite on H1( « )nH1
0 ( « ).

In order to prove continuity, we consider un 2 H1( « ) n f0g, with un ! u0 2
H1( « ) n f0g, as n ! 1, and seek to establish that J(un) ! J(u0). Three di¬erent
cases occur: (i) J(u0) = 1; (ii) J(u0) = 0; and (iii) 0 < J(u0) < 1.

Case i. For any  xed t > 0, we have

J(un) = sup
s>0

E(sun) > E(tun) 8n

and
E(tun) ! E(tu0) as n ! 1:

Therefore,

lim inf
n ! 1

J(un) > lim
n ! 1

E(tun) = E(tu0) 8t > 0;

and so

lim inf
n ! 1

J(un) > sup
t>0

E(tu0) = J(u0) = 1:

This immediately implies that J(un) ! 1 = J(u0) as n ! 1.

Case ii. The set fu 2 H1( « ) n f0g : J (u) < 1g is easily seen to be open, and, as
a consequence, we have that J(un) < 1 for n su¯ ciently large. By taking away
those un for which J(un) = 0 (and for which convergence to J(u0) is no problem),
it remains to consider a sequence with 0 < J(un) < 1, for which un ! u0,
J(u0) = 0. We shall prove that the corresponding parameters t(un) converge to
zero as n ! 1; if not, there exists a subsequence, t(unk ), and a constant c > 0,
such that 0 < c < t(unk ) for all k. Since E(tunk ) > 0 for all 0 6 t 6 t(unk ) (see the
proof of lemma 2.3), it follows immediately that

E(tu0) = lim
k ! 1

E(tunk ) > 0 for all 0 6 t 6 c:

This implies that E(¢u0) vanishes on the interval [0; c], and after di¬erentiation,

µ
d

dt

¶3

E(tu0) = 0 for all 0 6 t 6 c: (2.7)

Due to the formula
µ

d

dt

¶3

E(tu0) = ¡ ¶

Z

@«

sinh(tu0( ¼ ))u0( ¼ )3 d ¼ ;

the identity (2.7) represents a contradiction to the facts that ¶ > 0 and that u0

does not vanish identically on @« . We conclude that t(un) ! 0 as n ! 1, and
thus J(un) = E(t(un)un) ! E(0) = 0 = J(u0) as n ! 1.

Case iii. The set fu 2 H1( « ) n f0g : 0 < J(u) < 1g is easily seen to be open, and,
as a consequence, we have that 0 < J(un) < 1 for n su¯ ciently large. The fact
that the mapping u ! t(u) is smooth (C 1 ) now implies that t(un) ! t(u0), and
so J(un) = E(t(un)un) ! E(t(u0)u0) = J(u0) as n ! 1.

Next we observe that critical points for J yield critical points for E.
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Lemma 2.5. For u 2 H1( « ) n f0g, with supt 2 R E(tu) > 0, let t(u) be as de¯ned
in lemma 2.3. The functional J is even and of class C 1 on the open even set
f0 < J < 1g. For u 2 f0 < J < 1g, we have J 0(u) = t(u)E0(t(u)u). Moreover, if
u 2 H1( « ) is a critical point for J on the sphere

§ :=

½
u 2 H1( « );

Z

«

jru(x)j2 dx +

Z

@«

ju( ¼ )j2 d ¼ = 1

¾
(2.8)

for which the critical value c := J (u) is positive (and ¯nite), then v := t(u)u is a
critical point for E in H1( « ) corresponding to the same critical value c.

Proof. It is clear that J is even and C 1 on the set f0 < J < 1g. Now, as J is
constant on the rays fsu; s > 0g, the Lagrange multiplier corresponding to the
critical point, u, of J on § , must be zero. Indeed, if we de ne F (w) := (wjw)1,
w 2 H1( « ), and if u 2 § and · 2 R are such that

J 0(u) = · F 0(u) in (H1( « ))0;

then it follows that

2 · = 2 ·

µZ

«

jruj2 dx +

Z

@«

ju( ¼ )j2 d ¼

¶
= · hF 0(u); ui = hJ 0(u); ui = 0;

since, for all s 2 R, we have J(su) = J(u), and thus, for all s 2 R (and, in particular,
for s = 1),

d

ds
J(su) = hJ 0(su); ui = 0:

Therefore, the positive critical values for J on § are also critical values in H1( « ),
while a critical point for J on § yields a ray of critical points for J in H1( « ). It
is also easy to see that a critical point, u, for J in H1( « ), with a corresponding
positive ( nite) critical value, gives rise to a critical point, u=kuk1, for J on § , with
the same critical value. For u 2 f0 < J < 1g and for any w 2 H1( « ), we have

hJ 0(u); wi = t(u)hE0(t(u)u); wi + hE0(t(u)u); uiht0(u); wi:

Now, by the very de nition of t(u), we have hE0(t(u)u); ui = f 0(t(u)) = 0, and
therefore

hJ 0(u); wi = t(u)hE0(t(u)u); wi;
i.e. J 0(u) = t(u)E0(t(u)u). Consequently, we see that if u 2 § is such that
0 < J(u) < 1, and if u is a critical point for J on § , then v := t(u)u is a critical
point for E in H1( « ).

Remark 2.6. It is important to observe that if v 2 H1( « ) is a non-trivial solution
to (2.1), then E(v) > 0, and v =2 H1

0 ( « ), so 0 < J(v) < 1. The fact that v =2 H1
0 ( « )

is obvious. Furthermore, multiplying (2.1) by v and integrating by parts, we obtain

krvk2
L2( « ) = ¶

Z

@«

v( ¼ ) sinh(v( ¼ )) d ¼ ;

and so

E(v) = ¶

Z

@«

[1
2 v( ¼ ) sinh(v( ¼ )) ¡ cosh(v( ¼ )) + 1] d ¼ > 0:
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The strict positivity follows from the fact that, for all ³ 2 R n f0g,

1
2
³ sinh( ³ ) ¡ cosh(³ ) + 1 =

X

n>1

1

(2n ¡ 1)!

·
1

2
¡ 1

2n

¸
³ 2n =

1

2

X

n>2

n ¡ 1

(2n ¡ 1)!n
³ 2n > 0:

Thus it is quite natural to seek critical points for E only on the set f0 < J < 1g.

In order to see that (2.1) has in nitely many solutions, it su¯ ces to prove that J
has an unbounded sequence of critical values on § . In constructing such a sequence,
we rely on what is frequently known as the Lyusternik{Schnirelman technique. We
recall that, given a closed even subset A of § , the genus ® (A) is the smallest integer
k for which there exists a continuous odd mapping of A into Rk n f0g (an even set
is one for which A = ¡ A). For integer k > 1, we now de ne the sets

Ak := fA » § ; A is closed; A = ¡ A and ® (A) > kg (2.9)

and the numbers

ck := ck( ¶ ) := inf
A 2 Ak

sup
u 2 A

J(u): (2.10)

It is easy to see that, given any k > 1, there exists a compact even subset A »
§ n H1

0 ( « ), with ® (A) > k. Simply take

A =

½ kX

j = 1

¬ jFj(x) :

Z

«

µ kX

j = 1

¬ jrFj(x)

¶2

dx +

Z

@«

µ kX

j = 1

¬ jFj( ¼ )

¶2

d ¼ = 1

¾
;

where the functions fFjgk
j = 1 » H1( « ) are selected so that their boundary traces

fj = Fj j@« are linearly independent. This, in combination with the continuity of J
(see lemma 2.4), implies that ck < 1 for any k > 1. The goal is to prove that the
values ck form a non-decreasing set of critical values for J , converging to +1.

Lemma 2.7. Let f · kgk>1, f’kgk>1 be the sequence of Steklov eigenvalues and
(normalized) eigenfunctions de¯ned by

¢’k = 0 in « ;
@’k

@n
= · k’k on @« ;

(’j j’k)1 =

Z

«

r’kr’j dx +

Z

@«

’k’j d ¼ = ¯ j
k:

Suppose that ¶ is ¯xed, with · k0
6 ¶ < · k0 + 1, k0 > 1. Let H0 denote the span

of ’1; : : : ; ’k0 , and let H?
0 denote the orthogonal supplement of H0 in H1( « ) with

respect to the scalar product (¢j¢)1. Then there exist two constants R > 0 and a > 0
such that

v 2 H?
0 and kvk1 = R ) E(v) > a: (2.11)

Proof. Indeed, for v 2 H?
0 , we have

krvk2
L2( « ) > · k0 + 1

Z

@«

v2( ¼ ) d ¼
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and

E(v) = 1
2
krvk2

L2( « ) ¡ 1
2
¶

Z

@«

v2( ¼ ) d ¼ ¡ ¶

Z

@«

[cosh(v( ¼ )) ¡ 1 ¡ 1
2
v2( ¼ )] d ¼

> 1

2

µ
1 ¡ ¶

· k0 + 1

¶
krvk2

L2( « ) ¡ Ckrvk4
L2( « )e

 kvk2
1 : (2.12)

Here we use the fact that (due to lemma 2.1) there exist constants C > 0 and
 > 0 such that

Z

@«

[cosh(v( ¼ )) ¡ 1 ¡ 1
2 v2( ¼ )] 6 C

Z

@«

v4 cosh(v) d ¼

6 C

µZ

@«

v8 d ¼

¶1=2µZ

@«

cosh(2v) d ¼

¶1=2

6 Ckvk4
1 exp( kvk2

1)

6 Ckrvk4
L2( « ) exp( krvk2

L2( « ))

for all v 2 H1( « ) with
R

@« v d ¼ = 0. We also use the fact that v 2 H?
0 implies thatR

@«
v d ¼ = 0, since ’1 = 1=

p
j@« j (and · 1 = 0). From (2.12), we conclude that if

R > 0 is chosen su¯ ciently small, then, for some ¯ > 0 and any v 2 H?
0 with

kvk1 = R, we have E(v) > ¯ R2 =: a.

We now show that for k su¯ ciently large (exactly how large depends on ¶ ), we
have that ck > 0.

Lemma 2.8. Let ¶ > 0 be ¯xed, with · k0
6 ¶ < · k0 + 1, k0 > 1. Then 0 < ck0 + 1,

and therefore 0 < ck0 + 1 6 ck < 1 for k > k0 + 1.

Proof. Let k > k0 + 1 and let A 2 Ak be given. Since the genus of A is strictly
larger than k0, we may infer that there exists u ¤ 2 A \ H?

0 . If A \ H?
0 = ;, then

the orthogonal projection onto H0 would yield a continuous odd mapping of A
into H0 n f0g; by taking the coordinates (relative to any basis of H0), we would
now get a continuous odd mapping of A into Rk0 n f0g, and this would imply
® (A) 6 k0 { a contradiction. Let a > 0 and R > 0 be as in lemma 2.7. Then
J(u ¤ ) > E(Ru ¤ ) > a > 0, and therefore

sup
u2 A

J(u) > J(u ¤ ) > a

for any A 2 Ak. We conclude that 0 < a 6 ck0 + 1 6 ck < 1 for all k > k0 + 1.

Before being in a position to conclude that each 0 < ck < 1 is a critical value
for J on § , we need to show that J satis es the following Palais{Smale condition
(as before, F (u) := (uju)1 := kruk2

L2( « ) +
R

@«
ju( ¼ )j2 d ¼ ).

Lemma 2.9. Let c be a given positive ¯nite value. Assume that fun; ¬ ngn>1 is a
sequence in § £ R such that

J(un) ! c and "n := J 0(un) ¡ ¬ nF 0(un) ! 0 in (H1( « ))0

as n ! +1. Then ¬ n ! 0, and there exists u 2 § and a subsequence funj gj>1

such that unj ! u in H1( « ).
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Proof. We begin by showing that the sequence vn := t(un)un is bounded in H1( « ),
or, equivalently, that the sequence ft(un)gn is bounded in R. From the de nition
of t(u),

t(u)2kruk2 = ¶

Z

@«

t(u)u sinh(t(u)u) d ¼ (2.13)

for any u 2 § such that 0 < J(u) < 1. We also note that there exists a constant
b > 0 such that cosh(³ ) ¡ 1 6 1

4 ³ sinh(³ ) + b for all ³ 2 R. Therefore, as

J(u) = 1
2 t(u)2kruk2 ¡ ¶

Z

@«

[cosh(t(u)u( ¼ )) ¡ 1] d ¼ ;

we have

J(u) > 1
2 t(u)2kruk2 ¡ 1

4 ¶

Z

@«

t(u)u sinh(t(u)u) d ¼ ¡ ¶ bj@« j

= 1
4 t(u)2kruk2 ¡ ¶ bj@« j:

Since fJ(un)gn is bounded, it follows that so is the sequence fkrvnkgn =
ft(un)krunkgn. Using (2.13), we now also get that fvn sinh(vn)gn is bounded in
L1(@« ), and thus that the sequence fvngn is bounded in L2(@« ). We may  nally
conclude that fvngn is bounded in H1( « ).

As fungn is a sequence in the unit ball of H1( « ), and as 0 < J(un) < 1 for n
su¯ ciently large,

¡ 2 ¬ n = hJ 0(un); uni ¡ ¬ nhF 0(un); uni = h"n; uni ! 0:

Here we use the facts that hJ 0(un); uni = 0 and hF 0(un); uni = 2F (un) = 2. Thus
the sequence f ¬ ngn converges to zero as n ! +1.

Using the relation between E0(vn) and J 0(un) stated in lemma 2.5, we observe
that vn satis es the variational identity

t(un)

·Z

«

rvn(x) ¢ rw(x) dx ¡ ¶

Z

@«

sinh(vn( ¼ ))w( ¼ ) d ¼

¸
= hJ 0(un); wi (2.14)

= h"n; wi + 2 ¬ n(unjw)1

for all w 2 H1( « ). The sequence fvngn being bounded, we may extract a sub-
sequence fvnj gj>1 such that vnj * v weakly in H1( « ), vnj ! v strongly in
L2( « ). Due to lemma 2.2, it follows that sinh(vnj ) ! sinh(v) strongly in L2(@« ).
By further extraction of a subsequence, if necessary, we may also obtain that
t(unj ) ! t > 0. The limit t must indeed satisfy t > 0; because, if t(unj ) ! 0,
then we would have that vnj ! 0 in H1( « ) and thus E(vnj ) ! 0, but this would
contradict the fact that E(vnj ) = J(unj ) ! c > 0. Consider the linear forms
Rnj

2 (H1( « ))0 as being de ned by

Rnj (w) :=

Z

«

vnj (x)w(x) dx+ ¶

Z

@«

sinh(vnj )w d ¼ +
1

t(unj )
[h"nj ; wi+2¬ nj (unj

jw)1]

for w 2 H1( « ). Rearranging (2.14), we get
Z

«

rvnj (x) ¢ rw(x) dx +

Z

«

vnj (x)w(x) dx = Rnj (w): (2.15)
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From the discussion above, it follows that the linear forms Rnj converge to R,
de ned by

R(w) :=

Z

«

vw dx + ¶

Z

@«

sinh(v)w d ¼

in (H1( « ))0. We therefore conclude that vnj ! v ¤ in H1( « ), where v ¤ solves
Z

«

rv ¤ ¢ rw dx +

Z

«

v ¤ w dx = R(w) =

Z

«

vw dx + ¶

Z

@«

sinh(v)w d ¼ :

As vnj * v in H1( « ), by the uniqueness of the limit, it follows that v ¤ = v, that
is, vnj

! v in H1( « ), where v solves

¢v = 0 in « ;
@v

@n
= ¶ sinh(v) on @« :

We can now formulate and prove our main result concerning the existence of
in nitely many solutions to the problem (2.1).

Theorem 2.10. Let ¶ > 0 be ¯xed, with · k0
6 ¶ < · k0 + 1, k0 > 1. Then fckgk>k0 + 1

is a non-decreasing sequence of ¯nite positive critical values for J , and ck ! +1
as k ! +1. In particular, for any ¯xed ¶ > 0, the boundary-value problem (2.1)
has in¯nitely many solutions fvkgk such that E(vk) ! +1, and kvkk1 ! +1, as
k ! +1.

Proof. This is a classical result in the theory of critical points. Any even non-
constant C1 function J (with a lower bound), which satis es a Palais{Smale
condition, such as the one given in lemma 2.9, possesses an unbounded non-
decreasing sequence of critical values on the sphere § , constructed exactly as we
have de ned the sequence fckg (see, for example, [7, th́eor³eme 5.5, ch. 4, pp. 212{
213] or [10]). Lemmas 2.4 and 2.8 ensure that we may disregard the `set of non-
di¬erentiability’ fJ(u) = 0g [ fJ(u) = 1g. The fact that E(vk) ! 1 follows from
the unboundedness of the critical values; to see that kvkk1 ! 1, simply note that
1
2
kvkk2

1 > E(vk).

3. Auxiliary results and a priori estimates for the variational solutions

In this section, we establish some results concerning lower and upper bounds for
the solutions constructed in the previous section. We suppose that

0 = · 1 < ¶ < · 2:

Brie®y speaking, we establish two main results. Lemmas 3.2 and 3.5 show that a
branch of solutions corresponding to any of the critical values ck( ¶ ), k > 2, blows
up (in energy) as ¶ ! 0 + , the energy being of the order log(1=¶ ). Corollary 3.7
shows that the normal currents @vk=@n stay bounded in L1(@« ) as ¶ ! 0 + .

Our  rst task is to establish a lower bound for the energy of solutions. Consider
a  nite-energy solution, v 6= 0, to

¡ ¢v = 0 in « ;

@v

@n
= ¶ sinh(v) on @« :

9
=

; (3.1)
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We wish to prove that the energy, E(v), as well as the expression krvk2
L2( « ), may

be bounded from below by a log(1=¶ ) (as ¶ ! 0 + ). We  rst observe that, by Green’s
formula,

0 =

Z

@«

@v( ¼ )

@n
d ¼ = ¶

Z

@«

sinh(v( ¼ )) d ¼ :

Therefore, the solution v may be written in the form v = v0 + s, with v0 2 H1( « ),
and s 2 R, satisfying

¡ ¢v0 = 0 in « ;

@v0

@n
= ¶ sinh(v0 + s) on @« ;

9
=

; (3.2)

and Z

@«

v0( ¼ ) d ¼ = 0;

Z

@«

sinh(v0( ¼ ) + s) d ¼ = 0: (3.3)

It is easy to  nd a formula for s in terms of v0. Indeed, due to the relation

sinh(¬ +  ) = sinh(¬ ) cosh( ) + cosh(¬ ) sinh( );

the second identity in (3.3) yields

tanh(s) =
¡

R
@«

sinh(v0( ¼ )) d ¼R
@«

cosh(v0( ¼ )) d ¼
;

or, equivalently (since tanh(s) = (e2s ¡ 1)=(e2s + 1)),

s = s(v0) := 1
2 log

R
@«

e¡v0( ¼ ) d ¼R
@«

ev0(¼ ) d ¼
: (3.4)

We need the following estimate for s in terms of krv0k2
L2( « ).

Lemma 3.1. Let s(v0) be as de¯ned in (3.4) for v0 2 H1( « ), with
R

@«
v0( ¼ ) d ¼ = 0.

There exist two positive constants, C1 and C2, depending only on « , such that

js(v0)j 6 C1 + C2krv0k2
L2( « ):

Proof. By H�older’s inequality, we have
µZ

@«

e¡v0( ¼ ) d ¼

¶µZ

@«

ev0( ¼ ) d ¼

¶
> j@« j2:

Since s( ¡ v0) = ¡ s(v0), we may assume, without loss of generality, that s(v0) > 0,
that is, Z

@«

ev0( ¼ ) d ¼ 6
Z

@«

e¡v0( ¼ ) d ¼

(if not, we simply prove the estimate of this lemma for ¡ v0 in place of v0). Therefore,

R
@«

e¡v0( ¼ ) d ¼R
@«

ev0( ¼ ) d ¼
6 1

j@« j2

µZ

@«

e¡v0( ¼ ) d ¼

¶2

;

https://doi.org/10.1017/S0308210500002316 Published online by Cambridge University Press

https://doi.org/10.1017/S0308210500002316


134 O. Kavian and M. Vogelius

and, as js(v0)j = s(v0),

js(v0)j 6 ¡ log j@« j + log

µZ

@«

e¡v0( ¼ ) d ¼

¶
: (3.5)

Lemma 2.1 yields that
Z

@«

e¡v0( ¼ ) d ¼ 6
Z

@«

2 cosh(v0) d ¼ 6 C exp( kv0k2
1) 6 C exp( krv0k2

L2( « )):

This inequality, together with (3.5), immediately leads to the desired estimate.

We can now state and prove our result concerning the lower estimate for the
energy of solutions.

Lemma 3.2. Assume that 0 < ¶ < · 2 and that v 2 H1( « ), v 6= 0, is a solution
to (3.1). There exists two constants a; b > 0, independent of ¶ and v, such that

E(v) > a log

µ
1

¶

¶
¡ b; krvk2

L2( « ) > a log

µ
1

¶

¶
¡ b:

Proof. Multiplying equation (3.1) by v and integrating by parts, we obtain

krvk2
L2( « ) = ¶

Z

@«

v( ¼ ) sinh(v( ¼ )) d ¼ : (3.6)

For any " > 0, there exists a constant C" > 0 such that

0 6 cosh(³ ) ¡ 1 6 C" + "³ sinh(³ ) 8 ³ 2 R:

It follows, due to (3.6), that

1
2
krvk2

L2( « ) > E(v)

= 1
2
krvk2

L2( « ) ¡ ¶

Z

@«

[cosh(v( ¼ )) ¡ 1] d ¼

> 1
2
krvk2

L2( « ) ¡ ¶ "

Z

@«

v( ¼ ) sinh(v( ¼ )) d ¼ ¡ ¶ C"

> ( 1
2

¡ ")krvk2
L2( « ) ¡ ¶ C":

This shows that  nding a lower bound for krvk2
L2( « ) is equivalent to  nding a lower

bound for E(v) (for ¶ in a bounded interval). Let v = v0 + s(v0) be the splitting
introduced earlier. By the mean-value theorem,

sinh(v0( ¼ ) + s(v0)) ¡ sinh(s(v0)) = v0( ¼ ) cosh(s(v0) + ³ v0( ¼ ))

for some ³ 2 [0; 1], and thus, noting that
R

@«
v0( ¼ ) sinh(s(v0)) d ¼ = 0, we calculate

krv0k2
L2( « ) = ¶

Z

@«

v0( ¼ )[sinh(v0( ¼ ) + s(v0)) ¡ sinh(s(v0))] d ¼

= ¶

Z

@«

jv0( ¼ )j2 cosh(s(v0) + ³ v0( ¼ )) d ¼
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6 ¶ ejs(v0)j
Z

@«

jv0( ¼ )j2ejv0( ¼ )j d ¼

6 ¶ ejs(v0)jkv0k2
L4(@« )kejv0 jkL2(@« )

6 ¶
p

2ejs(v0)jkv0k2
L4(@« )k cosh(2v0)kj1=2

L1(@« )
:

Here we have also used the fact that

cosh(s(v0) + ³ v0( ¼ )) 6 exp(js(v0)j + jv0( ¼ )j):

As kv0k2
L4(@« ) 6 Ckrv0k2

L2( « ), the above estimate and lemma 2.1 yield

krv0k2
L2( « ) 6 ¶ Cejs(v0)jkrv0k2

L2( « )e
 krv0k2

L2( « ) : (3.7)

Since v is a non-zero solution, it is also non-constant. This implies rv0 6= 0 and,
from (3.7), we now get that

¶ ejs(v0)je
 krv0k2

L2( « ) > c

for some constant c > 0, independent of ¶ and v. This estimate, in combination with
lemma 3.1, implies that krv0k2

L2( « )
> a log(¶ ¡1) ¡ b for some positive constants a

and b, independent of ¶ and v.

Remark 3.3. One may easily check that the pair v0, s is a solution to (3.2){(3.3)
if and only if s = s(v0) (as given by (3.4)) and v0 is a critical point of the functional

E0(w) := 1
2
krwk2

L2( « ) ¡ ¶

Z

@«

[cosh(w( ¼ ) + s(w)) ¡ 1] d ¼

on the space

~H0 :=

½
w 2 H1( « );

Z

@«

w( ¼ ) d ¼ = 0

¾
:

Also note that E(v) = E(v0 + s(v0)) = E0(v0). Furthermore, the v0 corresponding
to any non trivial solution to (3.2){(3.3) belongs to the manifold

~§ :=

½
w 2 ~H0; w 6= 0;

Z

«

jrwj2 dx = ¶

Z

@«

sinh(w( ¼ ) + s(w))w( ¼ ) d ¼

¾
;

and using the same kind of arguments as in x 2, one can show that, for 0 < ¶ < · 2,
there exists such a v0 2 ~§ that additionally minimizes the energy E0 on ~§ . In this
way, one sees that, for this range of ¶ , equation (2.1) possesses a ground state, that
is, a non-trivial solution that has minimal energy among all possible solutions. We
are not going into the details of this argument in the present paper.

In order to be able to analyse the blow-up, as ¶ ! 0 + , of the variational solutions
we obtained in the previous section, we need to estimate the critical values ck( ¶ )
for a  xed k > 2, assuming 0 = · 1 < ¶ < · 2. As mentioned in x 1, the special
case when « is a disc was considered in [4], and an entire set of explicit solutions
was constructed using as building blocks appropriately modi ed versions of the
fundamental solution G(x) := ¡ log(jxj2)=4 º . The main idea in the following proof
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of upper estimates for ck( ¶ ) (on an arbitrary domain) is to introduce sets A 2 Ak,
constructed from similarly modi ed versions of G.

To be more speci c, we choose k distinct points ¼ 1; : : : ; ¼ k on the boundary @«
and, for " > 0; R > 0, we introduce the functions

Gj(x) := ¡ log("2 + jx ¡ ¼ jj2)

and the set

A";R :=

½ kX

j = 1

¬ jGj ;

Z

«

µ kX

j = 1

¬ jrGj(x)

¶2

dx +

Z

@«

µ kX

j = 1

¬ jGj( ¼ )

¶2

d ¼ = R2

¾
:

(3.8)

Lemma 3.4. Let k > 2 and the points ¼ j 2 @« , 1 6 j 6 k, be ¯xed, and let the set
A";R, 0 < ", 0 < R, be de¯ned as above. There exists ¶ ¤ > 0, only depending on k,
the points ¼ j , and « , such that, given any 0 < ¶ < ¶ ¤ , one may ¯nd " > 0 (of the
order ¶ ) and R > 0 (of the order

p
(log 1=¶ )) for which one has

krvk2
L2( « ) ¡ ¶

Z

@«

v( ¼ ) sinh(v( ¼ )) d ¼ 6 0 8v 2 A";R:

Proof. A simple calculation shows that rGj(x) = ¡ 2(x ¡ ¼ j)("2 + jx ¡ ¼ jj2)¡1, so
that

krGjk2
L2( « ) = Cj log

µ
1

"

¶
+ O(1)

and

c

kX

j = 1

¬ 2
j log

µ
1

"

¶
6

Z

«

µ kX

j = 1

¬ jrGj(x)

¶2

dx +

Z

@«

µ kX

j = 1

¬ jGj( ¼ )

¶2

d ¼

6 C

kX

j = 1

¬ 2
j log

µ
1

"

¶
; (3.9)

say, for " < 1
2 . The positive constants Cj, C and c depend only on the points ¼ j

and on « .
Using the notation v =

Pk
j = 1 ¬ jGj 2 A";R, we also have

Z

@«

v sinh(v) d ¼ =

Z

@«

jvj sinh(jvj) d ¼ =
1

2

Z

@«

jv( ¼ )j exp(jv( ¼ )j) d ¼ + O(R):

(3.10)
Let j0 denote an index with j ¬ j0 j := max(j ¬ 1j; : : : ; j¬ kj), and choose » > 0 su¯ -
ciently small so that

X

j 6= j0

j log j¼ ¡ ¼ jj2j < 1
2
j log j ¼ ¡ ¼ j0

j2j on @« \ B» ( ¼ j0 ):

For " su¯ ciently small (exactly how small depends only on the points ¼ j, 1 6 j 6 k),
we then have

¯̄
¯̄

X

j 6= j0

¬ jGj( ¼ )

¯̄
¯̄ 6 1

2
j ¬ j0 Gj0 ( ¼ )j on @« \ B » ( ¼ j0 );
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and therefore jv( ¼ )j > 1
2
j ¬ j0 Gj0 ( ¼ )j on @« \ B » ( ¼ j0 ), so that

jvj exp(jv( ¼ )j) > 1
2
j¬ j0 Gj0 ( ¼ )j exp( 1

2
j ¬ j0 Gj0 ( ¼ )j) on @« \ B » ( ¼ j0 ): (3.11)

By elementary calculations, one easily sees that there exist constants a0; b0 > 0 and
a1, b1, depending continuously on ¬ > 1, such that

Z 1="

0

(1 + s2)¡ ¬ ds = a0( ¬ ) + a1( ¬ )"2¬ ¡1 + o("2¬ );

Z 1="

0

log(1 + s2)(1 + s2)¡ ¬ ds = b0( ¬ ) + b1( ¬ ) log(")"2 ¬ ¡1 + o(log(")"2¬ ¡1);

and therefore
Z d

0

j log("2 + t2)j("2 + t2)¡ ¬ dt

= "¡2¬ + 1

Z d="

0

j log("2) + log(1 + s2)j(1 + s2)¡ ¬ dt

= 2a0( ¬ )"¡2 ¬ + 1 log

µ
1

"

¶
+ o("¡2¬ + 1 log "); (3.12)

where the remainder term depends on the constant d, but is `little o’ of "¡2¬ + 1 log "
independently of ¬ and ". Using the estimate (3.12), together with the inequal-
ity (3.10) and (3.11), we get (provided j¬ j0

j > 2)

Z

@«

v sinh(v) d ¼ > 1

2

Z

@« \ B»( ¼ j0 )

j ¬ j0 Gj0 ( ¼ )j exp( 1
2
j¬ j0 Gj0 ( ¼ )j) d ¼ + O(R)

> c~a0(j¬ j0
j) log

µ
1

"

¶
"1¡j ¬ j0 j + j ¬ j0

jo("1¡j ¬ j0 j log(")) + O(R);

where ~a0(j¬ j0
j) := a0( 1

2
j ¬ j0

j)j ¬ j0
j and c > 0 is a constant, independent of ", ¬ j0

and R. Using this lower estimate we have, for v =
Pk

j = 1 ¬ jGj 2 A";R ,

krvk2
L2( « ) ¡ ¶

Z

@«

v sinh(v) d ¼

6 R2 ¡ ¶

·
c~a0(j¬ j0 j) log

µ
1

"

¶
"1¡j ¬ j0 j + j¬ j0 jo("1¡j ¬ j0 j log(")) + O(R)

¸

6 R2 ¡ ¶ c~a0(j ¬ j0
j) log

µ
1

"

¶
"1¡j ¬ j0 j + ¶ j¬ j0

jo("1¡j¬ j0 j log(")) + ¶ O(R);

(3.13)

provided that j ¬ j0
j > 2. According to (3.9), for v =

Pk
j = 1 ¬ jGj 2 A";R, we have

that
Rp

kC log(1=")
6 j¬ j0

j 6 Rp
c log(1=")

: (3.14)

If we now select

R = 2
p

kC log(1="); (3.15)
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with C being the same constant as in equation (3.14), then it follows that
2 6 j ¬ j0 j 6 2

p
kC=c, and thus ~a0(j ¬ j0 j) > 0 is uniformly bounded and bounded

away from zero. From a combination of this and inequality (3.13), we now get, for
some constants C1 and c1 > 0,

krvk2 ¡ ¶

Z

@«

v sinh(v) d ¼

6 4kC log

µ
1

"

¶
¡ ¶ c log

µ
1

"

¶
"1¡j ¬ j0 j + ¶ o("1¡j ¬ j0 j log("))

6 C1 log

µ
1

"

¶
¡ ¶ c1 log

µ
1

"

¶
"¡1 (3.16)

for " su¯ ciently small (how small depends only on the points ¼ j , k and « ). By
choosing " = c1 ¶ =C1, the estimate (3.16) yields

krvk2
L2( « ) ¡ ¶

Z

@«

v sinh(v) d ¼ 6 0

for all v 2 A";R and for all ¶ < ¶ ¤ (to guarantee that " is su¯ ciently small). With
the above choice for ", R is given by

R2 = C log

µ
1

¶

¶
+ D (3.17)

for some constants C and D, C being positive. This concludes the proof of the
lemma.

We may now obtain the desired upper estimate on ck( ¶ ).

Lemma 3.5. For any k > 2, there exist positive constants C ¤ (k) and ¶ ¤ such that

ck( ¶ ) 6 C ¤ (k) log

µ
1

¶

¶
; 0 < ¶ < ¶ ¤ :

Proof. Let ", R and A";R be as described in lemma 3.4. For ¶ su¯ ciently small (and
thus " su¯ ciently small), the set A";1 (de ned in (3.8)) is in Ak, and A";1 \ H1

0 ( « )
is empty. Therefore,

0 < ck( ¶ ) = inf
A 2 Ak

sup
v 2 A

J(v) 6 max
v 2 A";1

J(v) < 1:

Due to the facts that A";R = RA";1 and that J(Rv) = J(v) for v 2 A";1, we
conclude that

0 < ck( ¶ ) 6 max
v 2 A";R

J(v) = J(v ¤ ) < 1

for some v ¤ 2 A";R. Recall that in lemma 2.3 we de ned f(t) := E(tv ¤ ), and recall
that J(v ¤ ) = f (t(v ¤ )v ¤ ). Using the estimate of R given in lemma 3.4 (see (3.17)),
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we immediately get

J(v ¤ ) = 1
2
t(v ¤ )2krv ¤ k2

L2( « ) ¡ ¶

Z

@«

[cosh(t(v ¤ )v ¤ ) ¡ 1] d ¼

6 1
2 t(v ¤ )2krv ¤ k2

L2( « )

6 1
2 t(v ¤ )2R2

6 C ¤ (k)t(v ¤ )2 log

µ
1

¶

¶

for some constant C¤ (k) and for ¶ su¯ ciently small, say, 0 < ¶ < ¶ ¤ . As we have
seen in the proof of lemma 2.3, f achieves its maximum at a unique point t(v ¤ ) > 0.
We also know that f 0 is strictly concave on (0; 1) (see the proof of lemma 2.3),
while f 0(0) = f 0(t(v ¤ )) = 0, and therefore f 0(t) > 0 for 0 < t < t(v ¤ ). By lemma 3.4,
we have

f 0(1) = krv ¤ k2
L2( « ) ¡ ¶

Z

@«

v ¤ sinh(v ¤ ) d ¼ 6 0;

which now, in turn, implies that t(v ¤ ) 6 1. This  nally yields the estimate

0 < ck( ¶ ) 6 C ¤ (k)t(v ¤ )2 log

µ
1

¶

¶
6 C¤ (k) log

µ
1

¶

¶
; 0 < ¶ < ¶ ¤ ;

for some constants C¤ (k) and ¶ ¤ , depending only on k and « .

Next we state an elementary lemma from integration theory.

Lemma 3.6. Let (X; d · ) be a non-negative measure space, let a, b be two given
positive constants, and let w be a measurable function on X with the property that,
for a certain ¶ 2 (0; 1), one has

Z

X

jwjejwj d · 6 a

¶
log

µ
1

¶

¶
+ b: (3.18)

Then there exists two positive constants C1, C2, depending only on a, b and · (X),
such that Z

X

ejwj d · 6 C1

¶
+ C2:

Proof. For any " 2 (0; 1), there exists a constant C(") such that

es 6 "ses + C(")

for any s > 0. In fact, C(") := maxs>0(1 ¡ "s)es = (1 ¡ "³ )e³ , where ³ is given by
³ := (1 ¡ ")=", and so C(") = " exp((1 ¡ ")="). It follows that

Z

X

ejwj d · 6 C(") · (X) + "

Z

X

jwjejwj d ·

6 C(") · (X) +
a"

¶
log

µ
1

¶

¶
+ "b

6 "

µ
· (X) exp

µ
1 ¡ "

"

¶
+

a

¶
log

µ
1

¶

¶
+ b

¶
: (3.19)
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Now choose " to be given by

1

"
= 1 + log

µ
b + 1 +

a

¶
log

1

¶

¶
:

This ensures that c(1 + log(1=¶ ))¡1 6 " 6 C(1 + log(1=¶ ))¡1, with positive con-
stants c and C only depending on a and b. It also ensures that

exp

µ
1 ¡ "

"

¶
= b + 1 +

a

¶
log

1

¶
:

A combination of these two facts with the estimate (3.19) yields the result of the
lemma.

Corollary 3.7. For k > 2 let ¶ ¤ < · 2 be as in lemma 3.5 and assume that
0 < ¶ < ¶ ¤ . There exists a constant D ¤ (k), depending only on k and « , such
that, if vk (equal to vk;¶ ) is a variational solution obtained in theorem 2.10, with
E(vk) = ck( ¶ ), then

Z

@«

¯̄
¯̄@vk( ¼ )

@n

¯̄
¯̄ d ¼ = ¶

Z

@«

j sinh(vk( ¼ ))j d ¼ 6 D ¤ (k):

Proof. From the beginning of the proof of lemma 3.2, it follows (by taking " = 1
4 )

that

krvkk2
L2( « ) 6 4E(vk) + ¶ C:

Upon combination with lemma 3.5, we now arrive at

¶

Z

@«

vk( ¼ ) sinh(vk( ¼ )) d ¼ = krvkk2
L2( « )

6 4E(vk) + ¶ C

6 C log(¶ ¡1) + D

for some positive constants C and D, depending only on k and « . Using the fact
that j ³ jej ³ j 6 2 ³ sinh(³ ) + e¡1 for all ³ 2 R, we conclude that there exist two positive
constants a and b such that

Z

@«

jvk( ¼ )jejvk( ¼ )j d ¼ 6 a

¶
log

µ
1

¶

¶
+ b:

Now, lemma 3.6 shows that
R

@«
ejvk( ¼ )j d ¼ 6 C1 ¶ ¡1 + C2, and this establishes the

claim of the corollary.

4. Blow-up and limit of solutions

Let 0 < ¶ n < ¶ ¤ be a sequence tending to 0 and, for a  xed k > 2, let v ¶ n = vk;¶ n

be solutions of
¢v ¶ n = 0 in « ;

@v ¶ n

@n
= ¶ n sinh(v ¶ n ) on @« ;

9
=

; (4.1)
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corresponding to the kth critical value (as constructed earlier in this paper). We
have already established in lemmas 3.2 and 3.5 (see also the proof of corollary 3.7)
that, for some positive constants a, b, C and D,

E(v ¶ n ) > a log

µ
1

¶ n

¶
¡ b; (4.2)

krv ¶ n
k2 6 C log

µ
1

¶ n

¶
+ D: (4.3)

The fact that

¶ n

Z

@«

j sinh(v ¶ n )j d ¼ 6 C (4.4)

is a direct consequence of lemma 3.6 and the estimate (4.3) (as we have already seen
in the proof of corollary 3.7). We shall also use the decomposition v ¶ n = v0

¶ n
+ s ¶ n

introduced earlier. In this context, we already have an estimate for the constant
s ¶ n in terms of v0

¶ n
. However, here it will be more convenient to use an estimate

based on the relation

js¶ n j =

¯̄
¯̄ 1

j@« j

Z

@«

v ¶ n d ¼

¯̄
¯̄ 6

Z

@«

jv ¶ n j d ¼

j@« j

and (4.4). We obtain

js¶ n j 6 log

µ
exp

µZ

@«

jv ¶ n j d ¼

j@« j

¶¶

6 log

µZ

@«

exp(jv ¶ n j) d ¼

j@« j

¶

6 log

µZ

@«

2

j@« j
j sinh(v ¶ n )j d ¼ + 1

¶

6 log

µ
C

¶ n
+ 1

¶

6 log
1

¶ n
+ D: (4.5)

Here we have used Jensen’s inequality for the exponential function, and the inequal-
ity exp jtj 6 2j sinh tj + 1. An essential aspect of the above estimate is that the
constant in front of log(1=¶ n) is 1. In this section, we establish the following result
concerning the behaviour of v ¶ n as ¶ n ! 0 + .

Theorem 4.1. Let v ¶ n
2 H1( « ), ¶ n ! 0 + , be a sequence of solutions to (4.1),

which additionally satisfy (4.2) and (4.3), and de¯ne

v0
¶ n

= v ¶ n ¡ 1

j@« j

Z

@«

v ¶ n d ¼ :

There exists a subsequence, also referred to as v ¶ n , a regular ¯nite Borel measure
· (on @« ) and a ¯nite set of points fx(i)gN

i= 1 » @« , N > 1, such that

¶ n sinh(v ¶ n )j@« ! · ;
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in the sense of measures, i.e.
Z

@«

¶ n sinh(v ¶ n )’ d ¼ !
Z

@«

’ d · for all ’ 2 C0(@« ):

The points x(i), i = 1; : : : ; N , are exactly the points at which · has point masses,
i.e. at which · (fxg) 6= 0. The same points x(i), i = 1; : : : ; N , also represent the
blow-up points for the sequence v0

¶ n
, in the sense that

fx(i)gN
i = 1 = fx 2 ·« : 9xn ! x; xn 2 ·« ; with jv0

¶ n
(xn)j ! 1g:

The proof of this theorem consists of an adaptation of the proof of the somewhat
similar results for solutions to the boundary-value problem

¢v = U (x)ev in « ;

v = 0 on @«

found in [3] (see also [5] for a related result). For the convenience of the reader, we
provide the details of this adaptation. We begin with two lemmas.

Lemma 4.2. Let w be a classical solution to ¢w = 0 in « , @w=@n = f on @« , for
some function f , satisfying

R
@«

f d ¼ = 0. Let w be normalized by
R

@«
w( ¼ ) d ¼ = 0.

For every ¯ 2 (0; º ), there exists a constant C ¯ such that
Z

@«

exp

·
( º ¡ ¯ )jw( ¼ )j

kfkL1(@« )

¸
d ¼ 6 C̄ :

The constant C̄ depends only on ¯ and « .

Proof. Let H(x; y), y 2 @« , denote the solution to

¢xH(x; y) = 0 in « ;

@H(x; y)

@nx
=

1

º

(x ¡ y) ¢ nx

jx ¡ yj2 ¡ 1

j@« j on @« ;

9
=

; (4.6)

normalized with
R

@«
H( ¼ ; y) d ¼ = 0. We note that H(¢; y) is in C 1 ( « ) \ C1;¬ ( ·« ),

and
C0 := max

x 2 @« ; y 2 @«
jH(x; y)j < 1:

De ne now Green’s function for the Neumann boundary problem

N (x; y) = ¡ 1

º
log jx ¡ yj + H(x; y);

x 2 ·« n fyg, y 2 @« . A simple calculation gives that the function w(y), y 2 @« , is
given by

w(y) =

Z

@«

N ( ¼ ; y)f ( ¼ ) d ¼ :

From Jensen’s inequality (and the convexity of the exponential function), it follows
that

exp

·Z

@«

( º ¡ ¯ )jN ( ¼ ; y)j
jf ( ¼ )j

kfkL1(@« )
d ¼

¸
6

Z

@«

exp[( º ¡ ¯ )jN ( ¼ ; y)j]
jf ( ¼ )j

kfkL1(@« )
d ¼ ;
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and so we may estimate
Z

@«

exp

·
( º ¡ ¯ )jw(y)j

kfkL1(@« )

¸
dy 6

Z

@«

Z

@«

exp[( º ¡ ¯ )jN ( ¼ ; y)j]
jf ( ¼ )j

kfkL1(@« )
d ¼ dy

6 C1e( º ¡ ¯ )C0

Z

@«

Z

@«

1

j¼ ¡ yj1¡ ¯ =º
dy

jf ( ¼ )j
kfkL1(@« )

d ¼

6 C1e( º ¡ ¯ )C0 D ¯ ;

where

C0 := max
x 2 @« ; y 2 @«

jH(x; y)j; D ¯ := max
¼ 2 @«

Z

@«

1

j¼ ¡ yj1¡ ¯ =º
dy;

and C1 only depends on the diameter of « .

Lemma 4.3. Let fwngn be a sequence of classical solutions to

¢wn = 0 in « ;

@wn

@n
= fn on @« :

Suppose kwnkL2( « ) 6 C and suppose there exists a point x0 2 @« , a ball Br0 (x0)
of radius r0 > 0 centred at x0 and an index s < 1

2 such that

kfnkH ¡ s(Br0 (x0) \ @« ) 6 C;

with C independent of n and H¡s denoting the dual of Hs. Then

kwnkL1 (Br0=2(x0) \ @« ) 6 kwnkL1 (Br0=2(x0) \ « ) 6 C

for some (other) C independent of n.

Proof. From interior elliptic estimates, it follows that

kwnkH3=2 ¡ s(Br0=2(x0) \ « ) 6 C(kfnkH ¡ s(Br0 (x0) \ @« ) + kwnkL2(Br0 (x0) \ « )) 6 C

for any 0 < s < 1
2 . Using Sobolev’s imbedding theorem, more precisely, the fact

that, for the two-dimensional domain « and s < 1
2 , one has

H3=2¡s(Br(x0) \ « ) » C0(Br(x0) \ « );

we now get

kwnkL1 (Br0=2(x0) \ @« ) 6 kwnkL1 (Br0=2(x0) \ « ) 6 CkwnkH3=2 ¡ s(Br0 =2(x0) \ « ) 6 C:

Let v +
¶ n

and v¡
¶ n

denote the positive part and the negative part of v ¶ n , respec-

tively. Since f ¶ n sinh(v ¶ n )g is bounded in L1(@« ) (cf. (4.4)), it follows immediately
that

f ¶ n sinh(v +
¶ n

)g = f¶ n(sinh(v ¶ n )) + g and f ¶ n sinh(v¡
¶ n

)g = f ¶ n(sinh(v ¶ n ))¡g
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are bounded in L1(@« ). We may therefore extract a subsequence (in the following,
also denoted v ¶ n ), so that

¶ n sinh(v +
¶ n

) ! · + (4.7)

and

¶ n sinh(v¡
¶ n

) ! · ¡; (4.8)

where · + and · ¡ are non-negative regular  nite Borel measures and the conver-
gence is in the aforementioned sense of measures. Along this subsequence, we also
have

¶ n sinh(v ¶ n ) = ¶ n sinh(v +
¶ n

) ¡ ¶ n sinh(v¡
¶ n

) ! · + ¡ · ¡;

¶ nj sinh(v ¶ n )j = ¶ n sinh(v +
¶ n

) + ¶ n sinh(v¡
¶ n

) ! · + + · ¡:

We use the notation j · j = · + + · ¡ (this is frequently called the total variation
measure associated with · ).

We are now ready to proceed with the proof of theorem 4.1. We formulate the
ingredients of this proof in the form of three separate lemmas. The proof of each of
the lemmas follows along the lines of the proof of theorem 3 in the aforementioned
paper by Brezis and Merle. We  rst introduce the so-called regular points of @« .

Definition 4.4. A point x0 2 @« is called regular if there exists a continuous
function 0 6 Á 6 1, with Á ² 1 in a neighbourhood of x0 such that

R
@«

Á dj · j < 1
2
º .

Lemma 4.5. Let v ¶ n denote the subsequence extracted above. Given any regular
point x0 2 @« , there exists a positive number r0 and a constant C, independent of
n, such that

kv0
¶ n

kL1 (Br0 (x0) \ @« ) 6 kv0
¶ n

kL1 (Br0 (x0) \ « ) 6 C: (4.9)

Proof. We decompose v0
¶ n

into two parts,

v0
¶ n

= v
(1)
¶ n

+ v
(2)
¶ n

;

where v
(1)
¶ n

solves

¢v
(1)
¶ n

= 0 in « ;

@v
(1)
¶ n

@n
= Á ¶ n sinh(v ¶ n ) ¡ 1

j@« j

Z

@«

Á ¶ n sinh(v ¶ n ) d ¼ on @«

and v
(2)
¶ n

solves

¢v
(2)
¶ n

= 0 in « ;

@v
(2)
¶ n

@n
= ¶ n sinh(v ¶ n ) ¡

@v
(1)
¶ n

@n
on @« :

Here, 0 6 Á 6 1 is a C1;¬ function such that Á ² 1 near x0 and
Z

@«

Á dj· j < 1
2 º :

https://doi.org/10.1017/S0308210500002316 Published online by Cambridge University Press

https://doi.org/10.1017/S0308210500002316


On the existence and b̀low-up’ of solutions 145

The existence of such a smooth Á also immediately follows from de nition 4.4 (and
the assumption that x0 is a regular point). Both functions v

(i)
¶ n

are normalized byR
@«

v
(i)
¶ n

d ¼ = 0. Elliptic regularity theory gives that v ¶ n 2 C 1 ( « ) \ C1;¬ ( ·« ), and
the same is true for v

(1)
¶ n

(and v
(2)
¶ n

). Duality and elliptic estimates give that

kv0
¶ n

kHs+2 ( « ) 6 Csk ¶ n sinh(v ¶ n )kHs+1=2(@« )

for any ¡ 2 6 s 6 ¡ 1, in particular, for s = ¡ 3
2
, i.e.

kv0
¶ n

kH1=2( « ) 6 Ck ¶ n sinh(v ¶ n )kH ¡ 1(@« ): (4.10)

We have

k ¶ n sinh(v ¶ n )kH ¡ 1(@« ) = sup
kwkH1 (@« )6 1

¯̄
¯̄
Z

@«

¶ n sinh(v ¶ n ( ¼ )) w( ¼ ) d ¼

¯̄
¯̄

6 sup
kwkH1 (@« )6 1

k¶ n sinh(v ¶ n )kL1(@« )kwkL1 (@« )

6 C:

For the last inequality, we used (4.4) and the fact that H1(@« ) » L 1 (@« ). By a
combination of this estimate and (4.10),

kv0
¶ n

kH1=2( « ) 6 C: (4.11)

The same argument works for v
(1)
¶ n

, so that

kv
(1)
¶ n

kH1=2( « ) 6 C: (4.12)

Since v0
¶ n

= v
(1)
¶ n

+ v
(2)
¶ n

, inequalities (4.11) and (4.12) immediately imply

kv
(2)
¶ n

kH1=2( « ) 6 C: (4.13)

The component v
(2)
¶ n

has

@v
(2)
¶ n

@n
= const:

µ
=

1

j@« j

Z

@«

Á ¶ n sinh(v ¶ n ) d ¼

¶

near x0, and local elliptic estimates thus show that there exists r0 > 0 such that

kv
(2)
¶ n

kL1 (B2r0 (x0) \ @« ) 6 kv
(2)
¶ n

kL1 (B2r0 (x0) \ « )

6 C

µ
kv

(2)
¶ n

kH1=2( « ) +
1

j@« j

¯̄
¯̄
Z

@«

Á ¶ n sinh(v ¶ n ) d ¼

¯̄
¯̄
¶

6 C: (4.14)

For the last estimate, we used (4.13) and the fact that the sequence f ¶ n sinh(v ¶ n )g
is bounded in L1(@« ). Concerning the component v

(1)
¶ n

, one has

°°°°
@v

(1)
¶ n

@n

°°°°
L1(@« )

6 kÁ ¶ n sinh(v ¶ n )kL1(@« ) +

Z

@«

jÁ ¶ n sinh(v ¶ n )j d ¼

= 2kÁ ¶ n sinh(v ¶ n )kL1(@« ):
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Since Z

@«

Á ¶ nj sinh(v ¶ n )j d ¼ !
Z

@«

Á dj · j;

and since
R

@«
Á dj· j < 1

2 ( º ¡ ¯ 0), for some ¯ 0 > 0 su¯ ciently small, we conclude
that

kÁ ¶ n sinh(v ¶ n )kL1(@« ) < 1
2 ( º ¡ ¯ 0)

for n su¯ ciently large. As a consequence,

°°°°
@v

(1)
¶ n

@n

°°°°
L1(@« )

6 º ¡ ¯ 0

for n su¯ ciently large. Due to lemma 4.2, there exists p > 1 such that
Z

@«

(ejv(1)
¶ n

j)p d ¼ 6 C: (4.15)

One may, for instance, take

p =
º ¡ 1

2
¯ 0

º ¡ ¯ 0
:

We also have

¶ nj sinh(v ¶ n )j 6 ¶ n exp(jv ¶ n j) 6 ¶ n exp(jv(1)
¶ n

j + jv(2)
¶ n

j + js¶ n j);

with

s¶ n = s(v0
¶ n

) =
1

j@« j

Z

@«

v ¶ n d ¼ :

The component v
(2)
¶ n

is uniformly bounded su¯ ciently close to x0 (cf. (4.14)). Due
to the estimate (4.5), it follows that

j ¶ n sinh(v ¶ n )jp 6 C(ejv(1)
¶ n

j)p (4.16)

in some neighbourhood B2r0
(x0) \ @« . By a combination of the estimates (4.15)

and (4.16),
°°°°

@v
(0)
¶ n

@n

°°°°
Lp(B2r0

(x0) \ @« )

6 C

for some p > 1, uniformly in n. Sobolev’s imbedding theorem therefore yields

°°°°
@v

(0)
¶ n

@n

°°°°
H ¡ s(B2r0 (x0)\ @« )

6 C

uniformly in n, for some s < 1
2 . Using the interior elliptic estimates of lemma 4.3,

we arrive at
kv

(0)
¶ n

kL1 (Br0 (x0) \ @« ) 6 kv
(0)
¶ n

kL1 (Br0 (x0) \ « ) 6 C

uniformly in n. This is the desired estimate.

Definition 4.6. Let S denote the set of singular points of @« , that is, the points
which are not regular in the sense of de nition 4.4: S = @« n fregular pointsg.
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Lemma 4.7. The set S consists of ¯nitely many points, and it is non-empty.

Proof. From the de nition of a regular point in de nition 4.4, it follows that if
x0 2 S, then

R
@«

Á dj· j > 1
2 º for any continuous function 0 6 Á 6 1, with

Á ² 1 in a neighbourhood of x0. Since the measure · is regular, we conclude that
j · (fx0g)j > 1

2 º for any x0 2 S. Due to the  niteness of the measure j · j, it now
follows that S consists of a  nite number of points, with

#S 6
R

@« dj· j
infx0 2 S j· (fx0g)j

6 2

R
@« dj · j

º
:

If S were empty, then lemma 4.5, together with the compactness of @« , would
imply that

kv0
¶ n

kL1 (@« ) 6 C:

Since js ¶ n j 6 log(1=¶ n) + D (see (4.5)), it would follow that

k ¶ n sinh(v ¶ n
)kL1 (@« ) 6 C;

and therefore

krv0
¶ n

kL2( « ) 6 Ck ¶ n sinh(v ¶ n )kL2(@« ) 6 C:

From lemma 3.1, we could now conclude that

js¶ n
j 6 C1 + C2krv0

¶ n
k2

L2( « ) 6 C;

or

kv ¶ n
kL1 (@« ) 6 kv0

¶ n
kL1 (@« ) + js¶ n

j 6 C:

We would therefore have the estimate

E(v ¶ n ) =
1

2

Z

«

jrv ¶ n
j2 dx ¡ ¶ n

Z

@«

(cosh(v ¶ n ) ¡ 1) d ¼

= ¶ n

Z

@«

( 1
2 sinh(v ¶ n )v ¶ n ¡ cosh(v ¶ n ) + 1) d ¼

6 C¶ n ! 0

as n ! 1, which clearly contradicts (4.2). As a consequence, S must be non-
empty.

We proceed to show the following result.

Lemma 4.8. Let v ¶ n be the subsequence extracted in connection with (4.7) and
(4.8). The set S may alternatively be characterized as

S = fx 2 @« : 9xn ! x; xn 2 ·« ; with jv0
¶ n

(xn)j ! 1g
= fx 2 ·« : 9xn ! x; xn 2 ·« ; with jv0

¶ n
(xn)j ! 1g

and

S = fx 2 @« : · (fxg) 6= 0g:
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Proof. The fact that the set

fx 2 @« : 9xn ! x; xn 2 ·« ; with jv0
¶ n

(xn)j ! 1g

is a subset of S is already established. Indeed, if this inclusion did not hold, then
there would exist a regular point x0 and a sequence xn ! x0, xn 2 ·« , with
jv0

¶ n
(xn)j ! 1. However, this would contradict the already veri ed fact that

kv0
¶ n

kL1 (Br0
(x0) \ @« ) 6 kv0

¶ n
kL1 (Br0

(x0) \ « ) 6 C

for some r0 > 0 (lemma 4.5).
To establish the other inclusion, we simply take x0 2 S and note that, for such

x0 and for any r > 0, one necessarily has

kv0
¶ n

kL1 (Br(x0) \ @« ) ! 1 as n ! 1: (4.17)

If this were not the case, then there would exist r1 > 0 and a subsequence vk = v ¶ nk

such that

kvkkL1 (Br1 (x0) \ @« ) 6 kv0
¶ nk

kL1 (Br1 (x0) \ @« ) + js¶ nk
j 6 log

µ
1

¶ nk

¶
+ D:

Here we have relied on (4.5) for the last estimate. We would thus have
Z

Br (x0) \ @«

¶ nk
j sinh(vk)j d ¼ 6 C jBr(x0) \ @« j 6 Cr

for any 0 < r < r1 and any k. Consequently, there would exist a continuous function
0 6 Á 6 1, with Á ² 1 in a neighbourhood of x0, so that

Z

@«

Á ¶ nk j sinh(vk)j d ¼ < 1
4 º for all k:

However, this would imply that
Z

@«

Á dj · j = lim
k ! 1

Z

@«

Á ¶ nk j sinh(vk)j d ¼ < 1
2 º ;

and so x0 would be a regular point|a contradiction. Thus we conclude that (4.17)
must hold. We now pick N1 < N2 < ¢ ¢ ¢ < Nk < Nk + 1 < ¢ ¢ ¢ , so that

n > Nk ) kv0
¶ n

kL1 (B1=k(x0) \ @« ) > k;

and then we select points xn, Nk 6 n 6 Nk + 1 ¡ 1, so that

xn 2 B1=k(x0) \ @« ; and jv0
¶ n

(xn)j > k ¡ 1:

With this selection of points xn 2 @« , it is clear that xn ! x0 and jv0
¶ n

(xn)j ! 1
as n ! 1. This veri es the  rst alternative characterization of S. The fact that
there are no blow-up points inside « is a direct consequence of interior elliptic
estimates, the bound (4.11) and the identity ¢v0

¶ n
= 0 in « . This veri es the second

alternative characterization of S.
When it comes to the third characterization, we have already seen in the proof

of the last lemma that j · (fxg)j > 1
2 º for any x 2 S (this was used to prove that S
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consists of a  nite number of points). It remains to be seen that · (fx0g) = 0 for
any regular point x0. From lemma 4.5, we know that there exists Br0 (x0) such that

kv0
¶ n

kL1 (Br0 (x0) \ @« ) 6 C:

As above, this implies that

kv ¶ n
kL1 (Br0

(x0) \ @« ) 6 kv0
¶ n

kL1 (Br0
(x0) \ @« ) + js ¶ n

j 6 log

µ
1

¶ n

¶
+ D;

and therefore
Z

Br(x0) \ @«

¶ nj sinh(v ¶ n )j d ¼ 6 C jBr(x0) \ @« j 6 Cr

for any 0 < r < r0 and any n. We conclude that j· (fx0g)j 6 Cr for any 0 < r < r0,
or j · (fx0g)j = 0.

A combination of lemma 4.7 and 4.8 now immediately establishes theorem 4.1.
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